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The Problem of Perceptual Agreement
ELAY SHECH and MICHAEL WATKINS
Auburn University, Alabama, USA

We present the problem of perceptual agreement (of determinate color) 
and submit that it proves to be a serious and long overlooked obstacle for 
those insisting that colors are not objective features of objects, viz., non-
objectivist theories like C. L. Hardin’s (2003) eliminativism and Jona-
than Cohen’s (2009) relationalism.
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The philosophical literature on color is replete with arguments from 
perceptual variation. These arguments take various forms and reach 
different conclusions. Jonathan Cohen (2009), for instance, argues that 
perceptual variation supports the position that colors are highly rela-
tional features of objects; every object has many colors, relative to dif-
ferent observers and different viewing conditions. C. L. Hardin (2003) 
argues that perceptual variation commits us to eliminativism about 
colors since each color necessarily has a particular hue, and there is no 
fact of the matter as to what particular hue any object has.

We will not address these arguments here. Instead, we highlight 
a feature of color perception and our communication about it: we can 
agree when two objects are exactly the same determinate color. What-
ever might be said about perceptual disagreement, we think that the 
problem of perceptual agreement that we highlight below proves to be a 
serious and long overlooked problem for those insisting that colors are 
not objective features of objects.

It is well known that we generally agree about the more deter-
minable colors of objects. Otherwise, color vocabulary would not have 
earned its keep. It is also widely recognized that human color vision 
is fairly constant in how it sees an object’s color across a wide range 
of lighting conditions, or at least that our judgments about an object’s 
color will generally remain consistent even while viewing that object 
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across a wide range of lighting conditions. Objectivists about color, 
those holding that an object has its color independent of how it is ex-
perienced, often appeal to such agreements.1 But these are not the 
agreements on which we focus here. We focus, instead, on determinate 
shades. This may come as a surprise, since it is well known that differ-
ent observers under different circumstances will experience the color of 
an object differently and will even, at times, make different judgments 
about the colors of particular objects. For example, what any person 
sees as unique blue (as blue with no red or green in it) will be seen by 
most as having some red or green it. And we know that two objects that 
match in color might match only relative to an observer and a light-
ing condition. Metameric matches, objects that appear the same color 
for an observer under some lighting condition despite having different 
refl ectance profi les, will sometimes appear very differently colored to 
some other observer or to the same observer under some different light-
ing condition.2

To appreciate the perceptual agreement that we wish to focus upon, 
imagine someone tasked with matching the color of some paint. This 
task is common enough. If we have painted part of a room and fi nd we 
do not have enough paint, or we are repairing a painting or a car, fi nd-
ing exactly the right color might be very tricky. It will not be enough, 
for instance, for the new paint to match the old only under sunlight. A 
match in color will require that any observer (or at least any observer 
we care about) under any lighting condition (or at least any lighting 
condition in which the object might be viewed) will not see a difference 
between the new paint and the old.

Now imagine that the task was successfully completed. The wall 
painted with the new paint matches the wall painted with the old 
paint. Enter Susan and John. Susan sees the walls as slightly more 
purple than blue; John sees the walls as slightly more blue than pur-
ple. That’s our old friend, perceptual variation, entering the stage for a 
brief moment. What Susan and John agree on, what they might verify 
by looking at the walls where they meet across a wide range of light-
ing conditions, is that the two walls are exactly the same color. Indeed, 
we might reasonably claim that a necessary condition for two objects 
having exactly the same determinate color is that no one can visually 
detect a color difference between those objects so long as those objects 
are viewed side by side and against the same background. Yet, even 
this might not be suffi cient for a perfect match, since A and B might 
be indiscernible in color for any observer under any condition, and B 
and C might also be indiscernible in color, even though A and C are 
discernible in color. And so, by that visual test, we will have shown 
that A and B are ever so slightly different. But our goal here is not to 

1 See, for example, Keith Allen (2017).
2 See Hardin (1988) for a scientifi cally informed discussion of perceptual varia-

tion.
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give a full account of what it is for two objects to have exactly the same 
determinate color. Undoubtedly, just as the standards for two objects 
having the same length might vary depending on purpose, so will the 
standards for two objects matching in color. 

It is important to be clear about what it is that Susan and John 
agree about. It is not that Susan and John agree about what color the 
walls are, although they very well might. Rather, what they agree on, 
what they might well have determined visually across a range of light-
ing conditions, is that the walls match in color.3 That is what they vi-
sually determine, not by seeing the walls at any particular moment, 
but over a range of lighting conditions. Moreover, when Susan claims 
that the two walls match in color, she is not merely claiming that they 
match for her, or for her at the moment. Susan’s claim commits her 
to its being the case that the walls match for everyone (or everyone 
relevant for the standard she is using) across all lighting conditions 
(or every relevant condition for the standard she is using).4 A non-ob-
jectivist about color must, of course, explain how we often agree in our 
judgments about an object’s color and why color language seems to as-
cribe objective properties to objects, and some have taken on that task 
(e.g., Cohen (2009) and Brogaard (2015)). Their success or failure is not 
relevant here, however. Our interest is not in how we might explain 
agreement in judgment. Our interest is in how to explain a particular 
kind of visual success, our ability to each recognize visually that two 
objects match in color, i.e., our ability to determine that two objects are 
indiscernible in color across all lighting conditions. 

What it is for two objects to look alike is simply for them to be visu-
ally indistinguishable, and so what it is for two objects to look alike in 
color is for their colors to be visually indistinguishable across observers 
and lighting conditions. Of course, two objects might look alike in color 
under some lighting condition and not another. Or they might look to 
be different colors while against different backgrounds, but the same 
against the same background. But we assume that the common sense 
standard for visually determining whether two objects have the same 
color is by looking at them side by side, against the same background, 
and under various lighting conditions. Susan and John, employing this 
common sense standard, agree that the two walls look to have the same 

3 Susan may only care, of course, about human observers (and so not care about 
ultraviolet shades) or only the lighting conditions that are typically available to 
homeowners, including sunlight. For Susan, it’s likely enough that no difference can 
be seen; she only needs the walls to match, not perfectly, but perfectly relative to her 
particular interests.

4 The predicate “is the same color as” thus seems to work much as “is the same 
height as.” And if, for instance, Susan claims of one wall that it is blue, she commits 
to treating as blue anything that matches that wall in color across observers and 
lighting conditions. In this way, at least, “is blue” would seem governed much as 
“is tall.” It seems not to ascribe a relative or “centered” property, as, perhaps, “is 
tasty” might. An opposing view is suggested by Andy Egan (2007) and endorsed by 
Brogaard (2015). Also see Cohen (2009).
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colors. And we can well imagine that Susan and John are not alone. We 
can well imagine that no one could see a difference in color between the 
two walls. The two walls appear to be (at least very nearly) a perfect 
match in color. Everyone agrees.

Larry Hardin tells us that any objectivist about colors should agree 
that “it is normally possible to determine what color a thing has by 
looking at it” (2003: 191). Due to perceptual variation and our inability 
to select the favored observers and conditions, he argues that objec-
tivism should be abandoned. But we now turn this argument on its 
head. Every eliminativist about color should agree that, since nothing 
is colored, no two things can be colored the same. But it is normally 
possible to determine whether two things are differently colored or the 
same color by looking at them, at least over a range of lighting condi-
tions, against the same background, and compared side by side. That 
is what Susan and John did. They determined that the two walls have 
the same color by looking at them. Susan and John visually determined 
that the walls are alike in color. For Hardin, this success is illusory. 
The two objects are not alike in color despite Susan and John seem-
ingly seeing that they are and everyone else agreeing, and despite our 
having every reason to believe that those objects share physical proper-
ties that explain their agreement.

A relationalist like Jonathan Cohen might seem better placed to ac-
count for agreement. For Cohen, each object has many colors, but colors 
are highly relational features of objects. On Cohen’s view, the color that 
you see an object as having in direct sunlight is not the same color that 
you see the object as having in shadow, and so you see a cup that is 
half in shade as having two colors. This, to many, is very counterintui-
tive. The cup, many will insist, appears uniformly colored, but partly in 
shade. Cohen’s reply is that, although you will see two different colors, 
your judgment that the cup is uniformly colored

is not a judgment to the effect that the regions are occurrently manifesting 
a common color, but rather to the effect that the regions share a color that 
one of them is not occurrently manifesting. That is, the subject judges that, 
although the unlit region looks different (in respect of color) from the region 
in shadow, the two regions would look the same (in respect of color) were 
they both viewed under sunlight. (2009: 56)

So Cohen might claim that when Susan judges that the two walls are 
colored the same, what she is saying is just that the two walls have all 
and only the same colors. John agrees. Agreement explained.

But this will not do. For Cohen, Susan is claiming that the two walls 
share a set of relational properties. John is claiming that the two walls 
share an entirely different set of relational properties. On Cohen’s ac-
count, when Susan and John each claim that the walls have the same 
color, they are making radically different claims.

To illustrate how odd this situation is, let’s look at a very different 
kind of case. Cohen tells us little about what it is for a property to be 
relational. He thinks that we can make do with paradigm examples 
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like being a sister (2009: 8). So imagine two detectives, Jake and Hank. 
Jake is hired by Evelyn, who is a sister of Laverne. Noah is their father. 
Hank is hired by Laverne. Jake concludes that Katherine, Evelyn’s 
ward, is Evelyn’s sister; and that Patricia, Laverne’s ward, is Laverne’s 
sister. Hank concludes that Katherine is Evelyn’s daughter, and that 
Patricia is Laverne’s daughter. It turns out that both are correct since 
the incestuous Noah fathered both Katherine and Patricia. Of course, 
Jake and Hank agree that Katherine is related to Evelyn just as Patri-
cia is related to Laverne. But their agreement is accidental. Jake and 
Hank are equally correct and equally in the dark, but about different 
relations. That’s Chinatown.

Cohen’s account of colors puts Susan and John in positions similar 
to that of Jake and Hank. Susan and John agree, but not about what 
they thought they agreed about. But the case for Cohen is odder still, 
even if not nearly as disturbing. For not only do Susan and John agree 
that the walls share a color, but everyone does. And, presumably, what 
everyone agrees about is that the walls share a property in common. 
But it turns out, if Cohen is correct, no one (or hardly anyone) agrees 
about what it is that the walls have in common.

Nonetheless, one may object that, for the objectivist, concerns 
abound: What color is the color that the walls share, especially given 
that John and Susan won’t typically agree on this issue? And what 
about problems having to do with perceptual variation that the objec-
tivist must face? Such issues are beyond the scope of this short paper.5 
Instead, what is crucial here is that non-objectivists like Cohen and 
Hardin must contend with the problem of perceptual agreement and it 
isn’t clear that a reasonable solution is forthcoming. The objectivist, on 
the other hand, has an easy and common-sensical solution: the walls 
share a common property; namely, they have exactly the same deter-
minate color.6

5 We take up these issues elsewhere. See Watkins and Shech (2022) and Shech 
and Watkins (unpublished). For a sample of other strategies, see Alex Byrne and 
David Hilbert (2004), Mark Kalderon (2011), and Allen (2016).

6 The argument from perceptual agreement alone does not motivate any view 
of what colors are. Colors might be dispositions (e.g., McGinn (1983)), or properties 
that supervene on dispositions (e.g., McGinn (1996)), or physical properties (e.g., 
Byrne and Hilbert (2021)), or properties that supervene on physical properties (e.g., 
Joshua Gert (2021)). Moreover, for all we have said, an object might have different 
colors all over at the same time, at least at various determinable levels. What the 
argument is an argument for is that there must be some feature that objects share 
when they match in colors. Whatever feature that is might reasonably be a thought 
of as the determinate color of the object.



138 E. Shech and M. Watkins, The Problem of Perceptual Agreement

References
Allen, K. 2017. A Naïve Realist Theory of Colour. Oxford: Oxford University 

Press.
Brogaard, B. 2015. “The Self-Locating Property Theory of Color.” Minds 

and Machines 25 (2): 133–147.
Byrne, A. and Hilbert, D. R. 2004. “Hardin, Tye, and Color Physicalism.” 

Journal of Philosophy 101 (1): 37–43.
Byrne, A. and Hilbert, D. R. 2021. “Objectivist Reductionism.” In D. Brown 

and F. Macpherson (eds.). The Routledge Handbook of Philosophy of Co-
lour. New York: Routledge, 287–298.

Cohen, J. 2009. The Red and The Real: An Essay on Color Ontology. Oxford: 
Oxford University Press.

Gert, J. 2021: “Primitivist Objectivism.” in D. Brown and F. Macpherson 
(eds.). The Routledge Handbook of Philosophy of Colour. New York: 
Routledge, 299–311.

McGinn, C. 1983. The Subjective View. New York: Oxford University Press.
McGinn, C. 1996. “Another Look at Color.” Journal of Philosophy 93 (11): 

537–553.
Egan, A. 2007. “Secondary Qualities and Self-Location.” Philosophy and 

Phenomenological Research 72 (1): 97–119.
Hardin, C. L. 1988. Color for Philosophers. Indianapolis: Hackett.
Hardin, C. L. 2003. “A Spectral Refl ectance Doth Not a Color Make.” Jour-

nal of Philosophy 100 (4): 191–202.
Kalderon, M. E. 2011. “The Multiply Qualitative.” Mind 120 (478): 239–

262.
Shech, E. and Watkins, M. “The Metaphysics of Colors.” Unpublished.
Watkins, M. and Shech, E. 2022. “Colors, Perceptual Variation, and Sci-

ence.” Erkenntnis: doi.org/10.1007/s10670-022-00574-2



139

Croatian Journal of Philosophy
Vol. XXIII, No. 68, 2023
https://doi.org/10.52685/cjp.23.68.2
Received: August 14, 2022
Accepted: April 3, 2023

Transitivity and Humeanism 
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Humeanism about laws has been famously accused of the explanatory 
circularity by David Armstrong and Tim Maudlin, since the Humean 
laws hold in virtue of their instances and, at the same time, scientifi cally 
explain those very instances. Barry Loewer argued that the circularity 
challenge rests on an equivocation: in his view, once the metaphysical 
explanation is properly distinguished from the scientifi c explanation, 
the circularity vanishes. However, Marc Lange restored the circularity 
by appealing to his transitivity principle, which connects the two types 
of explanation. Lange’s transitivity principle has been widely discussed 
and criticised in the literature. In view of counterexamples, Lange refi ned 
both the principle, by taking into account the contrastive nature of expla-
nation, and the requirement of prohibition on self-explanation. Recently, 
Michael Hicks has developed a new strategy for defending Humeanism 
about laws from the refi ned circularity challenge, critically appealing to 
the contrastive nature of both explanations and meta-explanations. We 
will argue that his strategy fails.

Keywords: Humean laws; explanatory circularity; transitivity; 
con tra stive explanations.
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1. Humeanism about laws and explanatory circularity
According to Humeans, scientifi c laws are generalisations obtaining in 
virtue of the totality of facts in the global space-time Humean Mosaic1 
and nothing more.2 In order to distinguish between accidental generali-
sations and lawful generalisations Humeans typically appeal to Lewis’s 
Best System Account (BSA),3 or what Psillos (2002: 8) calls “the web-of-
laws view”– laws are those generalisations which are entailed by the 
ideal axiomatic system for our world, i.e. a system containing all the fun-
damental true propositions about the Mosaic which obtains the best bal-
ance between simplicity, informativeness and other desirable properties.4

The Humean account of laws has been confronted with many chal-
lenges, the crucial one being that the laws conceived in that manner 
are explanatorily futile. Namely, if laws are nothing but regularities 
derived from the Humean Mosaic, it is suspicious if such laws are adept 
to scientifi cally explain the very features of the Mosaic. It seems that 
the laws are (at least partly) explained by the Mosaic, parts of which 
they are expected to explain. The circularity challenge for Humeanism 
was raised by David Armstrong (1983: 40):

Suppose, however, that laws are mere regularities. We are then trying to 
explain the fact that all observed Fs are Gs by appealing to the hypothesis 
that all Fs are Gs. Could this hypothesis serve as an explanation? It does 
not seem that it could. That all Fs are Gs is a complex state of affairs which 
is in part constituted by the fact that all observed Fs are Gs. ‘All Fs are Gs’ 
can even be rewritten as ‘All observed Fs are Gs and all unobserved Fs are 
Gs’. As a result, trying to explain why all observed Fs are Gs by postulating 
that all Fs are Gs is a case of trying to explain something by appealing to 
a state of affairs part of which is the thing to be explained. But a fact can-
not be used to explain itself. And that all unobserved Fs are Gs can hardly 
explain why all observed Fs are Gs.

1 In Lewis’s version of Humeanism, the Mosaic contains the totality of facts 
about the point-size distribution of natural properties and natural relations.

2 The relation between a generalisation and the Mosaic is described by some 
relation of ontological dependence: originally it was supervenience, but in the more 
recent literature it is usually grounding.

3 See Lewis (1983, 1986, 1994), Psillos (2003), Loewer (1996, 2012), Beebee 
(2000), Schrenk (2006), Cohen and Callender (2009), Bhogal and Perry (2017).

4 The plea for BSA is far from being philosophically settled. Many concerns have 
been raised over the years: the question of criteria for the best balanced system, 
the issue of its uniqueness, the question of problematic mind-dependence of laws, 
the issue of the choice of language which would allow for comparison between the 
competing systems, the problem of justifying a preference for one system over the 
other if they both contain only true propositions, etc. For more, see Armstrong (1983), 
Carroll (1990), Maudlin (2007) and Roberts (2008), among others. Moreover, BSA is 
conceived by some as the objectively best system which may or may not be formulated 
yet (and if we are already in possession of the system, we have no way of knowing 
that, see Loewer (2012:20)): then it is hard to see how it can provide a standard by 
which to actually discern between laws and merely accidental generalizations. But 
while we agree that the idea of the best system is dubious in many respects, it will 
not be the focus of this paper.
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And Tim Maudlin (2007: 172) gave a more succinct formulation of the 
challenge: 

If the laws are nothing but generic features of the Humean Mosaic, then 
there is a sense in which one cannot appeal to those very laws to explain the 
particular features of the Mosaic itself:  the laws are what they are in virtue 
of the Mosaic rather than vice versa.5

Barry Loewer (2012) tried to meet the challenge by arguing that the 
alleged circularity results from the equivocation in the use of the term 
“explanation”. Bottom-up explanations are metaphysical explanations: 
laws are thus metaphysically explained by their instances in the Mo-
saic, which does not preclude them from scientifi cally explaining their 
instances. The difference between metaphysical and scientifi c explana-
tions Loewer (2012: 131) described as follows:

Metaphysical explanation need not involve laws and the explanandum and 
explanans must be co-temporal (if the explanans is a temporal fact or prop-
erty). Scientifi c explanation of a particular event or fact need not show that 
it is grounded in a more fundamental event or fact but rather, typically, 
shows why the event occurred in terms of prior events and laws.

Loewer’s response provoked a very fruitful debate which continues until 
today.6 He did not offer much in the way of a further clarifi cation about 
metaphysical or scientifi c explanations, but the currently popular view 
is to link metaphysical explanations with grounding: laws, which typi-
cally have the structure of universal generalisations, are grounded in 
the total conjunction of their instances.7 Loewer’s proposal has been 
criticised from different perspectives, but one of the most interesting 
objections was raised by Marc Lange (2013).

2. Transitivity
Lange pointed out that even though the metaphysical and the scientifi c 
explanation are two different kinds of explanation, they are not com-
pletely unrelated: what connects them, in his opinion, is the principle 
of transitivity:
(T) If E scientifi cally explains [or helps to scientifi cally explain] F 

and D grounds [or helps to ground] E, then D scientifi cally ex-
plains [or helps to scientifi cally explain] F. (Lange 2013: 256)

5 For similar arguments, see Bird (2007: 86) and Lange (2013: 256). Earlier, 
Dretske also contested the view that mere generalisations could have any 
explanatory power over their instances: “Subsuming an instance under a universal 
generalization has exactly as much explanatory power as deriving Q from P & Q. 
None” (1977: 26).

6 See Lange (2013), Hicks and van Elswyk (2015), Marshall (2015), Miller (2015), 
Roski (2018), Shumener (2017),  Marshall (2015), Dorst (2018), Emery (2019), Bhogal 
(2020), Hicks (2020), Kovacs (2020) and Duguid (2021).

7 However, not everybody endorses that view—according to Emery (2019), it is 
the other way round: laws ground their instances.
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In order to argue against Loewer’s solution of the circularity challenge, 
Lange (2013: 258) also made explicit another important and highly 
plausible principle—that of the prohibition on self-explanation:
(PSE) A fact q cannot explain [or help to explain] itself.
Lange motivated (T) by evoking the actual scientifi c practice and offer-
ing several plausible examples in its favour, such as:

suppose that a given balloon expands because of various laws and the fact 
that the pressure of the gas inside the balloon is greater than the atmo-
spheric pressure outside of the balloon. Then since the fact that the internal 
pressure is greater than the external pressure is grounded in the value of 
the internal pressure and the value of the external pressure, it follows from 
the transitivity principle that the internal and external pressures help to 
scientifi cally explain why the balloon expands. That is also correct. The in-
ternal pressure, in turn, is grounded in the forces exerted by various gas 
molecules as they collide with the balloon’s interior walls. By the transitiv-
ity principle, then, those forces help to scientifi cally explain why the balloon 
expands. (Lange 2013: 257)

The principle of transitivity immediately restores the circularity of ex-
planation: if the law L is partly grounded in its instance I, and L partly 
scientifi cally explains I, then, according to (T), I partly scientifi cally 
explains itself, which violates (PSE). Lange (2013: 257) illustrates such 
circularity with the following example:

[A] coin’s chance of landing heads explains its actual relative frequency of 
landing heads, so if the chance were grounded in the actual relative fre-
quency, then […] the actual relative frequency would have to explain itself, 
which it cannot do.

The general validity of the transitivity principle was immediately ques-
tioned. Elizabeth Miller (2015) and Michael Townsen Hicks and Peter 
van Elswyk (2015) have offered a number of counterexamples to it. All 
these counterexamples roughly follow the same pattern: an instantia-
tion of a higher-level multiply realizable property P (typically a bio-
logical or a psychological one) is considered as an explanation of some 
observed phenomenon F; the instantiation of P is grounded in one of P’s 
micro-structural realizers, M; it is then argued that M does not explain 
F, since F might have occurred even if M had been missing—if P, for 
instance, were realized by a different realizer. Here is an example of 
Hicks and van Elswyk (2015: 438):

The position of electron e partially metaphysically explains the position of 
lion L. The position of L scientifi cally explains the number of prey animals 
in region R. But the position of electron e does not explain the number of 
prey animals in region R. For if the electron were elsewhere, L would still 
be warding prey animals out of R.

It should be noted that this way of defending Humeanism has rather 
dubious effects: all that can be achieved with the counterexamples, like 
the one cited, is to show that (T) is not a universally valid principle. 
However, Lange’s principle of transitivity need not hold universally in 
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order to raise a challenge for Humeanism. The Humean account of laws 
is envisaged as having the most general scope, i.e. as being a metaphys-
ical account of all laws: it is the thesis that all laws are grounded in 
the Mosaic. If (T) were true only of some laws and their instances, the 
Humean account would still render the explanation of those instances 
circular, which is enough of a problem already. While it is perfectly 
adequate to criticise Humeanism about laws by producing counterex-
amples to it, it does not seem to be nearly as effective as a strategy 
against Lange’s criticism of Humeanism.

Nevertheless, Lange (2018) himself answered these counterexam-
ples by refi ning his transitivity principle and by bringing into play the 
contrastive nature of explanations.8 In order to restore the circularity 
challenge for Humeanism, Lange appealed to the fact that scientifi c ex-
planations typically contain hidden contrasts.9 According to this view, 
an explanation does not simply connect an explanandum with its ex-
planans: what it combines instead is a specifi c difference-maker in the 
explanandum with the appropriate difference-maker in the explanans. 
Instead of regarding an explanation as a two-term relation, as we are 
accustomed, we would do more justice to its nature if we considered it, 
so to say, as holding between four relata: that A explains B is thus to 
be regarded as an abbreviated form for the claim that A rather than A’ 
explains why it is the case that B rather than B’. Contrasts are mostly 
left implicit, as they are determined by the context of an explanation. 
By stating contrasts explicitly, Lange (2018: 13411342) formulated 
the refi ned transitivity principle:
(RT)  If the fact that E rather than E’ scientifi cally explains [or helps 

to scientifi cally explain] the fact that F rather than F’, and if the 
fact that D rather than D’ grounds [or helps to ground] the fact 
that E rather than E’, then the fact that D rather than D’ scien-
tifi cally explains [or helps to scientifi cally explain] the fact that 
F rather than F’.

When the relevant contrasts are disclosed in the abovementioned ex-
ample with a lion, we can easily see that it presents no counterexample 
to the refi ned transitivity principle (RT): although the explanandum in 
the metaphysical explanation (in the fi rst premise) seems prima facie 
identical with the explanans of the scientifi c explanation (in the second 
premise)—i.e. the position of lion L—the implausible conclusion about 
the number of prey animals in region R being explained by the position 
of electron e does not follow by (RT) from the premises since the contrast 
implicit in the explanandum of the fi rst premise does not match with the 
contrast implicit in the explanans of the second premise. According to 

8 The idea of contrastive nature of explanations is defended by van Fraassen 
(1980), Hitchcock (1996), Barnes (1994), Schaffer (2005) and Hicks (2021), among 
others.

9 The idea of using contrastive explanations as a strategy for non-Humeans was 
suggested by Hicks and van Elswyk (2015)—Lange (2018) accepted the challenge.
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Lange (2018: 13421344), what the presence of the picked out electron 
e rather than its absence explains is the occurrence of a particular “leo-
nine confi guration”—L—rather than the occurrence of some other leonine 
confi guration—L minus e—in region R, while, in the second premise, 
it is the presence of a leonine confi guration L in R, rather than the ab-
sence of any leonine confi guration in R, that explains the number of prey 
animals there. Hence, the true explanandum in the metaphysical expla-
nation, when the contrasts are taken into account, is a different differ-
ence-maker than the explanans of the scientifi c explanation, and, conse-
quently, the explaining is not transferred by transitivity from the fi rst 
premise to the second, and the untenable conclusion cannot be derived. 
By appealing to the contrastive nature of explanations, transitivity can 
be saved from other counterexamples in an utterly analogous fashion.

Dan Marshall (2015), on the other hand, tried to defend Humean-
ism about laws and to break the explanatory circle by denying that 
laws, considered as generalisations, are grounded in their instances. In 
his view, a law L does indeed (partly) scientifi cally explain its instance 
I, but what I (partly) grounds is not L itself, but the higher-level fact 
about L: the fact that the generalisation L is a law. Instances thus do 
not metaphysically explain laws, but rather the lawhood of laws.10

Lange (2018: 1351) answered Marshall by refi ning the prohibition 
on self-explanation:
(RPSE) The prohibition on self-explanation should be interpreted not 

only as prohibiting a fact q from helping to explain itself, but 
also as prohibiting q from helping to explain why (if q obtains) 
some other fact helps to explain q. Both of these are too circular 
to qualify as explanations.

According to Lange, Marshall’s strategy for upholding Humeanism 
only seemingly avoids the circularity objection: if an instance I of a law-
ful generalisation L (partly) explains the fact that L is a law, which in 
turn (partly) explains why L (partly) explains I, then, by the principle 
of transitivity, I (partly) explains why L (partly) explains I, and this 
again violates (RPSE).

3. Hicks’s new proposal
Recently, Hicks (2021) has proposed a new argument in defence of Hu-
meanism about laws. He has argued that even if we granted to Lange 
the refi ned version of the principle of transitivity (RT) and the refi ned 
prohibition on self-explanation (RPSE), it would still not follow that the 
Humean account of laws leads to the explanatory circularity.

10 Stefan Roski (2017) raised doubts as to whether this proposal for solving the 
circularity challenge was well motivated. He argues that any motivation we might 
have for claiming that the instances of a generalisation ground the meta-level fact 
that the generalisation is a law will eo ipso motivate the claim that they ground the 
generalisation itself.
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Unlike Marshall, who claimed that instances did not ground laws 
that they are instances of, Hicks attempts to break the explanatory 
circle by denying its other part—i.e. he claims that laws do not scien-
tifi cally explain their instances, but are instead meta-explanations of 
the fi rst-order (typically causal) explanations.

In Hicks’s view, if the fact that Fa is a cause of another fact Ga, then 
what explains the occurrence of Ga is not Fa together with the law that 
all Fs are G, but just the fact that Fa (2021: 535). Contrary to the well-
known deductive-nomological model of explanation of Hempel and Op-
penheim (1948), specifi c events need not be subsumed under a law (i.e. 
nomological generalisation) in order to be fully explained. The law ex-
plains further, on the meta-level, the explanatory connection between 
the fi rst-level explanandum and explanans. Hence, the law does not 
explain its own instances, and the circularity is circumvented. Hicks 
here approvingly cites Skow (2016: 75),11 who claims that

the fact that the rock was dropped from one meter is offered as a reason why 
it hit the ground at 4.4 m/s, while the law that s=√2dg is offered as a second 
level reason why, a reason why the drop height is a reason why the impact 
speed is 4.4 m/s. The law shows up in the answer to the second-level why 
question, not in the answer to the fi rst level one.

As Hicks puts it, “laws are not themselves reasons why some event oc-
curs, but instead are second-level reasons why the event’s causes pro-
duce it” (2021: 540). If an event e is caused by another event c, then c ex-
plains e, and the law that c causes e (meta-) explains why c (fi rst-order) 
explains e. One might object that c, by itself, is not enough for deriving 
e: it seems that it can do so only together with a law. According to Hicks 
(2021: 539), the law that c causes e does indeed feature in deriving e 
from c: however, not as a supressed premise at the same level with c, 
as it is assumed in the deductive-nomological model, but rather as an 
inference rule which justifi es the transition from c to e. The last claim 
is labelled by Hicks as the inference rule requirement (IRR): the role of 
the law in an explanation is to enable deriving the explanandum from 
the explanans; the law itself is not part of the explanans and, hence, 
cannot be properly said to explain the explanandum; what it explains 
is the (second-level) fact that the explanans explains the explanandum.

This manoeuvre is suffi cient to bypass the circularity issue as for-
mulated with the original requirement of prohibition on self-explana-
tion (PSE): although instances of a law (partly) ground the law, and 
thus explain it, the law, in turn, does not explain its own instances, but 
instead it explains (usually causal) connections between its instances 
and other events. However, it seems to fail (RPSE): instances help ex-
plain the law they are instances of, which again helps explain why 
some other facts explain the very instances in question.

In order to bypass this circularity, Hicks (2021) appealed to the con-
trastive nature of both explanations and meta-explanations. He claims 

11 Similar ideas can be found in Schnieder (2010), Ruben (1990) and Scriven (1962).
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that the accusations of circularity can be supported only by what he 
labelled as the revised circularity argument (RCA), and then goes on to 
contest its soundness. The argument is reconstructed in the following 
way (Hicks 2021: 547):
(P1) An explanation is problematically circular if it uses e to help 

explain why (if e obtains) a given c can serve as part of the ex-
planans in an explanation of e.

(P2) If the Inference Rule Requirement is true, then the laws explain 
why (if e obtains) a given c can serve as part of the explanans in 
an explanation of e.

(P3)  If the laws are Humean, then e helps explain why the laws are 
what they are.

(IC)  If the laws are Humean, and the Inference Rule Requirement is 
true, then e helps explain why (if e obtains) a given c can serve 
as part of the explanans in an explanation of e (from P2 and P3 
via the transitivity of explanation).

(C) If the Inference Rule Requirement holds, and the laws are Hu-
mean, the explanation of e is problematically circular (from P1 
and IC).

The premise (P1) in (RCA) is Hick’s reformulation of Lange’s refi ned 
prohibition on self-explanation (RPSE). Premises (P2) and (P3) are im-
plications, with explanations in their consequents: while the explana-
tion in (P3) is a fi rst-level explanation, (P2) contains a meta-explana-
tion as its consequent. The derivation of the claim of the explanatory 
circularity in the conclusion (C) of (RCA) proceeds in the following way: 
(P2) and (P3) imply, by the principle of transitivity, the intermediary 
conclusion (IC), which, together with (P1), gives (C). If we are correctly 
interpreting Hicks, he wants to claim that (RCA) is not a sound argu-
ment: in his view, (RCA) is either invalid or at least one of its premises 
is false. To defend his case, Hicks appealed to the contrastive nature 
of both explanations and meta-explanations: hence, the consequents 
of both (P2) and (P3) contain implicit contrasts. The principle of tran-
sitivity, by which (IC) should be derived from these two premises, can 
only be, accordingly, the refi ned principle of transitivity (RT) which 
takes contrasts into account. Now, Hicks maintains that, when the hid-
den contrasts in (P2) and (P3) are properly spelled out, it is either the 
case that the difference-maker in the explanandum in the consequent 
of (P3) does not coincide with the difference-maker in the explanans 
in the consequent of (P2)—invalidating thus the application of (RT) to 
those premises in deriving (IC)—or the premise (P3) is false. He be-
lieves that there is no way to specify the unstated contrasts in (P2) and 
(P3) so as to make them both true and connectable by the principle of 
(refi ned) transitivity. We will argue that he is wrong and that (RCA) 
is not only valid, but also sound. Hereinafter, we will proceed in the 
following manner: we will fi rst outline Hicks’s interpretation of (RCA) 
and the way he determines the hidden contrasts in premises (P2) and 
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(P3). Then we will argue that his proposed contrasts are neither the 
only feasible nor the most plausible ones. And fi nally, we will provide 
reasons for another reading of (RCA), which restores the argument’s 
soundness and the circularity challenge for the Humean account of 
laws. However, before we turn to determining the relevant contrasts in 
(RCA), we would also like to point out two more general worries with 
Hicks’s new defence of Humeanism about laws.

First, Hicks identifi es fi rst-level explanations of events with their 
causes. This is evident in (RCA) in the premise (P2), in which the laws 
are, according to the inference rule requirement, regarded as meta-
explanations of the fact that the occurrence of an event e is, at the fi rst 
level, explained by its cause c. In our view, confl ating causes and ex-
planations prima facie looks like mixing categories. Causes are usually 
events which cause other events; they bring them into existence, but 
do not explain them. Explanations, on the other hand, explain already 
existing events, but do not produce them. It seems that it is precisely 
the law that does the explaining; and if it is a causal law, in doing the 
explaining it will refer to the (kind of the) event’s cause.12 However, we 
are aware that to raise this concern means exactly to overturn some of 
the assumptions upon which Hicks rests his case for Humeanism.

The second concern is related to the status of laws in Hicks’s ac-
count. A true generalisation is a law, according to BSA, only if it is 
derivable as a theorem in the best system (or, if it is not unique, in all 
the best systems). Hence, it is a theorem—a proposition. On the other 
hand, in order to respond to the circularity challenge, Hicks claimed 
that the laws were inference rules.13 Thus, they would have to be both 
propositions and inference rules. But nothing can be both in a single 
context: propositions are truth-apt, while inference rules are not. May-
be the contexts in which the laws have the role of inference rules could 
be separated from those in which they function as propositions, but so 
far no such demarcation has been proposed by Hicks.

And now we turn to our main argument against Hicks. We claim 
that he does not succeed in avoiding circularity by appealing to the con-
trastive nature of explanations and meta-explanations in (RCA). Let us 
consider in more detail why he thinks that the contrasts contained in 

12 An anonymous reviewer suggested that a charitable reading of Hicks demands 
that we make room for a distinctive kind of causal explanation in which an event can 
both cause and explain some other event. We believe, however, that a cause would be 
able to explain its effect only if they are described in a certain way, and that a proper 
description would eventually include a lawful connection between these events. We 
cannot delve into details here, but we wish to emphasise that allowing for causes 
alone to explain their effects does not affect our main argument against Hicks, which 
is given below.

13 Hicks seems here to subscribe to the best system account; see (Hicks 2021: 
549). In an earlier article (Hicks 2018) he criticised BSA and suggested that it should 
be replaced by his Epistemic Role Account (ERA). However, our objection applies to 
ERA as well: in ERA, laws are theorems of the system which best balances strength 
and breadth, and hence propositions.
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premises (P2) and (P3) either disable the application of transitivity to 
these premises or falsify the premise (P3). Hicks (2021: 548549) him-
self gives an analysis of contrasts implicit in the meta-explanation in 
the consequent of (P2). (P2) says that the laws, which serve as inference 
rules according to the (IRR) contained in its antecedent, (at the second 
level) explain why c (at the fi rst level) explains e. To be more precise, the 
fact that if c then e is an instance of a law, and not an accidental truth, 
enables the derivation of e from c. If the connection between the occur-
rence of c and the occurrence of e were merely accidental, c would not be 
able to explain e. It is now clear how the difference in the explanandum 
is related to the difference in the explanans in the consequent of (P2); 
hence, what (P2) claims, with contrasts spelled out, is the following:
(P2’)  If the Inference Rule Requirement is true, then the fact that if 

c then e is an instance of a law (rather than a mere accident) 
explains why c explains e (rather than not explaining e).

Hicks points out that both contrasts in (P2’) presuppose that e occurs 
(and, for that matter, that c occurs as well). In the explanandum, it 
is presupposed that c and e are facts: the difference expressed by the 
contrast is that between there being an explanatory relation between 
those facts and there not being such a relation. The same holds for the 
explanans in (P2’): the relevant difference is that between the connec-
tion between c and e being lawful and it being accidental—but there 
would not have been any connection between c and e in the fi rst place 
had they not both occurred. Hence, Hicks concludes that the difference 
between the occurrence and the non-occurrence of e is not relevant for 
the contrast in the explanans of (P2’).

However, in order to deduce (IC) from (P2’) and (P3) by the applica-
tion of (RT), the difference-maker in the explanandum of (P3) has to 
coincide with the difference-maker in the explanans of (P2’), i.e. the 
appropriate contrasts have to match. Since, according to the consider-
ations above, the difference between the occurrence and the non-occur-
rence of e does not affect the difference-maker in the explanans of (P2’), 
whether e occurs or not cannot be relevant for explaining the contrast 
in the explanandum of (P3) either. But Hicks seems to believe that the 
only possible ascription of contrast in the explanans of (P3) is exactly 
that between e’s occurrence and its non-occurrence, i.e. he thinks that 
(P3), when the contrasts have been spelled out, expresses the following 
claim:
(P3’)  If the laws are Humean, then the occurrence of e (rather than its 

non-occurrence) helps explain why if c then e is an instance of a 
law (rather than a mere accident).

What the consequent of (P3’) says is that the difference between e oc-
curring and it not occurring is relevant for the difference-maker in the 
explanandum of (P3’): hence, (P3’) is either false, or, if it is true, the 
difference-maker in the explanandum of (P3’) cannot coincide with the 
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difference-maker in the explanans of (P2’)—as the difference-maker in 
the explanans of (P2’) is not affected by the difference between the oc-
currence and the non-occurrence of e. In the latter case, we would have 
an equivocation: behind their common expression, the explanans in 
(P2’) would really not be the same as the explanandum in (P3’), which 
would be suffi cient to block the application of the refi ned transitivity 
(RT) and to invalidate the argument (RCA).

The problem with Hicks’s reasoning is that (P3’), as we announced 
earlier in the paper, is neither the only possible nor the most plau-
sible interpretation of (P3). We believe that the contrasts which Hicks 
has set in the consequent of (P3) are not fi tting, and we want to argue 
that, when the hidden contrasts in (P3) are properly determined, (P3) 
becomes both true and connectable by the principle of refi ned transi-
tivity (RT) with (P2’).14 More precisely, a proper interpretation of (P3), 
in our view, will show that the mere occurrence of the fact e is equally 
irrelevant in the premise (P3) as it is in the premise (P2), thus making 
the two connectable by (RT). First we will analyse (P3) and offer anoth-
er, more appropriate interpretation (P3’’), in which the contrasts are 
determined by (P3)’s antecedent and which makes (P3) trivially true. 
Then we will argue that the interpretation (P3’), proposed by Hicks, 
amounts to a thesis unacceptable to Humeans.

The unspecifi ed contrasts in the explanation contained in the con-
sequent of (P3) are determined by that explanation’s context, which, in 
turn, is dictated by (P3)’s antecedent. Unfortunately, in deciding which 
contrasts are left implicit in (P3)’s consequent, Hicks at no place ap-
peals to its antecedent (which contains the claim that the Humean ac-
count of laws is a true one)—which is a different way of proceeding than 
in the treatment of (P2). When he spelled out the contrast in the meta-
explanation contained in the consequent of (P2), Hicks paid due atten-
tion to the fact that the antecedent of (P2) is the inference rule require-
ment (IRR). According to (IRR), it is only the laws and not accidentally 
true generalisations that enable deriving a fi rst-level explanandum e 
from its fi rst-level explanans c. It is exactly the antecedent of (P2) that 
helped determine the supressed contrasts in its consequent. Now, fol-
lowing the same method, let us take a closer look at what is claimed in 
(P3)’s antecedent in order to arrive at its hidden contrasts.

The antecedent of (P3) is the thesis of Humeanism about laws. It 
claims that laws are grounded in the Mosaic: whether a certain gener-
alisation is a law depends on what the Mosaic contains. According to 

14 It should be noted that Hicks (2021: 549−550) himself anticipated that some 
readers might be dissatisfi ed with his suggested contrasts in (P2’) and could devise 
different contrasts instead: he considered several such competing proposals and 
found them all wanting and unable to support (RCA). However, none of the criticisms 
of his reading of (RCA) and rival proposals which he envisaged corresponds to what 
we wish to claim: in our view, Hicks’s interpretation of  (P2), as stating (P2’), is quite 
adequate—what we contest is his reading of (P3) and the contrasts he expressed in 
(P3’).
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the most infl uential version of Humeanism—that of David Lewis—the 
Mosaic determines the best system for our world, which in turn de-
termines what laws are. In Lewis’s view, a true regularity is a law if 
“it fi ts into some integrated system of truths that combines simplicity 
with strength in the best way possible” (1986: 122). Such integrated 
system is to be understood as a deductive systematisation, its strength 
being determined by the set of its consequences and its simplicity by 
the number and mutual similarity of its axioms.15 The universal gener-
alisations which appear as axioms in the best system are fundamental 
laws, while the universal generalisations which are deduced as theo-
rems are derived laws. Predicates in the fundamental laws should re-
fer to perfectly natural properties only, while predicates which appear 
in the derived laws can also designate properties which are natural 
to a suffi ciently high degree (Lewis 1983: 368).  Since the best sys-
tem is the result of a trade-off between considerations of strength and 
considerations of simplicity, which pull in different directions, Lewis 
allowed that some of the system’s strength could be sacrifi ced for an 
appropriate increase in the system’s simplicity: the result is that the 
best system for our world need not be complete.16 Consequently, if e is 
some particular fact, not only need it not be in the Mosaic, but it need 
not be derivable from it either. And although in most of the contem-
porary literature on Humeanism about laws it is tacitly assumed that 
the best system is deductively complete, this, as Kovacs (2021) points 
out, is neither the case in Lewis’s original version of the best system 
account nor is it universally accepted within the Humean camp: thus, 
for example, in Braddon-Mitchell’s (2001) version of Humeanism the 
best system is incomplete.

What Humeanism about laws therefore prohibits is that laws be 
determined by facts not in the Mosaic. Hence, the assumption that the 
laws are Humean, in the antecedent of (P3), naturally induces in its ex-
planans the contrast between facts which are in the Mosaic and those 
which are not. Consequently, (P3) should be understood, pace Hicks, as 
stating the following claim:
(P3’’)  If the laws are Humean, then e (rather than some fact not in 

the Mosaic) helps explain why if c then e is an instance of a law 
(rather than a mere accident).17

Now, (P3’’) is obviously true. If (P3) is read, as Hicks reads it, as ab-
breviating (P3’) instead of (P3’’), its truth will immediately become 

15 We are here roughly following the outline of Lewis’s best system account as 
given in Kovacs (2021).

16 Hicks (2018) seems to believe that strength always trumps simplicity. In 
his view, the best system is achieved by a trade-off between strength and breadth. 
However, such a system can also be incomplete, which is all that is required for our 
argument against his reconstruction of (RCA).

17 Of course, if we make room for non-fundamental explanations, e need not be 
part of the Mosaic, but it still has to be grounded in the Mosaic. The relevant contrast 
in that case would be the one between e and some fact not grounded in the Mosaic.
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suspect: in that case, (P3) would claim that a difference between e’s 
occurring and its failing to occur would be responsible for a difference 
between laws being what they are and them being different. And if 
all that is assumed about e were that it occurred (i.e. that e were a 
fact), accepting (P3’) would mean adopting the view according to which 
every change in facts produces a change in laws, which is highly con-
testable, to say the least. What Humeanism about laws, in its original 
formulation with supervenience, was designed to exclude is the claim 
that there are two possible worlds indistinguishable from one another 
with regard to facts they contain, but different with regard to laws 
which hold in them, that is, Humeans originally claimed that every 
change in laws implied a change in facts, and not that every change in 
facts implied a change in laws, which is what (P3’) amounts to. While 
the former claim means that laws supervene on facts, the latter claim, 
contained in (P3’), is tantamount to saying that facts supervene on 
laws. Thus, if (P3’) were accepted, together with the Humean thesis 
that laws supervene on facts, the supervenience which holds between 
facts and laws would become symmetric. And this should strike any 
advocate of the Humean account of laws as unacceptable: when the Hu-
means claim that the laws supervene on facts, what they have in mind 
is that asymmetric supervenience holds between them. Tolerating sym-
metric supervenience (or some other symmetric relation of ontological 
dependence) is hardly any better than admitting the initial charge of 
circularity, indeed it amounts to a form of circularity, only not of scien-
tifi c but of metaphysical explanation: if there can be no difference at the 
subvenient level without a difference at the supervenient level, then 
such symmetric supervenience is bound to produce widespread cases of 
circular explanation.18

Now, conceding that the laws are not supposed to yield to every 
change in facts but are typically considered as being more resilient, 
nevertheless it may still be objected that whether an event e occurred 
or did not occur does affect the lawhood status of if c then e. Let us 
suppose that c occurred. If e failed to occur, then if c then e would not 
be true and, hence, would not be a law.19 As much as this reasoning 
seems incontestable,20 it is of no avail to Hicks. The occurrence of e 
rather than its non-occurrence does help explain why if c then e is a 
true rather than a false generalisation, but the latter contrast does not 
match the contrast in (P3’)’s explanandum, for that contrast is between 
if c then e being a lawful generalisation and it being a merely acci-
dentally true generalisation. In the explanandum in (P3’), it is already 
presupposed that if c then e is true; what needs explaining is why it is 

18 Kovacs (2021) makes similar points.
19 We are grateful to an anonymous reviewer for raising this issue.
20 Braddon-Mitchell (2001) in fact contested it: he believes that laws need not be 

true and allows for what he calls “lossy laws”. We cannot consider his view in more 
details here.
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moreover an instance of a law rather than a mere accident,21 and for 
that purpose the difference between e occurring and it failing to occur 
is not relevant.

To sum up, (P3’) is surely not the only possible reading of (P3), as 
Hicks seems to believe, since there is an alternative reading on the 
table, namely (P3’’). Moreover, if our considerations above are correct, 
(P3’) is not an admissible reading either: the choice of contrast in its 
explanans is neither motivated by the contrast in its explanandum nor 
by its antecedent; and what it claims seems highly implausible, espe-
cially to the Humeans. Contrary to (P3’), our suggested reading (P3’’) 
not only makes (P3) more plausible but also trivially true. However, 
since the explanandum in (P3’’) is the same difference-maker as the 
explanans in (P2’), the refi ned principle of transitivity (RT) can be ap-
plied to them. Together they give (IC), which with (P1) enables deriving 
the circularity challenge in the conclusion (C). (RCA) is thus both valid 
and sound. Somewhat imitating Lange’s response to the counterexam-
ples to the principle of transitivity (T), Hicks tried to demonstrate that 
the argument for the explanatory circularity of the Humean account of 
laws cannot be sound. We believe to have shown that his attempt failed 
and that appealing to the contrastive nature of both explanations and 
meta-explanations is not enough to save Humeanism about laws from 
the charge of circularity.
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Projectibility has traditionally been given a prominent role in natural 
kind theories. However, where most of these theories take projectibility 
to be a necessary but insuffi cient feature of natural kinds, this paper de-
fends an account of natural kinds according to which the naturalness of 
kinds is to be identifi ed with their degree of projectibility only. This view 
follows thus the path opened by Häggqvist (2005), although it goes sig-
nifi cantly further on two main respects. First, I develop and discuss two 
important dimensions of projectibility that are overlooked in Häggqvist’s 
work. Second, I address two recent important objections (Magnus 2012 
and Spencer 2015) against projectibility-based accounts.

Keywords: Natural kinds; projectibility; bare projectibilism; induc-
tive power.

1. Introduction
The goal of this paper is to engage in the natural kind debate, and to 
put forward a projectibility-based account of natural kinds according to 
which the naturalness of kinds is to be identifi ed with their degree of 
projectibility.

This view is congenial to a tradition of natural kind theories that has 
ascribed a central role to projectibility in the characterization of natu-
ral kinds. The current proposal, however, departs from other views in 
singling out no condition for naturalness other than projectibility itself. 
As such, where other theories have often taken projectibility to be nec-
essary yet insuffi cient for naturalness, I propose, instead, to identify 
naturalness with projectibility alone.
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This move does not constitute a complete novelty as it follows a 
path opened by Sören Häggqvist (2005) who, in his proposal “Radical 
Projectibilism”, already argued in favor of this move. The current pro-
posal, however, updates signifi cantly Häggqvist’s theory, I contend, by 
addressing important objections, as well as by emphasizing two impor-
tant dimensions of projectibility that are not considered by Häggqvist: 
graduality and abundance.

Identifying naturalness with a gradual property such as projectibil-
ity, I argue, constitutes a signifi cant departure from a tradition of nat-
ural kinds that has focused on drawing a demarcatory line between 
natural and non-natural kinds. Far from being a shortcoming of a pro-
jectibility-based account, I will show that understanding naturalness 
in a gradual way is the most appropriate way to counter the relevant 
notion of arbitrariness and, moreover, brings signifi cant advantages 
over dichotomic approaches.

The paper is structured as follows. In section 2, I identify two desid-
erata that have constrained natural kind theories and which underpin 
Bare Projectibilism too. I will call these desiderata the contrast desid-
eratum and the science constraint, respectively. The fi rst of these states 
that a natural kind theory ought to explain the intuitive contrast be-
tween blatantly arbitrary categories (e.g. discovered-on-a-Tuesday) and 
those that seem to, following the classic metaphor, carve nature at its 
joints (e.g. water). The second desideratum states that a natural kind 
theory ought not to exclude scientifi cally legitimate categories. Having 
introduced these desiderata, in section 3, I give an overview of some 
of the most important natural kind theories and highlight that, while 
these theories have generally succeeded in meeting the contrast desid-
eratum, all of them have, in some way or another, violated the science 
constraint. Then, in section 4, I introduce my updated version of Bare 
Projectibilism and focus on its two most distinctive features: graduality 
and abundance. I argue that the abundance of projectibility constitutes 
an advantage of Bare Projectibilism vis à vis alternative accounts of 
naturalness, insofar as it makes the theory extremely inclusive and 
thus, unlikely to violate the science constraint. Interestingly, though, 
the abundance of projectibility, which is so useful for meeting one of 
the desiderata, is the source of an important challenge for Bare Pro-
jectibilism. For the abundance of projectibility would seem to prevent 
Bare Projectibilism from meeting the contrast desideratum, as most 
categories can be said to be at least slightly projectible. I introduce this 
challenge in section 5, where I argue, not only that Bare Projectibil-
ism meets the contrast desideratum, but more signifi cantly that, by 
identifying naturalness with a gradual property, Bare Projectibilism 
meets this desideratum in a more appropriate way than its dichotomic 
rivals do. In section 6, I defend Bare Projectibilism from views that con-
sider projectibility to be unnecessary for naturalness. More precisely, I 
discuss two counterexamples from Magnus (2012) and Spencer (2015) 
respectively, who argue that some scientifi cally legitimate categories 
are projectibly weak. In section 7, I conclude.
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2. Two desiderata for a natural kind theory
One, if not the central motivation of natural kind theory is to explain 
the intuitive contrast that exists between categories that seem clearly 
arbitrary1 and those that, following the classic metaphor, carve nature 
at its joints. Indeed, some groupings seem to correspond to specifi c 
anthropocentric concerns or perspectives (e.g. pet), while others have 
often been assumed to correspond to kinds that pre-date our classifi ca-
tory practices or, at least, that are constrained by the way the world 
is, rather than by our particular interests. Trying for now not to make 
any strong commitment, we can identify the fi rst desideratum that a 
satisfactory account of natural kinds should meet. Let us call this the 
contrast desideratum.
 Contrast desideratum: A natural kind theory should explain the 

intuitive contrast between kinds such as discovere d-on-a-Tues-
day and kinds such as water, tiger, and electron.

In trying to account for this contrast, natural kind theories have often 
taken projectibility to play a central role. Although this notion will be 
further fl eshed out below, the basic and common idea is that alleged 
natural categories seem to be particularly projectible, meaning that 
they exhibit a distinctive capacity to support many inductive gener-
alizations (Mill [1843] 1974). A kind such as tiger, for instance, which 
has often been considered a paradigmatic natural kind,2 can fi gure in 
numerous generalizations regarding its behavior, morphology, lineage, 
etc. As such, upon observing a member of this kind we will be able to 
project onto it many as yet unobserved properties. We will be able to 
predict, for instance, that it will likely engage in predatory behavior, 
that it can run as fast as 65 km/h, or that it is a carnivore. Similarly, 
projections can also be made in the other direction. That is, from par-
ticulars to the kind. When zoologists, for instance, observe for the fi rst 
time a morphological feature or behavior of a not very well-known spe-
cies, they will often rightly assume that their discovery is not restricted 
to the observed organism but can, instead, be projected to all the mem-
bers of its kind.

1 I take the notion of “arbitrariness” to be the best candidate for appropriately 
contrasting with the philosophically relevant notion of naturalness. Other potential 
alternatives such as social or artifi cial, in contrast, do not seem to be apt. Indeed, 
the fact that certain entities are the result of human activities does not seem to 
mark a signifi cant difference. What the notion of naturalness is supposed to capture, 
instead, is the fact that certain groupings seem to refl ect objective differences in the 
world (social or otherwise). This, in turn, contrasts with those groupings that are the 
result of anthropocentric interests, or which are simply random collections.

2 As it will be discussed below, the natural kind-status of biological species is 
no longer taken for granted. Additionally, some authors argue that species are 
individuals, not kinds (see Ghiselin 1974 and Hull 1978). This parallel debate, 
however, will not be addressed here as I am using these examples for expository 
purposes only, without intending to endorse any position on this specifi c matter.
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In contrast, some categories do not seem to have that sort of induc-
tive power. For instance, there is little we can predict or project by 
knowing that a particular is a member of the kind discovered-on-a-
Tuesday: there do not seem to be many things unifying the members of 
this kind, beyond their membership of the kind itself. 

On the face of it, it seems clear that some sort of contrast needs to 
be articulated and that the notion of projectibility can be a good start-
ing point. As said above, this idea is far from original, as many have 
considered projectibility to be central to the characterization of natural 
kinds (Boyd 1999: 146; Magnus 2012: 10; Khalidi 2013: 18; Chakra-
vartty 2023: 68).

While projectibility has tended to play a central role in the dis-
cussion of natural kinds, it has often been considered insuffi cient for 
characterizing naturalness. Indeed, most natural kind accounts do not 
identify naturalness simply with projectibility, but instead impose fur-
ther conditions that kinds need to fulfi l in order to count as natural. 
This attitude, often implicitly assumed, is explicitly endorsed by Kha-
lidi (2018: 1381).

One of the reasons why natural kind theorists have considered pro-
jectibility to be insuffi cient for characterizing natural kinds is, I con-
tend, the fear of being overly inclusive. For projectibility is arguably 
abundant, in the sense that most of the categories we employ, both 
within and outside of scientifi c discourse, exhibit a certain degree of 
projectibility. If you are not convinced about this abundance, notice 
that basic categories from ordinary language (e.g. stone), and even ap-
parently arbitrary categories (e.g. things heavier than my head), allow 
for certain projections, useless as they might be.

As such, identifying natural kinds with projectible kinds could be 
considered to violate the contrast desideratum, as categories on both 
sides of it are at least minimally projectible. Magnus voices this concern 
when he suggests that one problem with identifying natural kinds with 
those kinds that support inductive inferences is that non-natural kinds 
such as jade also support many inductive generalizations.3 He says:

So it is typical to say that jade is not a natural kind. The problem is that 
there are general facts about jade. Both varieties are fairly hard minerals, 
which makes them inedible and suitable for making stone tools. These and 
many other predicates are projectible for jade simpliciter. (Magnus 2012: 
12, original emphasis)

Although I will ultimately defend a projectibility-based approach, there 
is a sense in which this “over-inclusiveness fear” is well-founded. In-
deed, as I will argue below, the abundance of projectibility is the source 
of an important challenge for a projectibility-based approach to natural 
kinds, as it is not immediately clear how such an account would meet 
the contrast desideratum.

3 See Bird (2009: 502) for a similar point.
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Before confronting the challenge for projectibility-based accounts, 
though, it is important that we emphasize another element that has 
played a key role in the development of natural kind theories. For a 
common assumption throughout the discussion of natural kinds has 
been that scientifi c inquiry is particularly well-suited to carve nature 
at it joints and that, in this sense, scientifi c categories are particularly 
good candidates for natural kinds. Although the more precise nature of 
the relation between natural kinds and scientifi c categories can take 
different forms, most authors within the literature have, implicitly or 
explicitly, endorsed views along these lines (Franklin-Hall 2015: 932; 
Khalidi 2013: xi-xii; Ereshefsky and Reydon 2015: 972–973).4

On the face of it, we can articulate the second desideratum for a 
natural kind theory as follows. Let us call this the science constraint:
 Science constraint: an account of natural kinds should not ex-

clude legitimate scientifi c categories.5

As we shall see, the science constraint has played a decisive role 
throughout the development of natural kind theories. For, in attempt-
ing to articulate the contrast desideratum, most natural kind theories 
have been accused of violating this constraint in some way or other. 
That being so, this desideratum is responsible for a signifi cant ten-
dency towards inclusiveness that has characterized the development of 
natural kind theories. The following section considers some of the most 
important proposals and focuses on their diffi culties in respecting the 
science constraint.

3. Failures to preserve the science constraint: 
Towards inclusiveness
3.1. Natural kind essentialism
The most signifi cant, and likely the most discussed violation of the sci-
ence constraint comes from Natural Kind Essentialism (NKE hereaf-
ter). Given that this case has been widely discussed in the literature 
and that NKE has become a minority position (see Ellis 2001, 2008; 
Wilkerson 1988), I will not delve far into these ideas here. It is im-

4 Brian Ellis (2001) can be considered an exception to this attitude, as he is 
willing to concede that biological categories are not natural kinds. He says: “If 
evolution occurs in the gradual way that Darwin supposed, or if small changes in 
genetic constitution can be brought about artifi cially, then the distinctions between 
adjacent species—living, dead or yet to be created—must ultimately be arbitrary” 
(Ellis 2001: 169).

5 Notice that a more radical version of this constraint might have it that scientifi c 
categories—at least in the ultimate stage of inquiry— perfectly correspond to natural 
kinds and, as such, that an appropriate natural kind theory should not only include 
all legitimate scientifi c categories, but also exclude non-scientifi c categories (e.g. folk 
categories). The alternative presented in this paper is more permissive and, in this 
sense, only requires natural kind theories not to exclude scientifi c categories, while 
allowing that some non-scientifi c categories might count as natural.
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portant for our purposes, though, to emphasize that it is precisely its 
violation of the science constraint that has made NKE a marginal view 
among philosophers. Chakravartty puts this idea as follows:

The most obvious and compelling sources of resistance to an exclusive com-
mitment to kinds with essences are the sciences themselves. The kinds of 
objects investigated by the sciences are sometimes describable in terms of 
essences, but often resist this sort of description. The traditional view that 
kinds are ontologically distinguished by essences has a storied past, but 
many of the kinds one theorizes about and experiments on today simply do 
not have any such things. (Chakravartty 2007: 157)

As has often been pointed out, the most notorious failure of NKE comes 
from its incapacity to accommodate biological categories. Indeed, the 
standard view among philosophers of biology is that biological catego-
ries do not fi t in a strict essentialist framework, as there is no single 
genotypic or phenotypic property that would serve to individuate spe-
cies (Dupré 1981, 1993; Ereshefsky 2007; Khalidi 2013; Magnus 2012; 
Kitcher 1984).6

Given the status of biological species as paradigmatic natural kinds 
and legitimate scientifi c categories, essentialism’s failure to accommo-
date them is likely the strongest instance of a violation of the science 
constraint that we can think of.

3.2. Homeostatic Property Clusters
The limitations of NKE in the biological domain constitute the main 
motivation for Boyd’s (1991, 1999) account of natural kinds as Homeo-
static Property Clusters (HPC). With this in mind, Boyd’s proposal can 
be read as an attempt to provide a more fl exible and inclusive frame-
work that is able to accommodate biological categories, and thus able 
to preserve the science constraint.

According to the HPC view, natural kinds are clusters of properties 
whose stable co-occurrence is maintained by homeostatic mechanisms. 
That is, mechanisms responsible for preserving the properties of the 
cluster in a state of equilibrium. HPC theory thus departs from NKE 
in dropping many of its most controversial requirements, and by ex-
plaining the inductive potential of natural categories without positing 
essences.7

6 Notice that although intrinsic biological essentialism has been for the most 
part abandoned (see Devitt 2008 for an exception), some authors have defended an 
alternative version of biological essentialism which individuates species in terms of 
extrinsic properties such as ecological or phylogenetic relations (see Griffi ths 1999 or 
Okasha 2002). Still, it is crucial to keep in mind that contemporary biologists work 
with multiple species concepts, many of which do not individuate species in terms 
of intrinsic or extrinsic essences. As such, the claim that natural kind essentialism 
violates the science constraint still holds. I thank an anonymous reviewer for raising 
this point.

7 Notice that certain authors consider HPC to be a more relaxed form of 
essentialism (see, for instance, Kornblith 1993) as the property clusters are playing 
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This fl exibility makes HPC more inclusive than its essentialist pre-
decessor, and arguably a better alternative for accommodating biologi-
cal categories. Indeed, not only do species lack any good candidate to 
play the role of an essence, but also, the properties that biological kinds 
share are often the result of various mechanisms involving environ-
mental pressures, interbreeding, developmental processes, and genetic 
descent, among other factors. HPC theory thus provides a compelling 
alternative account of the non-accidental co-occurrence of properties 
that ground our inductive practices involving biological categories.

Just like its predecessor, however, HPC has been accused of violat-
ing the science constraint and excluding legitimate scientifi c categories. 
Several authors (Ereshefsky and Reydon 2015; Khalidi 2013; Slater 
2015) have argued in this direction and have suggested, with varying 
degrees of emphasis, that not all natural kinds constitute homeostatic 
property clusters. While some of these critics concede that HPC ac-
commodates biological kinds, while failing to accommodate other kinds 
whose equilibrium does not seem to be sustained by homeostatic mech-
anisms (e.g. chemical elements, fundamental physical particles), some 
go as far as to insist that HPC does not even fi t all biological species 
(Ereshefsky and Matthen 2005).

Be that as it may, many theorists agree on the idea that, in some 
way or another, HPC is still too restrictive, as it cannot accommodate 
the vast heterogeneity of scientifi cally legitimate categories. 

Wary of the diffi culties of providing a general theory of natural kinds 
that is able to encompass this heterogeneity, a recent trend in natural 
kind theory focuses on the epistemic utility characteristic of natural 
kinds and avoids making any metaphysical commitment as to what 
grounds this epistemic utility. More precisely, these views attempt to 
characterize the clustering of properties while remaining neutral about 
any specifi c metaphysical grounding for it. Let us consider these views, 
which, following Conix (2017), we may refer to as Bare Property Clus-
ter accounts of natural kinds.

3.3. Bare Property Clusters
Bare Property Cluster (BPC) accounts of natural kinds constitute a sig-
nifi cant departure from previous approaches to natural kinds insofar 
as they focus on the robust clustering of properties in virtue of which 
inductive inferences are reliable, without committing to any specifi c 
account of this clustering.

This departure is motivated by past failures on the part of previous 
natural kind theories, which, as we have seen, always seem to violate 
the science constraint in some way or another. Indeed, BPC defenders 

the same epistemic role that essences are taken to play. For the purposes of this 
work, however, I will be using the label “essentialism” to refer exclusively to the 
view that identifi es essences with necessary and suffi cient conditions. I thank an 
anonymous reviewer for raising this point.
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believe that no general grounding claim will be able to account for all 
natural kinds, and thus that the only way for a notion of natural kinds 
to be appropriately inclusive is for it to remain neutral regarding the 
metaphysical grounding of this robust clustering.

Matthew Slater (2015), for instance, claims that natural kind theo-
ries have focused too much on the “grounding claim” and should in-
stead turn their attention to the epistemic usefulness of categories, 
without committing to any specifi c metaphysical story about essences 
or homeostatic mechanisms.

Slater argues directly against the HPC view and puts forwards an 
original proposal (Stable Property Clusters) that attempts to articulate 
more systematically how to understand the stability in virtue of which 
clusters of properties can support inductive generalizations and infer-
ences.

To convey the relevant notion of stability, Slater presents the pic-
ture of a clique of friends with three members: Peg, Ralph, and Quinn. 
These individuals form a stable clique and like hanging out together. 
As such, spotting any of these three in the mall is generally a good in-
dicator that the others will be there as well. This is, very roughly, the 
sense of stability that Slater wants to capture; the instantiation of a 
property of the cluster reliably indicates the presence of the other co-
occurring properties of the cluster.

Similarly, Chakravartty (2007) suggests the metaphor of “sociabil-
ity” to refer to all the ways in which properties enter into systematic 
relations and thus ground our inductive practices. As Chakravartty ex-
plains, the distribution of properties, or property instances, is not ran-
dom in space-time. They have a tendency to group together in various 
ways, showing a degree of sociability. The strongest sociability is seen 
in essence kinds where certain sets of properties are always found to-
gether, whereas in other cases, the sociability is less strong and forms 
looser associations seen in cluster kinds. In this sense, the metaphor of 
sociability is intended to be neutral about, yet compatible with, more 
specifi c grounding accounts of these systematic patterns of sociability.

Interestingly, despite their attempts at inclusivity, it could be ar-
gued that even certain BPC accounts end up being too restrictive and 
violate the science constraint. In this line of thought, Manolo Martínez 
(2020) has suggested that Slater’s SPC account could fail to include 
what he calls “synergic kinds”. Let us fl esh this out.

3.4. Beyond Bare Property Clusters
Martínez argues that some kinds (i.e. synergic kinds) ground induc-
tive inference not, as in the case of co-occurring property clusters, be-
cause the instantiation of a property of the cluster is indicative of the 
instantiation of other (co-occurrent) properties of the cluster, but in-
stead because “the joint instantiation of all or many of those properties 
[…] plays the explanatory role for which the natural kind is recruited” 
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(2020: 1935). To illustrate the point and convey more vividly what is 
different about synergic kinds, Martínez makes use of Slater’s clique 
example, as presented above, while incorporating some modifi cations.

Martínez suggests that we think of Peg, Ralph and Quinn not as a 
clique of friends that like each other’s company, but instead as a rather 
tense love triangle. In this case, spotting only one of the three at the 
mall is not indicative of the presence of either of the other two, while 
spotting two of them together is a reliable indicator that the third one 
is not going to be there. The idea that this metaphor is meant to convey 
is that, when it comes to synergic clusters, the instantiation of proper-
ties, individually, is not a reliable indicator of the instantiation of other 
properties of the cluster. Instead, it is the joint instantiation of proper-
ties that allows for reliable inferences. This type of inference is syner-
gic, Martínez argues, because the information gained from observing 
the instantiation of multiple properties is greater than the sum of the 
information obtained from each property’s separate instantiation.

Martínez makes clear that this discussion is not otiose, as some 
scientifi c categories and inferences seem to have this synergic struc-
ture. More precisely, Martínez (2020: 1943–1944) suggests that this 
is the case with some categories involving epistatic interactions—the 
phenomenon in genetics where the effect of one gene on a phenotype is 
modifi ed by one or more additional genes8—and categories from brain 
connectomics—a research program in neuroscience that seeks to un-
cover how neural connections (“connectomes”) give rise to cognitive 
functions as well as how they are altered by various neurological and 
psychiatric disorders.9

What this discussion reveals, I wish to argue, is that even some 
BPC views such as Slater’s, despite their attempted inclusiveness, 
seem susceptible to violating the science constraint. On the face of 
these successive failures, a more promising alternative, I suggest, is 
to focus exclusively on the inductive power of categories; that is, on 
projectibility. Indeed, if a recurrent problem of natural kind theories 
is that they fail to be appropriately inclusive, identifying projectibil-
ity with naturalness appears to be a good solution.10 For not only is 

8 Martínez argues that the sort of non-linear relationships between genes and 
their effects on traits that characterize epistatic relations are often better described 
in terms of synergic kinds rather than HPC kinds. For instance, he suggests that 
fruit-fl y wings, whose shape is known to be underwritten by epistatic effects, form a 
synergic kind (i.e. fruit-fl y wing) and not a traditional HPC kind (2020: 1942).

9 Martínez argues that current knowledge about the human connectome highly 
suggests that an accurate description of the human brain will require more than a 
characterization in terms of mere aggregation of co-occurrent properties in a cluster. 
As such, he claims that human brain can be considered a highly informationally 
synergic natural kind (2020: 1943).

10 It could be argued that identifying naturalness with projectibility runs the 
risk of conditionalizing the existence of natural kinds to the presence of cognitive 
agents such as humans capable of drawing such projections. This worry, however, 
is misplaced as a kind being projectible or not does not depend on an agent drawing 
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projectibility, as mentioned above, abundant among categories; it is 
also neutral with regard to specifi c metaphysical grounding claims. A 
projectibility-based account, then, will stand out from the rest because 
of its inclusivity and, as such, will have no trouble in subsuming both 
Slater’s Stable Property Clusters and Martínez’s synergic kinds (along 
with kinds with essences, HPCs, etc.).11

As we will see, however, this inclusivity will be the source of a po-
tential problem for this approach that will need to be properly dealt 
with. In the following section I present the approach. Then I introduce 
the challenge.

4. Bare Projectibilism: an update
As we have seen, most natural kind accounts, while taking projectibil-
ity to be necessary, rarely deem it to be suffi cient for naturalness. A 
notable exception to this tendency, however, is provided by Sören Häg-
gqvist (2005), who has argued for a projectibility-based approach to 
natural kinds.12

My proposal, then, follows the path opened by Häggqvist, but takes 
two signifi cant steps further, as follows. First, I elaborate the account 
in response to a serious challenge that is overlooked by Häggqvist. 
Then I develop some implications that follow from identifying natural-
ness with projectibility, and which make the proposal depart radically 
from most traditional approaches to natural kinds. Let us consider 
each of these ideas in turn.

Häggqvist rightly assumes that a signifi cant benefi t of a projectibly-
based account of natural kinds is its inclusiveness. As mentioned above, 

projections with it but, instead, on whether the properties of the kind tend to co-
occur together or not. I thank an anonymous reviewer for raising this worry.

11 More particularly, when it comes to Martínez’s synergic kinds, notice that 
despite exhibiting a different inferential structure than HPC kinds do, they also 
ground inductive inference. Indeed, Martínez’s main goal when identifying synergic 
kinds is precisely to expose the limitation of HPC theories to account for the success 
of our inductive practices. In this sense, an account such as Bare Projectibilism, 
which identifi es naturalness with projectibility, will have no trouble in subsuming 
synergic kinds too. This discussion is indebted to an anonymous reviewer.

12 Although Häggvist’s view is sometimes included among Bare Property Cluster 
accounts (see Lemeire 2021; Conix 2017), it is important to highlight an important 
difference that might set it apart from these views. For, although Häggqvist’s 
view fi ts in among BPC accounts regarding its neutrality vis-à-vis any specifi c 
metaphysical grounding for the robust clustering of properties, it departs from these 
views in incorporating the possibility of certain robust clusters being brute. That 
is, having no ground. More precisely, Häggqvist (2005: 82) claims that there is no 
principled reason to assume that there will always be a causal explanation (be it in 
terms of essences or more loose causal mechanisms) to account for the clustering of 
properties. Some of these robust clusters, he claims, might simply be a brute matter 
of fact. He suggests that this could be the case with certain kinds from fundamental 
physics, when there does not seem to be any causal explanation for the perfect 
clustering of properties (2005: 81). 
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the abundance and neutrality of projectibility makes it diffi cult for it 
to exclude any potential natural kind candidates. Häggqvist, however, 
does not seem to notice that this abundance is a double-edged sword, 
as it might make the account overly inclusive. More precisely, identi-
fying naturalness with projectibility threatens to violate the contrast 
desideratum and fail to account for the intuitive difference between 
categories such as discovered-on-a-Tuesday and water, insofar as cat-
egories on both sides of the contrast seem to be, at least, minimally 
projectible. The challenge for a projectibility-based approach to natural 
kinds, then, is not to preserve the science constraint—which seems eas-
ily satisfi ed13—but to meet the contrast desideratum.

The other aspect that differentiates this proposal from Häggqvist’s 
is its emphasis on an aspect of projectibility that Häggqvist does not 
consider: graduality. For, crucially, projectibility is not an on-off fea-
ture of kinds, but, quite to the contrary, a gradual property that can be 
instantiated in varying degrees. Although not often fully exploited, the 
idea that projectibility is gradual is not an original one (see Dorr 2019: 
42; Griffi ths 1999; Khalidi 2018; Magnus 2012: 12; Millikan 2000). Fur-
thermore, it is often acknowledged that kinds can be projectible along 
two different gradual dimensions (Griffi ths 1999: 217; Khalidi 2018: 
1383; Millikan 2000: 26): on the one hand, the projections or general-
izations in which a kind enters can be more or less robust. On the other 
hand, kinds can be more or less projectible depending on the number or 
variety of generalizations they allow for. Let us fl esh this out.

Following Khalidi (2018), we can roughly characterize the robustness 
of a generalization by the number of exceptions it has. While some gener-
alizations are universally true and hold under all circumstances, others, 
although not universal, hold under an exceptionally large range of cir-
cumstances, while others hold only under rather specifi c circumstances 
and require signifi cant ceteris parib us clauses (Khalidi 2018: 1382).14

The variety dimension, instead, corresponds to the number of gen-
eralizations in which kinds can enter. Although it is generally expected 
that paradigmatic natural kinds can fi gure in numerous generaliza-
tions—Mill went as far as to hold that “Real Kinds” could enter into in-
fi nitely many generalizations ([1843] 1974: I vii §4)—Khalidi suggests 
that some paradigmatic natural kinds might actually fi gure in very 
few (e.g. electron). Khalidi quickly adds, though, that the latter’s poor 
performance in the variety dimension is compensated by the great (or 
even universal) robustness of the generalizations into which they enter. 
As we shall see in section 6.1, distinguishing these two dimensions of 
projectibility will be useful for defending the strong projectibility of cer-
tain scientifi c categories against accusations to the contrary (Spencer 
2015; Magnus 2012).

13 I address objections challenging the necessity of projectibility in section 6.
14 See Woodward (2000) for a more detailed discussion and characterization of 

non-accidental generalizations.
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Now, identifying naturalness with a seemingly abundant and grad-
ual property constitutes a signifi cant departure from traditional natu-
ral kind theories that have generally focused on drawing a demarca-
tory line between natural and non-natural kinds. The view defended 
here, instead, takes naturalness to be a gradual property and, as such, 
presents a novel framework where the relevant question is not whether 
a kind is natural or not (given that most kinds, as we have seen, are at 
least minimally natural), but instead, its degree of naturalness.

As I will argue next, it is precisely the emphasis on the gradual-
ity of projectibility, and hence the graduality of naturalness, that will 
help Bare Projectibilism to address the challenge introduced above and 
meet the contrast desideratum.

5. The challenge of projectibility-based accounts 
of naturalness: Meeting the contrast desideratum
According to the reconstruction provided above, two main theoretical 
constraints have driven natural kind research. On the one hand, I have 
emphasized that the main goal or desideratum of natural kind theories 
has been to articulate an intuitive contrast between arbitrary catego-
ries and those that, following the traditional metaphor, carve nature 
at its joints (i.e. the contrast desideratum). On the other hand, I have 
shown how the main attempts to account for this contrast have succes-
sively violated the science constraint by excluding scientifi cally legiti-
mate categories. We have also seen that even arguably very inclusive 
accounts such as Slater’s Stable Property Cluster theory might exhibit 
this problem.

On the face of it, one sensible alternative, I suggested, is to follow 
Häggqvist and focus exclusively on the presumably abundant and neu-
tral notion of projectibility. As discussed above, however, the main ben-
efi t of projectibility can also constitute a potential weakness, as it is not 
immediately obvious, given this abundance, how a projectibility-based 
account would meet the contrast desideratum.

To address this challenge, I suggest that we focus on the graduality 
of projectibility. For, although the abundance of projectibility threatens 
to blur the contrast, its graduality allows us to highlight that not every 
kind is projectible to the same degree and hence, not natural to the 
same degree. According to Bare Projectibilism, then, the intuitive con-
trast between categories such as discovered-on-a-Tuesday and water, is 
just the contrast between the two extremes of a spectrum. Notice that 
by identifying naturalness with a gradual property, Bare Projectibil-
ism departs from the tradition of drawing a sharp demarcatory line 
between natural and non-natural kinds. In what follows, I argue that, 
far from being a shortcoming of this view, understanding naturalness 
as a gradual property is the appropriate way to counter the relevant 
notion of arbitrariness.
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To elaborate, notice that if we want our notion of naturalness to 
stand in appropriate contrast with the notion of arbitrariness, we need 
a characterization that captures nuanced differences and not only ex-
treme ones. Consider for instance, the kind pet.15 Although this kind 
seems more arbitrary than the kind tiger, it does seem less arbitrary 
than the kind animals-belonging-to-the-emperor.16 Similarly, although 
everything seems to suggest that the kind tiger is not arbitrary, we 
also have reasons to think that it is more arbitrary than the kind gold. 
The more examples we consider, the clearer it will be that it does not 
seem possible to separate all kinds into two perfectly discrete boxes, as 
the contrast desideratum would have us believe. What this suggests, 
instead, is that the difference considered in the contrast desideratum 
is but one particular extreme instance of a more general and ubiquitous 
relation: more natural than.

As soon as we appreciate this, we can see that Bare Projectibilism is 
in a better position than alternative dichotomic accounts to articulate 
this more general relation. For dichotomic accounts, insofar as they 
posit a single sharp demarcatory line, are only able to capture the par-
ticular extreme case, and not the more specifi c ones. In this sense, they 
are unable to account for the more general relation more natural than 
of which the contrast desideratum is but one (extreme) instance.17

That being so, a projectibility-based account which characterizes 
naturalness in terms of a gradual property seems particularly well 
suited to counter the relevant notion of arbitrariness satisfactorily, 
and to accommodate both extreme and nuanced contrasts. This is the 
sense in which I contend that Bare Projectibilism not only meets the 
contrast desideratum, but does so in a more appropriate way, as it also 
accommodates the more general cases that dichotomic accounts do not 
accommodate.

As an additional illustration of the potential limitations of dicho-
tomic accounts of naturalness, consider the much discussed revision 
of the concept FISH which, roughly, went from tracking the kind aquat-
ic animal—which included whales and certain inv ertebrates such as 
clams, starfi sh, etc.—to tracking the kind cold-blooded vertebrate with 
gills. Let us call the former fi shAQUATIC and the latter fi shGILLS. Although 
it is uncontroversial that the current English term ‘fi sh’ refers to fi sh-
GILLS, philosophers disagree on the “natural kind” status of these two 
kinds. According to John Dupré’s (1993) Promiscuous Realism, insofar 
as both kinds stress important sameness relations and serve legitimate 
purposes, they should both count as natural (1981: 92). On Khalidi’s 

15 Interestingly, Khalidi (2018) uses this kind as an example of a paradigmatic 
non-natural kind.

16 See Borges’s (1942) essay “The Analytical Language of John Wilkins” and the 
curious taxonomy of animals suggested there.

17 See Lewis (1983) for a different view on the graduality of naturalness.
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more restrictive view, in contrast, only the alleged18 scientifi c category 
fi shGILLS counts as a natural kind (2013: 62).

I want to use this case to illustrate that, independently of whether 
or not one counts fi shAQUATIC as a natural kind, a dichotomic approach 
will face some signifi cant limitations and will lead to some counterin-
tuitive results. As such, I contend that the problem of these views does 
not stem from where they draw the natural/non-natural demarcatory 
line but, rather, from drawing such a line at all. Let us consider this 
case in more detail.

Dupré’s Promiscuous Realism tells us that, provided we do not asso-
ciate the notion of a natural kind with essentialist views, we have good 
reasons to think of fi shAQUATIC and fi shGILLS as equally natural. More par-
ticularly, Dupré believes that scientifi c categories are not fundamen-
tally different from folk ones (1999: 462) and, as such, does not see any 
reason to dismiss the folk category fi shAQUATIC as non-natural. Although 
Dupré is certainly right to emphasize the utility of this kind and the 
fact that there does not seem to be any fundamental difference between 
fi shAQUATIC and fi shGILLS, his account does not tell us anything about the 
intuitively plausible improvement that has occurred in the conceptual 
transition from fi shAQUATIC to fi shGILLS. While I agree with Dupré in not 
thinking that there is any fundamental or metaphysical difference be-
tween these two kinds, I believe, however, that it makes sense to think 
of fi shGILLS as being more natural than fi shAQUATIC. For one thing, the 
kind fi shGILLS groups particulars in a way that seems to allow for more 
interesting generalizations than the kind fi shAQUATIC and, additionally, 
seems to provide a deeper understanding of the aspect of reality it rep-
resents. Notice that Khalidi also emphasizes this apparent contrast, 
and after insisting that the category fi shAQUATIC has no inductive value 
(2013: 62), he suggests that the category fi shGILLS, in turn, is scientifi -
cally useful. He says:

It is instructive to contrast this inclusive use of the term ‘fi sh’ [fi shAQUATIC] 
with the ‘scientifi c one’[fi shGILLS]. […] Despite the fact that it is not a unitary 
taxon from the evolutionary or phylogenetic point of view, the category fi sh 
[fi shGILLS] has undisputed value as an epistemic kind. There are a number of 
branches of science, such as ichthyology and marine biology, which use this 
category to explain and predict natural phenomena. (Khalidi 2013: 62–63)

Although I will ultimately suggest that Khalidi goes too far in positing 
a fundamental difference between these two categories, a permissive 
dichotomic account such as Dupré’s, which locates both fi shAQUATIC and 
fi shGILLS on the “natural side” of the divide, is not satisfactory either, as 

18 Dupré (1999) casts serious doubt on the status of fi shGILLS as a scientifi c 
category. Indeed, notice that fi shAQUATIC is not a monophyletic kind and thus, 
according to authors infl uenced by cladism, not an objective scientifi c category (see 
Boucher 2022).
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it is unable to articulate this intuitive difference in terms of natural-
ness. To be clear, my contention against Dupré’s account does not tar-
get its promiscuity or permissiveness. I am actually very sympathetic 
to this attitude. My complaint is, rather, that we need to complement 
this permissive picture with a gradual account in order to emphasize 
signifi cant differences that will otherwise remain overlooked. Let us 
turn to consider the other side of the picture: Khalidi’s more restrictive 
approach to the case.

Khalidi believes that “not all purposes are created equal” (2013: 62) 
and that kinds introduced for epistemic purposes have to be prioritized 
over those that serve other non-epistemic or pragmatic purposes. As 
such, he argues that scientifi c categories will tend to correspond to nat-
ural kinds, whereas folk ones will not. Unsurprisingly, then, Khalidi 
dismisses fi shAQUATIC as non-natural, while insisting that fi shGILLS is a 
natural kind. The problem, again, is that a single sharp demarcatory 
line is not enough to capture the nuanced differences that kinds may 
exhibit. For, while it is plausible to think that there is a contrast be-
tween fi shAQUATIC and fi shGILLS in terms of naturalness (as Khalidi duly 
emphasizes), it is equally plausible to think that a similar contrast 
arises when we compare the allegedly non-natural fi shAQUATIC with a 
random category such as wet creature; a contrast which, I contend, an 
account of naturalness ought to capture. Khalidi, however, is unable to 
account for such differences in terms of naturalness given that, on his 
view, both fi shAQUATIC and wet creature are equally non-natural.

The limitation of having only two discrete options (either natural 
or non-natural) also explains why Khalidi seems forced to overstress 
the difference between fi shAQUATIC and fi shGILLS, and refer to the former 
as if it were inductively worse than it actually is. He says: “When the 
category fi sh includes aquatic animals, such as crayfi sh, jellyfi sh, star-
fi sh, and some mollusks, as well as whales and dolphins, it ceases to 
have value as an inductive category” (Khalidi 2013: 62). I believe, how-
ever, that Khalidi is too quick in making this assessment. Indeed, as 
we noted above, the abundance of projectibility guarantees that most 
categories, including fi shAQUATIC, will exhibit some degree of projectibil-
ity. In this particular case, a category such as fi shAQUATIC, although in-
ductively weaker than fi shGILLS, can still have  a signifi cant inductive 
value. Notice, for instance, that knowing that x is a member of the kind 
fi shAQUATIC allows us to know, among other things, that x lives in the 
water for all or most of its life, that x requires water to survive, that x 
has adapted to move effi ciently through water, etc.

Hopefully, this discussion has served to illustrate that approaching 
these cases equipped with only two discrete boxes constitutes a serious 
limitation for dichotomic accounts of naturalness. A gradual account 
such as Bare Projectibilism, in contrast, seems better able to accommo-
date both the extreme contrasts and the more nuanced ones.
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6. Bare Projectibilism: a defense
As suggested above, one of the reasons why many authors have resist-
ed projectibility-based accounts is a fear of being overly inclusive (re-
call Magnus’s (2012: 12) resistance to counting jade as a natural kind). 
As such, many natural kind theorists have taken projectibility to be 
necessary but insuffi cient for naturalness and have thus come up with 
further conditions for demarcating natural from non-natural kinds.

Interestingly, some authors have voiced concerns with projectibili-
ty-based accounts that take the opposite direction, as it has also been 
argued that projectibility may not, after all, be necessary for natural-
ness. More precisely, some authors have argued that some scientifi cally 
legitimate categories are not very projectible and, as such, that a pro-
jectibility-based account will fail to be appropriately inclusive. This wor-
ry is to be taken seriously; for, if these considerations were right, Bare 
Projectibilism would, in its own way, also violate the science constraint. 
I will consider two such arguments. First, I will present Quayshawn 
Spencer’s argument regarding the poor inductive power of superheavy 
elements. Then, I will turn to considering a similar contention from 
Magnus involving polymorphic species. My strategy for resisting these 
potential counterexamples will consist in arguing that neither Spencer 
nor Magnus succeed in making the case for the poor projectibility of 
their respective examples. I will thus argue that both superheavy ele-
ments and polymorphic species are signifi cantly projectible categories 
and, thus, (non-trivially) satisfy the science constraint.

Having anticipated this, let us consider Spencer and Magnus’s po-
tential counterexamples in more detail.

6.1. Superheavy Element 117
Spencer argues that a natural kind theory that focuses exclusively on 
the inductive power of kinds (i.e. projectibility) will fail to include cer-
tain paradigmatic natural kinds which, he claims, are “notoriously in-
ductively weak” (2016: 162). To substantiate this idea Spencer presents 
the case of superheavy elements, and focuses in particular on element 
117, also known as “tennessine”. Indeed, given the seemingly indis-
putable status of chemical elements as paradigmatic natural kinds, it 
would be problematic for any theory of naturalness to exclude such 
paradigmatic exemplars or, in the case of a gradual account, to ascribe 
them the same degree of arbitrariness as categories such as discovered-
on-a-Tuesday and the like.

I will suggest, however, that Spencer does not succeed in making 
the case for the weak projectibility of element 117. More precisely, I will 
argue that this element supports relevant inductive generalizations and 
that Spencer’s incorrect assessment derives from confl ating projectibil-
ity with other notions in the vicinity, such as our capacity to draw induc-
tive inferences, or the inductive method. Let’s consider Spencer’s view 
in more detail. Concerning chemical element 117, he says:
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Since only six atoms of element 117 have ever been synthesized, and since 
the atoms that have been synthesized have existed for less than a second, 
nuclear chemists have not been able to get “many inductive generalizations” 
out of 117. Furthermore, the latter is not a temporary setback. Due to the 
nuclear instability of 117, it is not the sort of kind that we can generate 
many inductive generalizations with it. Thus, unlike other elements, we 
know nothing about 117’s properties at standard temperature and pres-
sure—such as its phase, its density, its melting point, its boiling point, its 
ionization energies, or its atomic radius. […] So, natural kind theories that 
require natural kinds to be inductively powerful fail to predict the existence 
of inductively weak paradigm natural kinds, such as superheavy elements. 
(Spencer 2016: 162)

The fi rst thing to notice is that Spencer’s claim regarding the weak 
projectibility of tennessine should not be understood merely as stating 
that, given its nuclear instability, we lack the capacity to learn as many 
things about it as we can about other, more stable elements. For this 
limitation would simply amount to us knowing comparatively fewer 
projections supported by this category, but would not be indicative of 
the category being projectibly poor.19 Rather, Spencer’s claim must not 
only be that we cannot learn tennessine’s properties but, more radi-
cally, that tennessine lacks the relevant properties typical of other non-
superheavy elements (e.g. melting point, density, etc.) and, as such, 
that there are few projections we can make about it.

With this clarifi cation in mind, in what follows I put forward vari-
ous considerations that cast serious doubt on this view. As such, I 
argue that we have no compelling reasons to believe that tennessine 
(along with other superheavy elements) is signifi cantly less projectible 
than other chemical elements.

First of all, notice that the intrinsic instability of tennessine already 
constitutes a very robust general fact about this element; one on which 
the experiments to synthesize it heavily relied.20

Although I will also contend that tennessine has many other pro-
jectible properties, notice that having a very robust one (i.e. instability) 
is already a good indicator that this category is inductively powerful. 
For, we may recall, the projectibility of a category depends not only on 
the variety of projections that it supports, but also on the robustness of 
those projections. As Khalidi suggests, the fact that projectibility rang-
es over two dimensions allows some very projectible categories to be so, 
not in virtue of supporting many inductive generalizations, but instead 
in virtue of the (few) generalizations they support being very robust 

19 To see this through an example, consider the case of Phobaeticus chani, a 
stick insect with outstanding camoufl age skills. We know very little about this 
insect, partly because only a few specimens have been observed to date. It seems 
clear, though, that it cannot be deduced from this epistemic limitation and our 
corresponding lack of knowledge about this insect that this category is inductively 
weaker than any other species category that is more easily observed and studied.

20  Slater (2013: 147) makes a similar point concerning the “stable instability” of 
uranium.
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(or the other way around). This could be the case, Khalidi suggests, 
with some kinds from fundamental physics, such as electron, which al-
though generally characterized only in terms of three properties (spin, 
charge, and weight), is a very projectible category due to the fact that 
these properties are perfectly clustered. More generally, Khalidi (2018: 
1383) suggests that when it comes to the utility of kinds for scientifi c 
inquiry, low performance in one of the two dimensions can be compen-
sated by a high score in the other.

Now, apart from the robust instability of tennessine, notice that, 
although it is certainly the case that we cannot observe and measure 
the behavior and properties of this element by conventional means, we 
can nonetheless build models to predict many of its properties. This 
is crucial, as it suggests that, even when it comes to the variety di-
mension of projectibility, tennessine performs signifi cantly better than 
what Spencer would have us believe. More specifi cally, some of these 
models have predicted that tennessine’s melting point will be some-
where in the range of 350–550 ºC (Hoffman, Lee and Pershina 2010: 
1728), that its boiling point is 610 ºC (Takahashi 2002), that it has a 
density between 7.1 and 7.3 g/cm3 (Bonchev and Kamenska 1981),21 and 
that it is solid at standard temperature and pressure (Bonchev and Ka-
menska 1981). Additionally, values for its ionization energies (Chang, 
Li, and Dong 2010) and atomic radius (Bonchev and Kamenska 1981) 
have also been predicted.

Unfortunately for Spencer, these predictions are clearly at odds 
with the view that tennessine lacks the relevant properties and, in 
this sense, in stark tension with his assessment regarding its poor pro-
jectibility. They suggest not that tennessine is “notoriously inductively 
weak” but, quite to the contrary, that it can support a signifi cant num-
ber of inductive generalizations.

Now, while I take these considerations to be suffi cient to make the 
case that element 117 is signifi cantly projectible, there is another idea 
that might serve to strengthen the case, and which is thus worth pre-
senting. For, according to the standard view of quantum physics, ra-
dioactive decay—the phenomenon in virtue of which unstable elements 
are short-lived—is probabilistic. This is important, as it entails that 
there is always an infi nitesimal chance of a sample of tennessine last-
ing long enough to be tested, manipulated, measured, etc. Although 
extremely improbable, the fact that this constitutes a possibility gives 
us further reason to believe that the nuclear instability of tennessine, 
although an important epistemic limitation, does not affect its meta-
physical status and, as such, does not constitute a reason to doubt that 
this element is as projectible as any other chemical element.

21 Notice that these results being presented in terms of intervals is again, due 
to an epistemic limitation. The idea is not that tennessine has no precise melting 
point or density, but rather that our current means of prediction do not allow us to 
go beyond predicting ranges.
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Finally, one could object that the fact that tennessine’s properties 
have been discovered through an abductive rather than an inductive 
method suggests that this category is not very projectible. Indeed, 
Spencer seems to have something like this in mind when he suggests, 
later on: “117’s lack of inductive power does not undercut its epistemic 
utility in nuclear chemistry. It’s just that its epistemic utility is dif-
ferent. It’s abductive, not inductive” (2016: 162). I contend, however, 
that deeming element 117 weakly projectible for such reasons would 
amount to confusing projectibility with the inductive method. In con-
fl ating these two notions, one would fail to notice that the reason that 
projectibility is often considered distinctive of natural categories is not 
connected with the method through which we learn generalizations 
about them, but rather with the very fact that they support such gen-
eralizations. The distinctive feature of natural kinds—and the reason 
for which projectibility has generally been taken to be characteristic of 
them—is not that we learn things about them through any particular 
method (e.g. observation of particular members, followed by inductive 
generalization to the whole kind), but rather, that what we know and 
learn about them is projectible to all the members of the kind. In this 
sense, I conclude, contra Spencer, that element 117 is signifi cantly pro-
jectible and, accordingly, does not constitute a successful counterex-
ample to a projectibility-based account of naturalness.

6.2. Magnus’s polymorphism
A similar case against the necessity of projectibility for naturalness is 
put forward by P. D. Magnus. He contends that focusing only on the in-
ductive power of categories to determine natural kindhood risks over-
looking certain legitimate scientifi c categories which do not appear to 
be very projectible.

More to the point, Magnus suggests that focusing on projectibility 
ultimately leads to focusing on—and eventually overemphasizing—
similarity. This is so, he insists, because the projectibility of a category 
is grounded in its members’ sharing many relevant properties. He says:

Coming at natural kinds in this way [by focusing on projectibility] leads 
us to suppose that members of a natural kind are connected by similarity. 
The reason that this A can be used as a proxy for other As is that they all 
resemble one another in many respects. (Magnus 2012: 11)

With this connection in mind, Magnus goes on to complain that certain 
natural kind theories such as HPC have focused too much on simi-
larity, and have therefore failed to see that scientifi c taxonomy does 
not always seek to individuate categories by stressing similarities. He 
refers to this alleged tendency of overemphasizing similarity and pro-
jectibility as similarity fetishism. He says:

Quine is part of a tradition, going back to Mill, which assumes that mem-
bership in the same kind is a matter of having a large number of properties 
in common. Call this similarity fetishism. The yoke of similarity fetishism 
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makes the induction assumption unable to accommodate kinds which are 
not joined by similarity and thus makes it insuffi cient to serve as a defi ni-
tion of ‘natural kind’. (Magnus 2012: 12)

To illustrate his point, Magnus focusses on the case of polymorphic 
species. That is, species whose members can be grouped in different 
subcategories according to signifi cant recurring differences. Although 
many species are polymorphic (one of the most common examples be-
ing sexual dimorphism in mammals), some species stand out from the 
rest by exhibiting remarkably extreme differences (in morphology, be-
havior, etc.). According to Magnus, a projectibility-based approach to 
naturalness that “fetishizes” similarity among the instances of a kind 
would thus have no reason to group these extremely divergent morphs 
under the same category. To make his case more vivid, Magnus offers 
the example of the highly sexually dimorphic seadevil.22 He says:

Take a specifi c seadevil species, such as Linophryne arborifera […]. Females 
and males are so dissimilar that there are few inductions one can make 
about the species in general from a single sample. If one were simply look-
ing for projectible predicates, then the species would not be a relevant kind 
at all. (Magnus 2012: 160)

In what follows I will try to make the case, contra Magnus, that highly 
polymorphic species such as Linophryne arborifera are signifi cantly 
projectible, or at least substantially more so than what he suggests. 
More precisely, I will argue that polymorphic species, despite diverging 
signifi cantly in morphological and behavioral features, still share some 
very important diachronic properties (e.g. shared ancestry), in a way 
that supports many relevant inductive generalizations. Additionally, 
I will also suggest that polymorphic species share many relevant syn-
chronic properties related to their impact on ecosystems, their habitat, 
and even their morphology.

Before getting into the details of Magnus’s case, though, notice that 
Ereshefsky and Reydon (2015, 2021) raise a similar worry against 
projectibility-based views. Their contention is that biological taxonomy 
often focuses on highlighting history or ancestry, which, they suggest, 
does not always overlap with similarity. They say:

The challenge for those that assert that natural kinds are groups of entities 
with numerous similarities is that classifying by similarity and classifying 
by history can confl ict. And when they do confl ict, the view that natural 
kinds are inductive kinds fails to capture the classifi catory practices of those 
biologists that classify by history. (Ereshefsky and Reydon Forthcoming)

Magnus also seems to draw this contrast between history and similar-
ity when he suggests that what unifi es the members of a (dimorphic) 

22 To get an idea of how signifi cant the differences between the female and male 
morphs of this species are, notice that the males, which are fi ve times smaller than 
the females, were for a long time thought to be parasites attached to the females’ 
bodies, until it was later discovered that they were essential for reproduction (these 
cases are known as “sexual parasites”).
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species is not similarity but, rather, “a common causal history over 
evolutionary time” (2012: 162).

I will argue, however, that Ereshefsky and Reydon (2015, 2021), 
and Magnus (2012), are too quick to assume that similarity amounts 
to “superfi cial similarity” or, more precisely, to intrinsic similarity. For 
there does not seem to be any principled reason not to count “shared 
history” or “shared ancestry” among the relevant properties that mem-
bers of a (dimorphic) species share, and thus among the properties in 
virtue of which they can be considered to be signifi cantly similar. More-
over, not only are these extrinsic similarities relevant from the point 
of view of evolutionary biology, but crucially for our purposes, they 
ground many important inductive generalizations. This point is vividly 
made by Chakravartty (Forthcoming: 6) who, against Ereshefsky and 
Reydon, insists that the focus of biological taxonomy on ancestry is not 
in tension with highlighting inductively powerful categories. Quite to 
the contrary, the aim is still to make inductive inferences.

Khalidi (2021) too, in investigating the aptness of etiological kinds 
as natural kind candidates, also suggests that these kinds, character-
ized by sharing diachronic properties—a subtype of extrinsic proper-
ties—support retrodictions (i.e. predictions of the past), which are a 
particular form of projection. He says: “For instance, if we identify a 
rock as a meteorite based on its fusion crust, we can infer that it had 
an extra-terrestrial origin and a certain causal trajectory through the 
earth’s atmosphere” (2021: 14). Similarly, if we identify an organism as 
a Linophryne arborifera, we can infer, for instance, how closely related 
it is to another given organism. Faced with these considerations, I ar-
gue that we have reasons to think that Linophryne arborifera, as well 
as other polymorphic species, will support many important retrodic-
tions involving their evolutionary history (e.g. evolutionary closeness 
to other species, developmental pathway, etc.).

Additionally, as if acknowledging these shared diachronic similar-
ities were not enough to defend Linophryne arborifera’s status as a 
signifi cantly projectible category, notice that members of this species 
also share relevant synchronic properties related to their impact on 
ecosystems, their habitat, and even their morphology. Interestingly, 
even Magnus acknowledges that members of this species category 
share important morphological traits (Magnus references Pietsch 
(2009: 24–30) as providing an extended account of morphological traits 
shared by both morphs). Somewhat surprisingly, though, Magnus does 
not seem to take these morphological similarities into consideration 
when it comes to assessing the projectibility of the category. The reason 
for this, he suggests, is that the “properties of males are insuffi cient 
to diagnose species” (Magnus 2012: 161). This consideration, however, 
even if true, does not jeopardize the projectibility of the category as a 
whole. For, independently of whether the morphological traits of males 
are enough to individuate the species or not, inasmuch as both morphs 
share morphological properties that are relevant from a biological 
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standpoint, these shared similarities contribute towards making the 
species category more projectible in the relevant sense.23

Overall, these considerations suggest that Magnus overestimates 
the impact of the divergent female and male morphologies on the pro-
jectibility of polymorphic species categories such as L. arborifera. As 
such, I conclude, contra Magnus, that it is not true that “if one were 
simply looking for projectible predicates, then the species would not 
be relevant at all” (2012: 160), and that L. arborifera is signifi cantly 
projectible (in the specifi c non-trivial sense specifi ed above).

Finally, it could perhaps be argued that Magnus’s case against pro-
jectibility-based accounts is not only based on the idea that this catego-
ry is weakly projectible—which, as we just saw, seems doubtful—but, 
additionally, on the claim that projectibility is not the relevant feature 
in virtue of which different domains of biology favor this category. More 
precisely, Magnus suggests that the rationale for grouping together the 
members of a (dimorphic) species is not similarity or projectibility but, 
instead, explanatory considerations. He says: “Explanatory consider-
ations identify L. arborifera as a legitimate taxon, even if it is not an 
inductively robust category” (2012: 162). The picture Magnus presents, 
then, is one where explanatory considerations are in tension with, and 
(sometimes) prioritized over, similarity and projectibility.

This view, however, is not without controversy. As Miles MacLeod 
(2014) suggests in his review of Magnus’s monograph, not only does 
Magnus provide no account of what makes a kind explanatory qua kind 
but, moreover, “it is also arguable that what grounds a kind as explana-
tory is similarity among its members in the fi rst place” (MacLeod 2014: 
337). Importantly for our purposes, if something along the lines of Ma-
cLeod’s view is correct, then, by emphasizing the explanatory value of 
L. arborifera, Magnus would not thereby discount its projectibility but, 
quite to the contrary, provide further reasons in favor of this category 
being projectible in the relevant sense.

Notice that Magnus’s own example seems to point in this direction. 
Indeed, we have seen that he identifi es as explanatorily relevant the 
fact that members of Linophryne arborifera have a common causal his-
tory. But, if the above considerations are on the right track, focusing 
on a common causal history amounts to focusing on similar extrinsic 
properties. In this sense, his example does not involve any tension be-
tween explanatoriness and projectibility but, instead, a case where both 
dimensions are grounded in the extrinsic similarities of the category. 

Accordingly, I conclude that Magnus’s case does not succeed as a 
counterexample to projectibility-based accounts of naturalness. I have 

23 To draw a simple comparison, consider two important shared morphological 
similarities of tigers: having stripes, and having four legs. It is clear that these two 
morphological properties by themselves are not enough to individuate the species 
(i.e. Panthera tigris). Still, these similarities contribute towards making the tiger 
category more projectible. The same goes, I suggest, for more extreme cases of 
dimorphic species such as Linophryne arborifera.
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argued that, in virtue of their intrinsic and extrinsic similarities, the 
categories that correspond to polymorphic species support many rel-
evant inductive generalizations. Moreover, I have shown that even if 
Magnus is right in his claim that the rationale for grouping polymorphic 
organisms under a single species category is the explanatory potential 
of the resulting category, this does not pose a challenge to its projectibil-
ity but, quite to the contrary, provides further reason not to doubt it.

7. Conclusion
In this paper I have put forward an original view according to which the 
naturalness of a kind is to be identifi ed with its degree of projectibility. 
Although projectibility has traditionally been given a prominent role in 
natural kind theories, the current proposal departs from other theories 
in singling out no other additional condition for naturalness. As such, 
a distinctive characteristic of Bare Projectibilism is that, by identifying 
naturalness with a gradual property such as projectibility, the notion 
of naturalness itself becomes one of degree. Rather than constituting 
a shortcoming of the view, I have argued that understanding natural-
ness in a gradual way not only appropriately counters the relevant no-
tion of arbitrariness but, moreover, brings important advantages over 
dichotomic alternatives. Finally, I have addressed objections involving 
potential counterexamples to a projectibility-based account.
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A Tension in Some Non-Naturalistic 
Explanations of Moral Truths
MAARTEN VAN DOORN
Radboud University, Nijmegen, Netherlands

Recently, there has been some excitement about the potential explanatory 
payoffs the newish metaphysical notion of grounding seems to have for 
metaethical non-naturalism. There has also been a recent upsurge in the 
debate about whether non-naturalism is implausibly committed to some 
acts being wrong because of some sui generis piece of ontology. It has, 
in response, been claimed that once we have a clear enough picture of 
the grounding role of moral laws on non-naturalism, this is not (objec-
tionably) so. This move, I argue, is inconsistent with certain constraints 
on what non-naturalist-friendly moral laws must be for them to do the 
explanatory work non-naturalism requires of them elsewhere. In other 
words, there is tension between the grounding reply to the supervenience 
objection and the grounding structure implied by some responses to the 
normative objection.

Keywords: Non-naturalism; meta-ethics; grounding; moral justifi -
cation; moral explanation.

1. Introduction
According to metaethical non-naturalism, there are moral properties 
and facts that are objective (mind-independent) and metaphysically 
robust (the non-naturalist’s notion of moral properties and facts car-
ries ontological commitment).1 The nature of these robust properties 
(including relations) is aptly characterized in terms of inherent, au-
thoritative guidance. That makes them sui generis, non-natural and (in 

1 Hence the difference with so-called ‘quietist’ or ‘non-realist’ versions of moral 
non-naturalism: these views (seek to) avoid this ontological commitment (Parfi t 
2011, 2017).
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some sense) isolated from the causally effi cacious properties that shape 
the content of our beliefs about the empirical world. 

Put like this, the claim that normative properties are non-natural, 
serves as a theoretical claim about the metaethical status they have to 
possess if—as non-naturalism sees things—our theories are to capture 
a robust sort of ethical objectivity and normativity. They will have to 
be non-natural facts and properties because they must be irreducibly 
evaluative (cf. Fitzpatrick 2018: 554).

Stephany Leary (2016: 8), for instance, writes that “[Non-natural-
ism] takes the very nature of these properties to involve something 
like to be promoted-ness or to be considered-ness (or to be doneness, 
as Mackie (1977) says), so that they objectively ‘call out’ for certain 
responses in us.” For example, the non-naturalist may take being right 
to be a sui generis normative property and stipulate that the essence 
of being a happiness-maximizing act involves being right. In that case, 
since the essence of being a happiness-maximizing act involves a sui 
generis property, it is itself a normative property. 

Generalizing, the view is that some acts and states of affairs have 
a primitive feature of normativity; and it is this primitive feature that 
privileges them from the point of view of reality.

Now, the worry goes that this, as David Enoch (2021: 1691) writes, 
commits non-naturalism to conditionals like “if human pain and dog 
pain have no non-natural property in common (seeing that human pain 
is intrinsically bad, and that intrinsic badness is on my view a non-
natural property), dog pain is not intrinsically bad.”

Among others, Melis Erdur (2016), Matt Bedke (2020), Max Hay-
ward (2019) and Shamik Dasgupta (2017) have recently emphasized 
that the reasons explaining, say, the wrongness of genocide have to do 
with pain and suffering and not non-natural properties. So, they argue, 
if non-naturalism is committed to the thought that the wrongness of 
genocide is ultimately the distribution of some causally ineffi cacious 
non-natural properties, that does not seem good for non-naturalism.

Proponents of the view recognize this, and have developed various 
responses. Those often revolve around various roles grounding laws 
play in the non-naturalist’s framework. At this juncture, there is, I be-
lieve, an interesting and unnoticed connection between this newer com-
plaint about non-naturalisms fi rst-order moral implications on the one 
hand and metaphysical worries that have traditionally surrounded the 
view on the other. For it has also been tried, recently, to meet that sec-
ond set of concerns by marshalling grounding laws to do certain work. 
There is reason to think however, as I argue in this paper, that the 
grounding reply to supervenience is inconsistent with some replies to 
the normative objection.

I proceed as follows. In section 2, I present the normative objec-
tion in more detail. Here I’ll also introduce the family of responses to 
it that I think are incompatible with the grounding reply to the su-
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pervenience objection. I take up that traditional metaphysical quibble 
about supervenience in section 3, where I also outline the grounding 
response and why it seems very natural one for the non-naturalist to 
give. But, I show in section 4, because it requires that moral laws play 
an explanatory role vis-à-vis the distribution of moral properties, it im-
poses constraints on what they can be. In section 5, I argue that these 
constraints are inconsistent with non-natural ontology playing no role 
in moral justifi cation on non-naturalism, and thus with some responses 
to the normative objection.

2. The normative objection and No Partial Grounds
Non-naturalists are typically reluctant to accept the metaphorical 
charge that their sui generis properties fl oat around in the ether. This 
is strongly suggested by their denial that these properties are super-
natural properties, though the line between non-natural properties 
and supernatural properties is notoriously diffi cult to draw (Väyrynen 
2018). Nevertheless, facts about these non-natural properties are the 
truthmakers of normative beliefs, like astronomical facts are the truth-
makers of beliefs about celestial objects. So understood, then, the non-
naturalist’s claim is that there are correct answers to ethical questions 
insofar as there are ways of living that are objectively favored by the 
patterning of these non-natural properties. Indeed, many non-natural-
ists have recently adopted metaphysicians’ talk of being joint-carving, 
or elite, and interpret the question of which normative concepts are the 
right ones to use as one of which normative concepts are joint-carving 
(Eklund 2019: 3).

This is thought to give the view certain advantages in accounting for 
strong moral objectivity in cases of (hypothetical) normative disagree-
ment. Consider how Enoch and McPherson (Enoch and McPherson 
2017: §6; Enoch 2011: §5.3; McPherson 2011) put it in terms of reasons 
and ‘schmeasons’. They ask us to consider two linguistic communities: 
the ‘reasoners’ and the ‘schmeasoners,’ both of which have a certain 
term (‘reason’ and ‘schmeason’, respectively) that they take to be cen-
tral to their normative practices. And in each community, the thought 
experiment continues, there are sophisticated practices of criticism and 
evaluation that use the relevant term. The reasoners and schmeason-
ers, however, have reached quite deviating substantive views in their 
respective best overall accounts of their common-sense judgments and 
intuitions. And if we suppose that these practices are coherent, and 
constitute their own domains, then both communities might be func-
tioning quite well relative to their respective domains. Unfortunately 
for the schmeasoners, it is bad that they are sensitive to schmeasons 
rather than reasons. This, unfortunately for the reasoners, seems to 
be an objection that can be raised perfectly symmetrically from within 
each of the two domains. For the schmeasoners can urge it is ‘schbad’ 
that we respond to reasons rather than schmeasons. 
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Here non-naturalists suggest that their metaphysically committed 
realism is the only way to capture what we intuitively want to say, for 
only the non-naturalist can say that only the reasoners track the nor-
mative structure of reality. After all, if there are no mind-independent 
moral facts, it’s not possible to be wrong about these facts either. And 
then there might be nothing we could tell the schmeasoners about why 
their ideas about what reasons she has are mistaken. This means that 
the disagreement has a worrying symmetry. However, this violates the 
way we normally think about moral disagreement as being asymmetri-
cal. When two people make confl icting normative judgements, at most 
one of these judgements is correct.

Because of such considerations, on the fl ip side, it has seemed to 
many that a very natural reading of non-naturalism is that non-nat-
ural facts and properties are higher-level reasons why (cf. Väyrynen 
2021) and as such fi gure in moral justifi cation. Along these lines, for 
example, Erdur (2016) has argued that metaethical views terminate 
chains of substantive moral why-questions, and as such must be sub-
stantively moral themselves. Once a question is asked about an ab-
stract normative theory, the appropriate next step, according to Erdur, 
is to ascend to the level of metaethics. Metaethical theories, therefore, 
may naturally be heard as very general substantive moral claims about 
why (in the end) right things are right and wrong things are wrong. 

Like Erdur, many have interpreted the way non-naturalism locates 
the source of normativity in a realm of non-natural facts as a com-
mitment to the thought that what ultimately accounts for the wrong-
ness of, say, genocide is some non-natural part of the universe. Because 
according to that line of thinking, conformity to the facts about the 
distribution of certain inherently normative non-natural properties 
constitutes the moral bottom line. So the wrongness of anything is con-
ditional on the distribution of these properties (Erdur 2016: 597). 

Hayward (2019) has relatedly argued that non-naturalism in his 
version of the normative objection makes us counterfactually condi-
tionalize our world-directed moral beliefs on the existence and pattern 
of non-natural facts. But, says Hayward, it seems misguided to ac-
cept this conditional—to accept the moral judgment that you ought to 
change your moral judgments to match how certain non-natural prop-
erties pattern (rather than to match what causes happiness, avoids 
suffering, etc.). One should not, for instance, change one’s mind that 
pleasure is good and pain bad simply because there is no non-natural 
property that one has and the other lacks (and vice versa). Indeed, this 
engenders a strange skepticism on which for all we know, our moral 
system does everything we want of it—it promotes happiness and mini-
mizes suffering, and so forth—but actually was really false. If a failure 
to correspond with non-natural moral reality falsifies the moral views 
of alien ethical cultures, every positive moral view, however central to 
our culture, would be falsified by the complete and total absence of non-
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natural facts. The consequential Parfi tian claim that pain, happiness, 
suffering, and the like, lack value if naturalism is true seems wrong-
headed. Our norms of moral evidence legislate that such metaphysi-
cal considerations about a non-natural realm could not in principle be 
relevant to the question of whether I ought to comfort my suffering 
partner, or whether anything matters.

This objection will seem incoherent to some non-naturalists. They 
might say: “The non-naturalist’s view is that non-natural property 
NN1 is the property goodness, and that information about non-natural 
properties NN1…NNn is information about morality. It’s obvious that 
we should promote goodness and be moral. Hence it’s obvious that we 
should promote NN1 and act according to NN1…NNn.” Indeed, the non-
naturalist will object I’m begging the question—it’s only by treating 
non-naturalist claim as false that the outlined objection is coherent. 
NN1, NN2, and so forth, are ex hypothesi normative properties and 
facts. So, information about their patterning cannot be non-normative 
information. Rather, NN1 is, for example, information about an act’s to-
be-doneness. And it’s incoherent to claim that having the non-natural 
property of, e.g., to-be-doneness settles nothing about an act’s to-be-do-
neness. The non-naturalist’s view is that one can’t disentangle reasons 
and non-natural properties like that. When we get information about 
the latter, we get information about reasons and requirements—not 
about some kind of stuff.

I won’t disagree that it’s obvious that we should promote goodness. 
But as Dasgupta (2017: 301) has pointed out, this puts a constraint on 
what goodness is. Whatever it is, it had better be something we should 
promote. Consider, by way of analogy, the following toy theory of oxy-
gen: that oxygen is a colorless, odorless, and tasteless gas of which an 
adult human at rest inhales about two grams per minute. This then 
puts a constraint on a chemical theory of oxygen: whatever chemical 
substructure constitutes oxygen, it had better behave as the thingy 
that living organisms breathe. If someone claimed that oxygen is the 
element zinc (Zn), we can object that bodies of zinc are, most press-
ingly, not the thingy that organisms breathe (nor are they colorless 
gasses). Posit any chemical substructure you like, but don’t call any 
of them ‘oxygen’ unless you’ve already shown it’s the thing that living 
organisms breathe. That would not, Dasgupta claims, be playing fair.

Similarly, to play fair, the non-naturalist must fi rst establish that 
we should promote any sui generis non-natural property before it’s fair 
to call this property ‘goodness’. She should not call any alleged feature 
of reality ‘goodness’ until she has already shown that she has some-
thing you should promote or upon which we should conditionalize mor-
al commitment. She should not simply assume that the non-natural 
properties she claims exist are the ones that we are talking about when 
we ask the relevant normative questions. It must fi rst be shown that 
certain non-natural properties are obedience-worthy before they them-
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selves are worthy of the name ‘morality’. It must fi rst be shown that 
any non-natural properties bear on what we have reason to do before 
proposing that truths about the patterning of these properties deserve 
the title ‘normative truths’.

This gives the normative objection its bite: non-naturalism posits 
natural facts and laws about the distribution of certain non-natural 
properties as joint grounds of particular moral facts. But there’s a 
strong intuition that moral facts should not be grounded in thus depen-
dent on the patterning of causally ineffi cacious non-natural properties. 
We should not leave our “fi rst-order views hostage to a non-natural 
realm”, as Bedke (2022: 13) puts it. There have been many responses 
to this normative argument against non-naturalism (Blanchard 2020; 
Horn 2020; Enoch 2021). In this paper, I focus on one of them. I call it: 
No Partial Grounds.

According to this response, we should not see non-natural proper-
ties and laws about their patterning as doing any morally justifi catory 
work (see e.g., Chappell 2019). Non-natural properties, it is claimed, 
are not the entities that make acts wrong, nor are they the ultimate 
explanation of, e.g., the wrongness of genocide.2 So ipso facto general 
facts about their patterning do not enter into a grounding relationship 
with particular moral facts. Rather, the view is that facts like ‘pain 
and suffering make genocide wrong’ constitute the moral reality real-
ists accept: “If there are facts about which actions are right and wrong, 
and facts about what makes those actions right or wrong, and these 
facts do not constitutively depend on the endorsement of any actual or 
hypothetical agent, it is plausibly these facts themselves which (at least 
partially) constitute moral reality” (Horn 2020: 347). But these facts 
about what makes acts wrong don’t depend on principles about the pat-
terning of a non-natural realm, as the normative objection has it.

Consider, for illustration, the contrast with a Divine Command The-
ory. Suppose someone offers a theory according to which the expres-
sions of some creature are obedience worthy. Suppose she further says 
there’s no explanation for why this creature and those utterances of her 
have that normative role. We would say her account is crucially incom-
plete, and insist on an explanation. According to No Partial Grounds, 
the air of incompleteness that surrounds this toy DCT derives from 
how it makes facts about action-guidingness not metaphysically fun-
damental, but grounds them in non-normative facts about some crea-
ture’s will. If that’s the structure of your normative theory, you owe 
people an explanation of why they ought to listen to that particular 
creature. Non-naturalism, by contrast, has a different structure be-
cause it conceives of facts about action-guidingness as metaphysically 

2 Even though, as Horn (2020: 349) admits while defending non-naturalism, 
“In fairness … [non-naturalists] have sometimes characterized their own views in 
ways that sound like they are making substantive commitments about what makes 
actions wrong.” See, for example, Erdur’s (2016: 600) discussion of Shafer-Landau 
and Enoch.
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fundamental, not grounded in anything. Hence there’s no explanatory 
gap to be fi lled. 

The normative objection, the idea is, only takes off because we incor-
rectly assume that non-natural properties and principles about their 
distribution are Partial Grounds of moral facts. But this is not so, since 
the normativity of something like pain is itself a non-natural fact but 
is fully grounded in the natural pain-facts. So there’s no implausible 
dependence on the patterning of properties in a non-natural realm. 

However, Partial Grounds is exactly what the grounding reply to 
the supervenience objection presupposes. This makes denying it costly 
for the non-naturalist.

3. The grounding role of moral laws
Assume we ought to give more to combat drought. Why is this so? Well, 
because of (the natural facts about) the suffering of all those starving 
to death and their loved ones, and the (natural) fact that giving more 
will alleviate it, presumably by increasing reliable access to food. Are 
these natural facts enough for grounding the duty? Well, if natural 
facts are moral facts’ full ground, then it seems counterintuitive to say 
that moral facts are, at the same time, sui generis, very different from 
natural facts. How can they both be fully grounded in natural facts and 
also be discontinuous with them?

Indeed, it is standard that non-naturalism seems committed to the 
claim that at least one moral fact is not fully grounded in non-norma-
tive, natural facts. Where, intuitively a full ground is enough on its own 
to ground what it grounds, and a mere partial ground isn’t enough on 
its own to ground what it grounds. Non-naturalists of course agree that 
atomic normative facts are always somehow grounded in the natural 
facts, but insist that this connection does not amount to a full meta-
physical ground. The challenge for the non-naturalist is to give some 
positive account of this connection.

A natural idea is that general laws play a role in metaphysically 
grounding particular moral facts. On this view, particular normative 
facts are metaphysically grounded in the relevant natural facts togeth-
er with general normative principles connecting the two. What makes 
it the case that we ought to give humanitarian aid, it is very natural to 
say, is suffering, and that we ought to alleviate suffering when we can.

Nothing blocks non-naturalists from holding that particular things’ 
non-normative properties partially explain their normative properties. 
But for the non-naturalist, such cases must, on this proposal, involve 
some further moral law that is part of the ultimate explanation in 
these cases. For example, if Donald is bad because he’s a liar, it seems 
Donald’s being a liar explains (in the immediate sense) his being bad. 
But this is true, for the non-naturalist, only because (say) it is an in-
dependent normative fact that being a liar makes one bad. Ultimately, 
Donald’s badness depends not just on his being a liar, but also on that 
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normative fact.
Gideon Rosen (2017b: 138; cf. Maguire 2015: 194) calls the result-

ing view Bridge-Law Non-Naturalism: “Whenever a particular action 
A possesses a normative property F, this fact is grounded in the fact 
that A satisfi es some non-normative condition φ, together with a gen-
eral law to the effect that whatever φs is F.” Particular ethical facts 
obtain in virtue of more general ethical facts together with pertinent 
non-ethical facts. For example, the full explanation of why an action 
was wrong involves two kinds of facts: (i) a particular natural fact—you 
lied—and (ii) a general connecting grounding fact—for all act acts, if it 
was a lie, it was wrong in virtue of being a lie. Fundamental normative 
principles are metaphysically prior to particular normative facts and 
help ground them.

In this way, grounding explanations have been said to resemble cov-
ering-law explanations (Rosen 2017a: 285). This gives us a tripartite, 
law-based view of grounding explanations as model for moral explana-
tions:
Grounds: particular natural fact(s).
Law: general explanatory grounding law about what grounds what.
Explanandum: particular normative fact.
Several reasons have been noted why non-naturalists should accept a 
picture like this. Indeed, David Enoch acknowledges there are “theoret-
ical reasons to think that Robust, non-naturalist, Realism needs moral 
principles to do serious grounding work.” And Selim Berker (2019: 913) 
even contends that “the very tenability of [the non-naturalist’s] meta-
normative view depends on something like [Partial Grounds] being 
true.”

In particular, one important motivation for non-naturalist’s ascend-
ing to this picture has been that it offers a swift reply to traditional 
supervenience worries. Moral facts, according to this response to the 
supervenience challenge, supervene on non-moral facts because moral 
facts are made the case by non-moral facts. The supervenience of the 
moral on the natural is explained by an ‘underlying’ grounding rela-
tionship in which the natural properties non-causally make some en-
tity have some normative property. Grounding is supposed to deliver 
exactly the deeper metaphysical explanation that the supervenience 
challenge asked for.3 The supervenience of the moral properties on the 
base properties is explained by the fact that the base properties ground 
the moral properties. As Ralf Bader (2017: 116) puts it:

[Positing a grounding relation ensures] that there is dependent-variation 
of the grounded properties on their grounds. A grounding relation explains 

3 Wielenberg (2014: 33) is one example of a non-naturalist giving this reply. In 
replying to Railton (2017: §7), Parfi t (2017: 106) does it too, although he seems to 
deliberately avoid the word ‘grounding’. See also Bader (2017: §4), Berker (2018: §2), 
Enoch (2019: 4), Leary (2016), Roberts (2018: §4), and Rosen (2017b, 2020) on the 
role of grounding in replying to the supervenience objection.
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why that which is dependent, namely the normative, varies with that on 
which it depends, namely the non-normative. The grounding of normative 
in non-normative properties implies the supervenience of the former on the 
latter, thereby allowing us to discharge the explanatory burden that is in-
curred when positing the supervenience of the normative positing a ground-
ing relation ensures that there is dependent-variation of the grounded prop-
erties on their grounds.

One might now ask what, in turn, grounds the laws. Typically, ground-
ing explanations are mediated by essences. That is, in the paradigm 
cases, whenever A grounds B, there exists an item (or items) whose 
nature ensures that every A-like fact grounds a corresponding B-like 
fact (cf. Litland 2015).

However, the non-naturalist’s key thought is that the essences of the 
normative properties do not in general fi x the true general principles 
on which they fi gure, some of which are thus genuine synthetic laws 
about which metaphysicians who know the essences of moral proper-
ties can disagree (Rosen 2017b: 146). In other words, non-naturalism 
holds that the essences of normative properties do not in general fi x 
non-normative necessary and suffi cient conditions for their instantia-
tion. That would entail that the natures of the normative properties 
and relations, collectively or taken one at a time determine naturalis-
tic necessary and suffi cient conditions for their application. But that 
would make them natural properties (Rosen 2017a: 291). To claim it is 
in the nature of the normative that some non-normative facts ground 
some normative facts is a distinctly naturalistic claim (Rosen 2017b: 
291). Ethical non-naturalism, by contrast, is the view that in at least 
one case, the essences of the normative properties fail to determine 
naturalistic necessary and suffi cient conditions for their application. 
This is why, as Rosen (Forthcoming: 12, my emphasis) writes, non-
naturalism needs its principles:

The naturalist’s key thought, it seems to me, is not that each normative 
property is separately defi nable in non-normative terms. It is rather that 
the normative facts are fi xed by the wholly non-normative facts (e.g., facts of 
physics and psychology) together with the natures of the normative proper-
ties and relations. On this sort of view, anyone who knows the non-norma-
tive facts is in a position to derive the ethical facts provided she also knows 
what it is for an act to be right, good, rational, etc. The non-naturalist’s 
distinctive commitment is that someone who knew the natural facts and 
the essences might still be in the dark about the synthetic principles that 
connect the normative facts to their non-normative grounds.

In other words, non-naturalism holds that the essences of normative 
properties do not in general fi x non-normative necessary and suffi cient 
conditions for their instantiation.

On this picture, particular ethical facts obtain in virtue of more gen-
eral ethical facts together with pertinent non-ethical facts. And as we 
ask what grounds those ‘synthetic principles’, general normative laws 
will fi gure at every step. The regress could conceivably be infi nite. But 
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more likely is that it will terminate in fundamental laws: the supreme 
principles of normativity. On the non-naturalist picture, there is thus 
an elite set of metaphysically necessary true moral laws that are the 
ungrounded normative facts upon which all the other normative facts 
rest. 

Appealing to grounding in order to explain the distribution of moral 
properties, then, is incomplete without an account of the “synthetic 
principles” that conspire with the underlying natural facts to ground 
the particular moral facts and explain moral supervenience.

Specifi cally, the non-naturalist needs to show that laws are able to 
play the metaphysical grounding role given to them. On her account, 
moral principles are themselves part of what explains why individual 
actions have the moral properties that they do. But, as I will explain 
shortly, not everything that they could be like would be able to do this. 
This means that the viability of the grounding response to explanatory 
worries surrounding non-naturalism depends on an account in which 
moral laws can and do play a determining role vis-à-vis the distribution 
of moral properties. Which is inconsistent with the No Partial Grounds 
reply to the normative objection.

4. What non-natural moral laws must be like to ground
 How can Principles as Partial Grounds have the far-reaching conse-
quences Berker talks about? As we saw, a central commitment of non-
naturalism is that there are “synthetic principles” connecting the natu-
ral to the moral: there are true normative principles as ungrounded 
normative facts, upon which all other normative facts rest. Such (fun-
damental) normative principles are metaphysically prior to particular 
normative facts, which they help to ground. Yielding a picture on which 
these (non-natural) laws don’t play a role in making moral facts the 
case, but on which moral facts are fully grounded in natural facts in-
stead, seems at odds with non-naturalism. This is because if the full 
ground of moral facts includes only natural facts, moral facts no lon-
ger seem to have their own radically different, sui generis, non-natural 
metaphysical category. So if moral laws are not partial grounds, there 
seems to be no reason to believe that moral facts are not natural facts. 

To support my claim that not everything they can be like allows 
them to play this role, I start by giving two examples to show why not 
everything that moral laws could be like would allow them to play the 
role the non-naturalist needs them to play. 

Since this required role is explanatory, the principles cannot, fi rstly, 
be mere regularities. The mere fact that all As are Bs cannot explain 
the fact that a given A is B. Rather, they have to be proper laws: gener-
al facts that account for their instances and are not explained by them. 
For a general connecting principle—between, e.g., suffering-facts and 
duty-facts—to fi gure in the grounds is for it to govern its instances. 
And for a principle to govern its instances is to be part of what makes 
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any instance obtain. And the only ones that can on pain of circularity 
govern their instances are ones that are not plausibly grounded in their 
instances.

To see the point about circularity, suppose the general fact that if 
something A-like obtains, so too does something B-like is made true, at 
least in part, by its instances—by that A-like thing and B-like thing, 
and that one, and so forth. But then if the general principle is included 
in the grounds of ordinary grounded facts, each instance is also partly 
grounded in the generalization. Each instance is partly grounded in 
the generalization, and the generalization is partly grounded in each 
instance. This violates the asymmetry of grounding.

So, moral laws cannot be mere regularities because they have to be 
prior to their instances in the metaphysical grounding order. A second 
thing they cannot be is mere, as it were, epistemic scaffoldings. On this 
view, it is not moral truth itself, but our epistemic capacities and limi-
tations that necessitate postulating moral laws. Sean McKeever and 
Michael Ridge, for example, can be understood as having a view along 
these lines. They defend moral generalism as a prescriptive thesis, ar-
guing that principles are guides in moral thought and discourse, and 
that the prominent role these guides play in our practices is what ne-
cessitates our commitment to them (McKeever and Ridge 2006: 177–8). 

This point about the epistemic or practical need for general principles, 
however, is not enough for the non-naturalist purposes. She must also 
show that the principles actually determine the moral facts. What is 
required is an account of how laws manage to have this explanatory 
power. Arguing that moral laws are required for an epistemically sat-
isfying story about why, for example, suffering-facts ground duty-facts, 
does not suffi ce for defending their role in a metaphysically complete 
story about this grounding relationship.4

Why not? The problem is that, for Principles as Partial Grounds 
to be true, moral laws can’t be mere descriptions of metaphysical de-
pendence relations. On such a view, true moral principles track the 
natural-moral metaphysical dependence relations obtaining ‘out there’. 
For example, the statement “I promised to F” explains the statement “I 
am obligated to F” in virtue of a metaphysical dependence relation that 
exist between obligations and promises. This view of moral laws, how-
ever, would have laws be describers of metaphysical explanation, rath-

4   A possible reply is that, maybe particular ethical facts can be fundamental 
in the metaphysical grounding order. For example, ‘the pain and suffering of this 
genocide makes it wrong’ would be an example of a fundamental non-natural fact 
that constitutes moral reality. An argument against that view is that it’s at odds 
with a central feature of ethical practice: we normally think that moral explanation 
presuppose general principles. We can refute a moral explanation of the form 
‘it’s wrong to push the fat man because doing so is φ,’ by citing a merely possible 
counterexample to the implied general law: whatever φs is wrong. This shows that 
the moral law implicit in the explanation is not a mere regularity, but rather a 
modalized generalization of some sort.
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er than themselves explanatory (in the right kind of way, as I outline 
below). This is to play an epistemic role only, namely to direct towards 
the underlying metaphysics, without being part of the metaphysics—
without helping to make the connection between promises and obliga-
tions obtain (Kim 1994: 67–8). Each instance of, e.g., wrongness is then 
fully explained by a particular natural fact. This amounts to saying 
that the full ground of moral facts are natural facts. This amounts to 
saying that the full ground of moral facts are natural facts—which is 
not non-naturalism.

On that view, the law needs to be an additional, more fundamen-
tal entity in the explanation that explains—is responsible for—any 
emergent regularity between, e.g., promises and obligations. This cor-
responds to the non-naturalist thought that there exists a metaphysi-
cally robust moral realm, conformity to which is the ultimate standard 
for right and wrong (cf. Erdur 2016: 598).

To recapitulate, moral laws can’t be grounded in the particular 
moral facts they subsume, since to the contrary, those particular facts 
are partly grounded in the laws. Moreover, we aren’t after epistemic 
justifi cation for a belief that a particular moral fact obtains given that 
a particular natural fact obtains. On that role, moral generalizations 
only license certain natural-moral inferences, but their explanatory 
power is derivative from the metaphysical dependence relations they 
depict rather than make the case.

Instead, we want to know what underwrites such inferences li-
censed by the generalizations. For this, we need the sort of explanation 
that gives an account for why things are the way they are. 

Now, what must moral principles be like for them to do this work? 
What must moral laws be like such that the grounding role it assigns to 
moral principles as an additional entity in the explanation of particular 
moral facts can be vindicated?

First desideratum: in order for these laws to play a role that’s meta-
physically explanatory, they must play a (non-causal) determining role 
regarding the distribution of moral properties (the analogy would be 
non-Humeanism about the laws of nature where they play a determin-
ing role in making events come about). If moral laws are to do ground-
ing work, they need to be partly responsible for the moral facts they 
help to ground. That’s just what it is to have a metaphysically explana-
tory role. Principles must not only “explain what is true in particular 
cases without determining it,” they must “determine what is true and 
explain it” (Dancy 1983: 533).

So, one thing the non-naturalist’s account of moral laws must ac-
commodate is that they must be responsible for particular moral facts. 
They must make the facts obtain. Before unpacking other desiderata of 
the non-naturalist account of moral laws, I want to point out an inter-
esting implication of this.

As a rule, that which is grounded is ontologically dependent on 
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its grounds. On the view we’re considering, moral laws are needed to 
ground particular moral facts. It follows these facts are ontologically 
dependent on moral laws, and would not obtain without the law obtain-
ing. For example, without a general fact according to which suffering is 
bad, the relation between particular facts about suffering and particu-
lar facts about badness would not obtain. The facts about suffering and 
the moral law are both required to fully account for the facts about bad-
ness. Now, without any moral law, no moral fact would obtain. There 
being wrongness at all, thus depends (in part) on there being moral 
laws. For all its apparent boldness, it’s hard to see how there could 
be an account on which moral laws do metaphysical grounding work 
that does not have this implication (on the laws of nature analogy, two 
objects attract each other with the force they do in part because of the 
masses they have and the distance between them, and in part because 
of the law of universal gravitation).

What other positive desiderata does the non-naturalist account of 
moral laws need to meet? Well, since they enter intro grounding re-
lations, they must be facts. And since they have moral content, they 
are moral facts. Now, according to the non-naturalist, moral facts are 
mind-independent. That is, they are facts about the world. Thus, the 
claim that giving to charity is good represents the world as being a 
certain way, and if that claim is true, that is in virtue of a certain kind 
of worldly fact: that giving to charity is good. Similarly, if it is true that 
giving to charity alleviates suffering, this is so in virtue of some other 
worldly fact. Now consider a moral principle: giving to charity is good 
because it alleviates suffering. This seems to be true as well. But if we 
accept that giving to charity alleviates suffering and giving to char-
ity is good are both worldly facts, to say that giving to charity is good 
because it alleviates suffering is to say that one worldly fact obtains 
because another worldly fact obtains. Because this ‘because’ relation 
holds between two worldly facts, this ‘because’ relation seems like it 
must, itself, be worldly (yet non-natural). And the same for other moral 
laws. For the non-naturalist, moral laws are mind-independent aspects 
of the world, the truthmakers of claims where a moral property is sup-
posed to obtain because some natural property obtains.

The fi nal desideratum is that moral laws need to supply a neces-
sary connection between distinct existences. Since that is how the non-
naturalist conceives of the natural and the moral. To meet this, the 
non-naturalist simply asserts there can be necessary relations between 
distinct existences, at least when the distinct existences are normative 
on one side, and natural on the other (Enoch 2011: 147). The moral 
laws, to be understood as extra, sui generis facts about the world, ‘hook 
them up’. The non-naturalist does not have an answer to how this could 
be, but denies she has to give one. The non-naturalist is indeed commit-
ted to something brute, but the bruteness, she claims, is exactly where 
it’s supposed to be. So it’s not (really) costly. After all, one might think, 
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something has to be fundamental, and necessary laws seem like good 
candidates. They are metaphysically basic, where reality starts out, by 
defi nition having no full metaphysical explanation. Fundamental laws 
governing the natural-normative grounding relation are a metaphysi-
cal fundamental explainer, on a par with, e.g., the constitution rela-
tion. Simply not the sorts of things that can, in principle, have a meta-
physical explanation. Rock-bottom grounding relations are explainers, 
not things that need to be explained.

This ends our search for an answer to the question what moral laws 
must be like for Principles as Partial Grounds to be vindicated. They 
must be sui generis worldly facts about what grounds what, the most 
fundamental of which are ontologically basic. Next to being facts about 
what grounds what, they must be responsible for the particular moral 
fact they help to ground.5

5. Why this picture of moral laws is inconsistent with 
denying that sui generis ontology plays a role in moral 
justifi cation

With all this in place, it’s not hard to see why Partial Grounds en-
tails that non-naturalism has sui generis ontology play a role in moral 
justifi cation. It follows from that picture that moral laws not just de-
scribe particular moral facts, but make them the case. And on non-
naturalism, moral laws just are sui generis items that occur in one’s 
ontology. So it falls straight out of Principles as Partial Grounds and 
the defi nition of non-naturalism that non-natural ontology plays such 
a role in moral justifi cation.

One might object that grounding, an explanatory notion, might 
not obviously be related to justifi cation. But as Wedgwood (2017: 91) 
writes, “explanatory characterizations” of normative reasons “associate 
reasons with a justifi catory story—that is, with a story that explains 
the truth about which action or attitude one has, all things considered, 
most reason to do”. Elstein (ms) similarly suggests that normative ex-
planation “coincides” with justifi cation. Normative explanations are 
(perhaps among other things) justifi cations: at least some explanatory 
reasons why a normative fact holds must provide normative reasons for 
certain responses, or be features in the light of which those responses 
are apt or fi tting or the like.6 Normative explanations are explana-
tions of why things have the normative features they to do: they aim 
to explain why things have properties such as rightness and wrong-
ness. Most of us are inclined to think that such facts in a way involve 
reasons: considerations that justify actions. If so, then we would want 
normative explanations, too, to cite such considerations, and to be in-

5 See Berker (2019) for an argument that this is an incoherent combination. See 
Enoch (2019) and Fogal and Risberg (2020) for replies.

6 See Väyrynen (2019) for an argument for this claim.
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complete otherwise (Väyrynen 2015: 173).
The argument of this paper has proceeded in two relatively simple 

steps: non-naturalism needs moral laws to play a role in grounding 
making moral facts the case. And on non-naturalism, moral laws are 
sui generis pieces of ontology. Therefore, non-naturalism is committed 
to sui generis pieces of ontology playing a role in justifi cation. I hope to 
have said enough about why the fi rst premise is true, and why ‘mak-
ing the case’ (grounding) is linked to justifi cation. In closing, I want to 
respond to an objection to the second premise. Can the non-naturalist 
deny that her notion of moral facts, of which moral laws are a subset, 
comes with ontological commitment?

On pain of becoming a version of quietist normative realism, it 
seems not. The Robust Realist claims moral facts exist in the same 
sense as chemical facts, physical facts, and all the rest. She explains 
what moral judgments are about, and explains their truth conditions, 
by postulating non-natural moral properties. But if one claims that 
moral facts exist in the same sense as physical facts and are as ‘onto-
logically respectable’ as them, this reply is not an option. For then what 
could it mean when they claim that “in whatever sense there are physi-
cal facts, there are normative ones; in whatever sense there are truths 
in biology, there are in normative discourse” (Enoch 2011: 5)? 

In support of this interpretation, consider how FitzPatrick (2018: 
555) explains his motivations for adopting non-naturalism: “We are 
skeptical about capturing everything we want without relying on some 
irreducibly evaluative or normative facts about standards or good-or 
right-makingness; so we posit such apparently ‘non-natural’ facts and 
properties at the bottom of all this.” What could “at the bottom of all 
this” mean, if not the bottom of a chain of justifi cations? On such a 
view, non-natural properties are the truthmakers for the normative 
truths about which natural properties are normatively signifi cant in 
which ways (Chappell 2019: 131). So when two natural properties dif-
fer in normative valence, this is ultimately refl ected in them having dif-
ferent non-natural properties. But if non-natural properties are where 
moral justifi cations hit bottom, it seems misplaced to say deny that 
non-natural laws are moral grounds.

Similarly, Richard Chappell (2019: 125) clarifi es that (according 
to him), “the role of non-natural properties is not to be responded to, 
but to ‘mark’ which natural properties it is correct for us to respond 
to in certain ways.” This is consistent with the mentioned appeals to 
eliteness—the thought that differences in alignment with non-natu-
ral properties can settle moral disagreements between communities. 
But if non-natural properties make it morally correct or incorrect to 
care about certain things and not others, it’s very hard not to see them 
as higher-level reasons why—as a reason why we should care about 
things like happiness and love (they share a non-natural property) and 
not about handclapping and blade-counting (they do not).
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I conclude that non-naturalism must insist that an act was wrong 
because it caused suffering, and that not only because of that, but also 
because there is a non-natural, sui generis, extra fact about the world 
which makes it true that suffering is bad. Common replies that non-
naturalism occurs no such commitment are belied by the view’s ground-
ing structure. For non-naturalism needs moral laws—which account 
for the patterns of distribution of non-natural properties—to pull their 
weight in doing metaphysical grounding work. It won’t fl y then, to, 
when responding to the normative objection, claim that actually these 
laws are explanatory idle and all we need is the natural facts. Perhaps 
(as David Enoch has suggested) grounding pluralism can be of help, 
but, in responding to the objection that non-naturalists are “leaving 
their fi rst-order views hostage to a non-natural realm” (Bedke 2022: 
13), they cannot, as some have wished, do with just the natural facts.
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Unwanted Arbitrariness
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I propose a new fundamental principle in ethics: everyone who makes 
a choice has to avoid unwanted arbitrariness as much as possible. Un-
wanted arbitrariness is defi ned as making a choice without following 
a rule, whereby the consequences of that choice cannot be consistently 
wanted by at least one person. Other formulations of this anti-arbitrari-
ness principle are given and compared with very similar contractualist 
principles formulated by Kant, Rawls, Scanlon and Parfi t. The structure 
of arbitrariness allows us to fi nd ways to avoid unwanted arbitrariness. 
The two most important implications of the anti-arbitrariness principle 
are discussed: non-dictatorship and non-discrimination. 

Keywords: Ethical principles; Kantianism; contractualism; cat-
egorical imperative; dictatorship; discrimination.

1. Introduction
From Kant (1785) and Bentham (1789) to Scanlon (1998) and Parfi t 
(2011), philosophers have a long tradition of searching for the most 
fundamental ethical principles. This article fi ts in that tradition, by 
defi ning a new core concept in ethics: unwanted arbitrariness. With 
this concept, the anti-arbitrariness principle states that everyone who 
makes a choice has to avoid unwanted arbitrariness as much as pos-
sible. This is a new proposal of a fundamental principle in ethics. It is 
fundamental in three senses. First, the principle offers a necessary (but 
not necessarily suffi cient) condition for an act to be right or a choice to 
be moral. In other words, a violation of the anti-arbitrariness principle 
is a suffi cient condition for an act to be wrong or immoral. Second, the 
principle applies to all choices, including for example the choices of 
moral rules and moral theories. Hence, it is a meta-principle: a prin-
ciple about principles. Third, unwanted arbitrariness refers to a lack 
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of moral justifi cations, valid reasons or acceptable rules. When such 
reasons or rules are absent, we basically leave the realm of morality. 
The concept of unwanted arbitrariness is so crucial, that it can be said 
to demarcate morality, to distinguish the moral and immoral from the 
amoral. This reason-based or rule-based approach to ethics fi ts in Kan-
tian and contractualist traditions of ethics (Kant 1785; Scanlon 1998; 
Rawls 2005; Parfi t 2011). As such fundamental principles do not tell 
you what to do or what is moral (i.e. do not make substantive moral 
claims or judgments), but rather give you a procedure or method to 
determine what to do, what is right or what is good, such fundamental 
principles are useful in the fi eld of procedural or formal justice. Instead 
of offering substantive claims how to solve each case, the principle en-
tails, for example, that one should treat like cases alike. Instead of 
offering which specifi c rights a person has, the principle imposes the 
condition that everyone should have equal rights.

The search for the fundamental principle(s) in ethics is a very ambi-
tious project. It requires giving precise formulations, offering justifi -
cations, discussing implications, presenting applications and making 
comparisons with other proposals of fundamental principles in the mor-
al philosophy literature. That requires a whole book. The main focus of 
this article is the fi rst step: formulating the anti-arbitrariness principle 
as precise and unambiguous as possible. The justifi cations, implica-
tions, applications and relations with the existing literature will be 
briefl y sketched, but are mainly left for future work. That means those 
issues are not yet fully developed in this article. Similarly, whether this 
anti-arbitrariness principle is a mere reinterpretation or reformulation 
of Kantian and contractualist theories, or contains substantial differ-
ences with such theories, will also be left for future research. Even if 
it is a mere reformulation of a fundamental ethical principle already 
proposed in the literature, it could help clarify that proposed principle 
and more clearly enable us to see certain implications of it.

In this article, I will defi ne the concepts of unwantedness and arbi-
trariness, give several formulations of the anti-arbitrariness principle, 
briefl y compare them with very similar fundamental ethical principles 
formulated by Kant (1785), Scanlon (1998), Rawls (2005) and Parfi t 
(2011), use the structure of arbitrariness to look for options how to 
avoid unwanted arbitrariness, and discuss the two most important 
consequences of the anti-arbitrariness principle: non-dictatorship and 
non-discrimination. The unwantedness of a violation of the anti-arbi-
trariness principle gives us a reason why dictatorship and discrimina-
tion are morally wrong.

2. Defi nitions of unwantedness and arbitrariness
Unwantedness for an individual means being incompatible with that 
individual’s largest consistent set of strongest subjective preferences. 
An individual is a being who has subjective preferences. A subjective 
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preference is a conscious value judgment or evaluation that has a sub-
jective strength (to be distinguished from, e.g. a mere unconscious 
behavioral disposition). For example, being told a lie is incompatible 
with a preference for knowing the truth. Two preferences are mutu-
ally inconsistent when it is unfeasible or logically impossible to satisfy 
them both. Consider a reluctant drug addict, who is torn between two 
preferences: wanting the drugs and wanting to be clean or healthy.1 
This inconsistency in preferences is what makes such drug addiction 
problematic. When the drug addict values being clean more than the 
excitement from taking an extra dose of drugs, but still takes the drugs 
due to the addiction, that behavior can be said to be irrational.

To respect autonomy, an individual can freely choose the method to 
construct their own strongest consistent set of preferences. One meth-
od to construct your individual consistent set is: consider the list of 
everything you want, ranked according to personal value or strength, 
with the strongest preferences at the top. Move down the list and de-
lete the items on the list that are incompatible with the higher non-
deleted items. The remaining items form a consistent set of your stron-
gest preferences. Everything that is not logically compatible with this 
remaining list of your strongest preferences is unwanted and cannot 
be consistently wanted by you. Everything that is compatible can be 
consistently wanted. Saying that you cannot consistently want some-
thing can be interpreted as being equivalent to saying that you can 
reasonably object against it. 

Arbitrariness means selecting an element (or subset) of a set with-
out using a selection rule. A selection rule is a rule that logically de-
termines the selection. It is an if-then statement that consists of a set 
of conditions with logical operators (conjunctions, disjunctions, nega-
tions). For example: “If element X has conditions A and B or not C, then 
select X.” If the question “Why selecting element X instead of element 
Y?” has no answer that refers to a selection rule (for example if the only 
answer is “Therefore!”), then selecting X is arbitrary.

Combining the above defi nitions of unwantedness and arbitrari-
ness, we can defi ne unwanted arbitrariness as making a choice without 
following a selection rule, whereby the consequences of that choice are 
unwanted (i.e. cannot be consistently wanted) by at least one person. 
Here, a choice can be defi ned as a conscious decision. Making a choice 
means consciously selecting an element from a choice set, the set of 
eligible options. These eligible options can be feasible actions but also 
for example preferences, allocations, ideas, moral theories or ethical 
principles.

1 I thank an anonymous reviewer for this example.
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3. Formulations of the anti-arbitrariness principle
The anti-arbitrariness principle states that:

When making a choice, we have to avoid unwanted arbitrariness as 
much as possible.

To avoid arbitrary exclusion of choices, this principle applies to all 
possible choices, including very specifi c actions (“Sit at seat 5 on bus 
42 at 1 pm Friday”), to more general choices (“Use public transport”), 
to justifi cations (“Take a seat because the seat is empty and you paid 
for a ticket”), to higher level moral choices (“Choose the action allowed 
by a contractualist ethic”), to moral theories (“Choose the theory of act-
utilitarianism”), to even very basic choices of premises and logical de-
duction rules used in justifi cations (“Use deontic logic to determine the 
validity of an argument”). For practical reasons, we do not have to con-
sider impossible choices (“Avoid unavoidable unwanted arbitrariness”).

This anti-arbitrariness principle does not yet say what happens if 
we don’t avoid unwanted arbitrariness. Also, the “as much as possible” 
hints at the possibility that sometimes unwanted arbitrariness may 
not be avoidable. Therefore, we can give a more exact formulation of 
the anti-arbitrariness principle, in a strong and a weak version.

Anti-arbitrariness principle, universal formulation, strong version:
 If you do not avoid avoidable unwanted arbitrariness when mak-

ing a choice, you are not allowed to make that choice.
The weak version can be derived from this strong version. Suppose un-
wanted arbitrariness is unavoidable. You have to make a choice that 
involves unwanted arbitrariness. What about other people making 
other choices? Are you allowed to determine the choices of others, to 
impose your choice on them? Are you allowed to choose who may make 
the choice? Choosing yourself as the dictator who dictates the choices of 
others, would involve unwanted arbitrariness again. To avoid this new 
unwanted arbitrariness, you are not allowed to be the dictator. You 
have to accept the choices made by other people.

Anti-arbitrariness principle, universal formulation, weak version:
 If you cannot avoid unwanted arbitrariness when making a 

choice, you are allowed to make that choice but other people may 
make other choices from the same choice set (i.e. you have to 
tolerate that other people make other choices).

The above formulations are universal, in the sense that everyone and 
everything must abide by this principle. No arbitrary exceptions are 
allowed. The principle applies to everyone and everything that is able 
to make choices based on selection rules. It also applies, for example, to 
artifi cial intelligent machines. Of course, when someone cannot make a 
choice, that is an exception, but not an arbitrary exception because it is 
justifi ed using an “ought implies can” rule: “If you cannot do something, 
you have no obligation to do it.”
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We can give another, personal formulation of the anti-arbitrariness 
principle:
 For every choice you make, you have to be able to give a justifi ca-

tion rule such that you and everyone can consistently want that 
everyone follows that rule in all possible (including hypothetical) 
situations (i.e. you and everyone can accept the consequences of 
a universal compliance by everyone of the justifi cation rule).

This is a personal formulation, because it refers to what you can want. 
Hence, this formulation applies to everyone who is not only able to 
make choices, but also able to want something, i.e. someone with per-
sonal preferences.

Whereas the fi rst, universal formulation referred to selection rules, 
this second, personal formulation refers to justifi cation rules. A justifi -
cation rule is a selection rule that is used in moral reasoning, to justify 
to other people one’s choices. Therefore, a justifi cation rule for (im)per-
missibility of a choice should be used in a logical deduction. That means 
a justifi cation rule is basically an if-then statement that consists of a set 
of conditions: “If conditions C apply, then it is permissible to choose X.”

The above second formulation does not yet say what to do when you 
are not able to formulate a justifi cation rule. Therefore, as with the 
fi rst, universal formulation, we have to make this second, personal for-
mulation of the anti-arbitrariness principle more precise. And as with 
the universal formulation, this personal formulation also comes in two 
versions, of which the weak one can be derived from the strong version. 

Anti-arbitrariness principle, personal formulation, strong version:
 If, when making a choice, you cannot give a justifi cation rule of 

which you would accept universal compliance, then you are not 
allowed to make that choice nor follow that rule.

Anti-arbitrariness principle, personal formulation, weak version:
 If, when making a choice, you cannot give a justifi cation rule 

of which everyone would accept universal compliance, then you 
must accept or tolerate that other people make other choices 
from the same choice set and follow other justifi cation rules for 
making those choices.

There are many similarities between the universal and personal for-
mulations of the anti-arbitrariness principle, such that they can be said 
to be roughly equivalent.

First, there is a correspondence between the selection rule and the 
justifi cation rule. The universal formulation works with a selection 
rule to avoid arbitrariness. In the personal formulation, arbitrariness 
is avoided by the justifi cation rule and by the idea that if you may fol-
low that rule in a specifi c situation, then everyone may follow that rule 
in all possible situations. Suppose that the “everyone” and “all possible 
situations” were no requirements. Replacing them by “some people” 
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and “some situations” would introduce arbitrariness, because arbitrary 
subsets of the sets of all people and all situations can be chosen.

Second, both formulations look for what can be consistently wanted. 
The condition “everyone can consistently want that everyone follows 
that rule in all possible situations” is the opposite of unwanted arbi-
trariness. Suppose you choose option A arbitrarily and person Y is in a 
position P in which s/he cannot consistently want that arbitrary choice. 
If we consider everyone and all possible situations, this includes the 
situation where person Y chooses A and you are in the same position P 
that Y had, in which case you cannot consistently want A.

A third similarity between the two formulations, is that they both 
come in a weak and a strong version. Unwanted arbitrariness may 
not always be avoidable, because there may always be someone who 
cannot consistently want a choice that cannot be based on a selection 
rule. Consider for example the choice of moral theory. There are many, 
equally consistent theories. Choosing one theory, such as act-utilitari-
anism, would be arbitrary. And some people may not like that theory. 
Similarly, it may not be possible to fi nd a justifi cation rule of which 
everyone can accept universal compliance. The condition that every-
one follows the rule in all hypothetical situations, may be too demand-
ing. In these cases, people must tolerate that other people make other 
choices, for example choose another consistent moral theory (unless for 
example the act-utilitarians can argue that their chosen theory is not 
arbitrarily chosen, but chosen by a selection rule).

A fi nal similarity is that both formulations apply to all possible 
choices, including the choice of selection and justifi cation rules (in par-
ticular the choice of conditions in those rules). That means a selection 
meta-rule should be given to select the selection rule from the set of 
all selection rules. Similarly, a justifi cation meta-rule should be given 
to that justifi es the chosen conditions in a justifi cation rule. With the 
application to all possible choices and the resulting necessary inclusion 
of such meta-rules (and higher order meta-meta-rules), the anti-arbi-
trariness principle becomes perhaps the most fundamental principle 
in ethics.

An example might give some clarifi cation. Consider the situation of 
taking a seat on the bus. If you choose to take a seat, the rule could be: 
“If you are white, you may take the seat,” or “If you have permission by 
person X, you may take the seat.” But the choice of these conditions is 
arbitrary (they refer to one skin color or person arbitrarily chosen from 
the sets of skin colors and people). A better rule would be: “If the seat 
is empty and you have permission by the people who have a special 
relationship with the seat, you may take the seat.” We have to specify 
what counts as a special relationship. This can again be done by consid-
ering relationships of which everyone can consistently want that they 
are part of the conditions in the justifi cation rule. Examples of such a 
special relationship could be “being the owner of the bus” or “having 
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reserved the seat”. Having permission could mean “having paid for a 
ticket” (or generally: “abiding by a system of property rights that does 
not privilege one person over others”).2

4. Connections with other fundamental ethical principles
The anti-arbitrariness principle is related to other fundamental ethical 
principles proposed by, e.g. Kant (1785), Scanlon (1998), Rawls (2005) 
and Parfi t (2011). These principles are fundamental, in the sense that 
they are meta-principles that refer to ethical principles or rules to 
guide our actions. This section briefl y compares the anti-arbitrariness 
principle with some other proposed principles. Whether the anti-ar-
bitrariness principle is a mere reformulation or contains substantial 
differences with the other proposals in the literature, is left for future 
research.

Kant’s fi rst formulation of his famous categorical imperative (uncon-
ditional obligation), reads: “Act only according to that maxim whereby 
you can, at the same time, will that it should become a universal law” 
(Kant 1785). A maxim is a subjective principle of action, i.e. what the 
agent believes to be the reason for his or her action. A maxim consists 
of the act (e.g. “lying”) and the motivation (e.g. “for a benefi t”). When 
you do an action, fi nd your maxim and imagine a world where everyone 
(who is able and is in a similar position as you are) follows that maxim. 
Only if everyone can follow that maxim without contradictions and you 
can rationally will that everyone follows that maxim, you are allowed 
to do that action.

This universalizability formulation of the categorical imperative 
implies for example that when making an action, you cannot make an 
exception for yourself. You cannot say that you are the only one who 
may follow your maxim. A universal law does not allow for arbitrary 
exceptions. This refl ects an avoidance of unwanted arbitrariness. We 
end up with the anti-arbitrariness principle if an act is interpreted 
more generally as a choice (such that the choice for inaction or allowing 
something to happen are also considered), a maxim is interpreted as a 
justifi cation rule and “rationally willing a universal law” is interpreted 
as “consistently wanting or accepting a universal compliance of the jus-
tifi cation rule”.

One important difference between Kant’s principle and the anti-
arbitrariness principle, is that Kant in a sense only considers the most 
general maxims. Kant claimed that lying is always wrong because a 
contradiction or irrationality occurs when everyone lies for a benefi t. 
Although Kant not explicitly derived his position of impermissibility 
of lying from his categorical imperative, such a derivation is only pos-
sible by considering only a general maxim such as “lying for a benefi t” 
(for a similar discussion of this point, see e.g. Carson 2010). The anti-

2 I thank an anonymous reviewer for this point.
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arbitrariness principle, in contrast, considers more maxims or justifi ca-
tion rules. As a consequence this anti-arbitrariness principle allows for 
lying in some situations, for example in order to save a life (e.g. when a 
murder asks you the hiding place of his target victim). I can consistent-
ly want that everyone follows the justifi cation rule “if the lie saves the 
life of an innocent person and has no serious negative side-effects, then 
you may lie.” Kant, if he were to derive his anti-lying conclusion, would 
only consider a justifi cation rule “if the lie has a benefi t, then you may 
lie”, and I cannot consistently want universal compliance of this rule.

Scanlon formulated a contractualist principle of wrongness: “An act 
is wrong if and only if any principle that permitted it would be one 
that could reasonably be rejected by people moved to fi nd principles 
for the general regulation of behavior that others, similarly motivated, 
could not reasonably reject” (Scanlon 1998: 4). This can also be turned 
into the anti-arbitrariness principle, when “a principle that permitted 
the act” is interpreted as the justifi cation rule for a choice, “could rea-
sonably be rejected” is interpreted as “cannot be consistently wanted 
when universally complied”, and “by people” means “by at least one 
person”. Scanlon’s theory is reason-based, where a reason must be one 
“no one could reasonably reject as a basis for informed, unforced, gen-
eral agreement” (1998: 153). The general agreement contains an anti-
arbitrariness condition: an agreement by everyone is required, without 
arbitrary exceptions.

One important difference between Scanlon’s principle and the anti-
arbitrariness principle, is that Scanlon only considers a restricted group 
of people that could reasonably reject a principle, namely those people 
who are moved to fi nd principles. This refl ects a contractualist position, 
as only those people are able to mutually agree to a “contract”, i.e. a set 
of principles for the general regulation of behavior. In contrast, as the 
defi nition of unwantedness refers to someone’s subjective preferences, 
the anti-arbitrariness principle includes everyone who has preferences. 
That includes, e.g. young children and non-human animals.

As Scanlon, Rawls (2005) also proposed a contractualist principle 
which is characterized by its reason-giving nature, where a reason 
must be one others can “reasonably be expected to reasonably endorse” 
(2005: 450). Such an endorsed reason could be reinterpreted in terms 
of the unwanted arbitrariness principle, where the reason refers to a 
selection rule that justifi es the selection of an element such that this 
selection is not arbitrary, and the endorsement of the reason refers to 
the selection rule not being unwanted by anyone.

Parfi t made an important attempt to unify the Kantian and contrac-
tualist moral theories with a third theory, rule consequentialism, by sug-
gesting that their fundamental principles could be interpreted in a con-
verging way. This “Triple Theory” is summarized as (Parfi t 2011: 412):
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An act is wrong if and only if, or just when, such acts are disallowed by some 
principle that is
1. one of the principles whose being universal laws would make things go 
best
2. one of the only principles whose being universal laws everyone could ra-
tionally will, and
3. a principle that no one could reasonably reject.

The second and third conditions represent Kantianism and Scanlo-
nian/Rawlsian contractualism. The fi rst condition refers to rule con-
sequentialism (which says that everyone following the obligatory rules 
or principles generates the best consequences). Again, its reference to 
principles being universal laws refl ects an anti-arbitrariness condition, 
but the words “making things go best” require more translation work to 
arrive at the anti-arbitrariness principle. Perhaps what makes things 
go best is a kind of preference satisfaction, such that a bridge can be 
built with the notion of unwantedness.

Expressed in a shorter “Kantian contractualist” formula, Parfi t 
(2011: 342) claims: “Everyone ought to follow the principles whose uni-
versal acceptance everyone could rationally will.” This unifi ed formula 
turns into the anti-arbitrariness principle, by translating “Follow the 
principles”, “universal acceptance” and “everyone could rationally will” 
into respectively “give justifi cation rules”, “everyone follows those rules 
in all possible situations” and “everyone can consistently want.” This 
suggests that the anti-arbitrariness principle is like Parfi t’s Triple The-
ory, a kind of unifi cation of Kantian, contractualist and rule consequen-
tialist fundamental ethical principles.

5. The structure of arbitrariness
We can study unwanted arbitrariness by the most simple but suffi -
ciently general structure: a choice set containing two elements {X,Y}. 
One could choose both elements, in which case there is no arbitrary 
selection of elements (there is only one way to select both elements). 
Or one could choose one element, either X or Y. This allows room for 
arbitrariness: if X is chosen, one could ask for the selection rule why X 
instead of Y is chosen. Finally, one could choose none of the elements, 
in which case there is no arbitrariness possible. All the options can be 
grouped together in the power set of all subsets: {{X,Y},{X}, {Y}, {} }. This 
power set has a hierarchy with several levels:
 ● Top level (no arbitrariness possible): {X,Y} (the full set of all 

elements)
 ● Intermediate level (arbitrariness possible): {X} or {Y} (the sub-

sets of individual elements)
 ● Bottom level (no arbitrariness possible): {} (the empty set)
Only at the intermediate level is arbitrariness possible. This arbitrari-
ness can be called fi rst-order or horizontal arbitrariness, because there 
is another, meta-level arbitrariness possible, namely the choice of the 
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level. We can consider the set of levels: {Top level, Intermediate level, 
Bottom level}. If one chooses the top level without following a selection 
rule, that choice is arbitrary. This second-order arbitrariness can be 
called vertical arbitrariness. One could use a selection rule, such as 
“choose the level that does not allow for horizontal arbitrariness and 
contains at least one element”, that uniquely selects the top level. Now 
the choice for the top level is no longer arbitrary (i.e. no vertical nor 
horizontal arbitrariness), but the choice of the selection rule can be 
arbitrary, because one could equally choose a selection rule such as 
“choose the level that does not allow for horizontal arbitrariness and 
contains no elements” (which selects the bottom level) or “choose the 
highest level where horizontal arbitrariness is possible” (which selects 
the intermediate level). Hence, there is a third-order arbitrariness. 
Avoiding this arbitrariness requires a fourth level, where a fourth-or-
der arbitrariness occurs. This indicates that there will always be some 
arbitrariness: there will always be some level n with an n-order arbi-
trariness. It is impossible to avoid all arbitrariness.

6. How to avoid unwanted arbitrariness?
Horizontal arbitrariness involves choosing an element from a choice 
set. One way to avoid unwanted horizontal arbitrariness is by choos-
ing the full set of choices (the top level) or choosing the empty set (the 
bottom level). However, it may not always be possible to choose the full 
or the empty set, because of some logical inconsistency. It may also be 
less desirable to choose the top or the bottom level. This undesirability 
happens in a general sense when at least someone cannot consistently 
want the full set or the empty set, or it happens in a more strict sense 
of “preference dominance” (similar to “Pareto dominance”): when those 
who cannot consistently want the intermediate level also cannot want 
the top or bottom level, and at least one person who can consistently 
want the intermediate level cannot consistently want the top or bottom 
level (in this case the top or bottom level is preference dominated by the 
intermediate level). We can categorize the situations where choosing 
the intermediate level is unavoidable or more desirable.

The full set and empty set are impossible: these situations often in-
volve a choice set {do X, don’t do X}. Of course, choosing both or choos-
ing neither, is impossible.

The full set is impossible, the empty set undesirable (i.e. not wanted 
by at least someone): consider a choice between moral theories {moral 
theory X, moral theory Y}. Moral theories, such as a utilitarian welfare 
ethic and a deontological rights ethic, are based on universal princi-
ples. We may have a choice between {maximize total welfare, minimize 
the use of people against their will as merely a means to someone else’s 
ends}. Respecting both principles of both utilitarian and deontological 
theories is logically impossible: there are cases when maximizing wel-
fare involves using people as a means against their will. Choosing none 
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of the principles and moral theories is not impossible, but it is undesir-
able, because it is likely that at least someone cannot consistently want 
an anything goes situation without guiding ethical principles.

The full set is undesirable, the empty set impossible: suppose that 
helping both persons X and Y is impossible, and one faces a choice be-
tween {don’t help X, don’t help Y}. It is possible to choose both, but 
if both people want to be helped, this is less desirable than choosing 
either one of the options.

The full set and the empty set are undesirable. An instructive exam-
ple is the choice of road traffi c laws, such as the choice set: {make driv-
ing left permissible, make driving right permissible}. Choosing none 
of the options implies a prohibition of driving, and there are people 
who want to drive. Choosing both options results in more unwanted 
traffi c accidents. Another example is: {eliminate starvation by feeding 
hungry people, eliminate starvation by killing hungry people}. Hungry 
people cannot consistently want the empty set, because that means not 
eliminating starvation. And they do not want the full set either, as that 
involves killing hungry people.

If choosing the intermediate level is unavoidable or more desir-
able, we might face horizontal arbitrariness, unless we are able to use 
a selection rule that selects one of the elements at the intermediate 
level. We can look for a rule “If a set of conditions C are satisfi ed, then 
choose X instead of Y.” Now the challenge becomes choosing a proper 
set C of selection rule conditions that everyone can consistently want 
(otherwise, the choice of the selection rule itself generates unwanted 
arbitrariness). If such conditions cannot be found, then we have truly 
unavoidable unwanted arbitrariness.

One starting point for the selection rule could be: “If choosing X can 
be consistently wanted by most people, then choose X.” It is already 
possible that everyone can consistently want this condition C that rep-
resents the majority criterion. If there remain some people who can 
reasonably object against this majority criterion, then they can propose 
another criterion (i.e. another set of conditions for the selection rule). 
Now we face the choice of selecting an element from the set {majority 
criterion, another criterion}. Choosing both elements (the full set) is 
impossible, choosing the empty set undesirable. To avoid horizontal 
arbitrariness, we need another, higher level selection rule that selects 
either the majority criterion or the other criterion. This process can 
continue to even higher levels. We can go on as far as is feasible, to 
minimize unwanted arbitrariness. But the further we go, the more im-
portant the choice of a higher level selection rule becomes, the more 
depends on it, and the harder it becomes to have reasonable objections 
against the choice. The preferred higher level selection rule becomes so 
fundamental, that one is likely to have a strong preference for it. It is 
for example already diffi cult to have a stronger preference for another 
criterion than the majority criterion. That means the majority criterion 
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selection rule is likely consistent with someone’s largest consistent set 
of that person’s strongest subjective preferences.

With the above line of reasoning, we can apply the anti-arbitrari-
ness principle to itself. The choice set involves the two options {avoid 
unwanted arbitrariness as much as possible, don’t avoid unwanted ar-
bitrariness as much as possible}. Choosing both or none of the options 
is impossible. So we are stuck at the intermediate level, where we can 
arbitrarily pick one of the two options. But picking the second option 
(not avoiding unwanted arbitrariness) immediately becomes extremely 
unwanted. Allowing avoidable unwanted arbitrariness has so many 
ramifi cations, that it is likely in contradiction with anyone’s largest 
consistent set of strongest subjective preferences. So you cannot consis-
tently want the arbitrary choice for the second option.

To see this in more detail, suppose that you disagree with the anti-
arbitrariness principle. You say that avoidable unwanted arbitrariness 
is permissible. But then you cannot give reasonable counterarguments 
when I allow unwanted arbitrariness in my moral choices. I may follow 
arbitrary principles that you cannot consistently want. When I impose 
my choices on you, you are not able to complain. You are not able to 
give justifi ed arguments against the imposition of my choices, because 
you acknowledged that unwanted arbitrariness is allowed, and hence 
that it is permissible to arbitrarily ignore or violate someone else’s larg-
est consistent set of strongest preferences.

If you permit unwanted arbitrariness, I can say to you that your 
moral values and judgments are not valid. And if you complain and 
say that your ethical theory is valid, then I can reply that if you are 
allowed to arbitrarily exclude other moral views and make an ad hoc 
exception for your own moral rules, then so am I. So I may even make 
the exception that everyone’s moral views should be respected, except 
yours. All your objections can easily be bounced back by saying: “If you 
are allowed to arbitrarily do that, then so am I, and so is everyone. 
What would make you so special that you are allowed to arbitrarily ex-
clude others but I am not? You should not arbitrarily pick yourself from 
the set of all individuals and say that you are the only one who may 
do that thing.” In summary: rejecting the anti-arbitrariness principle 
while avoiding irrationality, is extremely diffi cult, if not impossible. 
The above discussion applies to the cases where the top and bottom 
levels are impossible or undesirable. There are two other interesting 
categories to consider.

The full set is possible and not clearly undesirable, the empty set is 
undesirable or impossible. A prime example is the choice set {I decide, 
you decide}, or {I have a right to vote, you have a right to vote}. Some-
one has to decide, and at least someone wants to vote, so the bottom 
level is impossible or undesirable. But choosing the intermediate level 
and arbitrarily choosing one of the options results in a kind of dictator-
ship where one person can decide or vote.
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The full set is impossible or undesirable, the empty set is possible 
and not clearly undesirable. Here we deal with choice sets such as 
{harm person A, harm person B} or {privilege A over B, privilege B 
over A}. It is undesirable to harm both A and B and it is not possible 
to privilege A over B and B over A at the same time, so the top level is 
undesirable or impossible. But choosing the intermediate level and ar-
bitrarily choosing one of the options results in a kind of discrimination 
where one person is harmed or disadvantaged.

As the anti-arbitrariness principle deals with choices and rules, we 
are confronted with two important questions. Who decides or chooses 
the choices and rules? And who is affected by the choices and rules? 
These two questions relate to the dual problems of dictatorship and dis-
crimination. The next two sections discuss how the anti-arbitrariness 
principle implies the non-dictatorship and non-discrimination princi-
ples.

 Implication 1: Non-dictatorship
The non-dictatorship principle says that no-one should have the uncon-
ditional power to always unilaterally make decisions that negatively 
affect some other people. A vote is a power (or right) to infl uence a deci-
sion (the outcome of a decision process) made by a group, such that the 
outcome is more in accordance with one’s personal preferences. In a 
dictatorship, there is at least one individual whose vote is excluded from 
the decision process and who does not want this exclusion. A dictator-
ship clearly violates the anti-arbitrariness principle, because the choice 
for the dictator is arbitrary (as the dictator’s power is unconditional, no 
rule was followed to grant that power), and unwanted (when there are 
affected people who do not want the decisions made by the dictator).

Suppose person X wants to make choice A, but person Y cannot 
consistently want the consequences of that choice, and hence prefers 
choice B. Instead of the principle might makes right, which is a dicta-
torship of the most powerful, those people can look for other methods 
to decide who gets to decide. One such alternative method is generat-
ing justifi cations by giving arguments. Instead of the strongest person 
winning, now the strongest reason, justifi cation or argument wins. The 
principle that the best argument wins, is also arbitrary, just like the 
principle that might makes right, but it is less likely to be unwanted. 

Person X can simply claim: “I, person X, decides.” This is the moral 
rule: “If the person is X, then that person may choose.” Person Y does 
not want that, and counters: “No, person Y decides.” The justifi cation 
rule proposed by person X refers to X, and that choice should be justi-
fi ed as well. So person X can claim the meta-rule: “Person X decides 
who decides.” But here again, person Y can complain, and the meta-
rule arbitrarily refers to person X again. This discussion can go on to 
infi nity. For practical relevance, the anti-arbitrariness principle should 
state that an infi nite regression of justifi cation rules is not allowed.
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The non-dictatorship principle can also be applied to moral theories. 
These theories are logical systems of ethical principles that represent 
moral intuitions or values. There are different moral theories, such 
as a deontological rights ethic, a consequentialist utilitarian welfare 
ethic, a libertarian ethic or pluralist ethics that combine several ethical 
principles. But which theory should we choose? The anti-arbitrariness 
principle sets strong constraints on a moral theory. The theory should 
be coherent in the sense that it should be constructed following some 
rules, such as:
1) One should not arbitrarily limit the ethical principles to an arbi-

trary group of objects, beings or individuals.
2) One should not arbitrarily give weaker (less strongly felt) moral 

intuitions stronger priority. One should not arbitrarily change 
or exclude basic moral judgments. 

3) One should not arbitrarily allow inconsistencies and gaps in the 
ethical system.

4) One should not arbitrarily introduce ambiguous or vague prin-
ciples that one can interpret and apply arbitrarily in concrete 
situations. 

5) One should not arbitrarily add artifi cial, complex, ad hoc con-
structions and exceptions to save the moral theory from counter-
intuitive implications.

These construction rules for a coherent theory can be consistently 
wanted. If, for example, I allow inconsistencies, gaps, ambiguities or 
arbitrary exceptions in my theory, then I have to accept that your mor-
al theory also contains such things. With such an incoherent theory, 
you can easily justify choices that I cannot consistently want. An inco-
herent theory always contains avoidable unwanted arbitrariness that 
should be rejected.

To avoid dictatorship, everyone is allowed to construct a coherent 
moral theory that best fi ts one’s moral intuitions and values. Incoher-
ent theories are impermissible. But there are many possible coherent 
moral theories. We do not have a rule that determines which of those 
coherent theories is the best. If we are against unwanted arbitrari-
ness, we have to recognize that every equally coherent moral theory 
is equally valid. I cannot say that my coherent theory, based on my 
moral intuitions, is better than yours if both our theories are equally 
coherent. I prefer my theory, but I cannot impose my theory upon you, 
because what would make me so special that I would be allowed to do 
that? And the same goes for you and everyone else. It would be an un-
wanted kind of arbitrariness if I claim that my moral theory is special 
without good reason.

So picking one of the coherent moral theories always involves un-
avoidable arbitrariness. The non-dictatorship principle says that we 
should democratically choose which moral theory to apply. And if you 
follow a coherent moral theory without being able to give a justifi cation 
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rule that selects that theory, you should tolerate that other people fol-
low other coherent moral theories. We should be tolerant towards all 
other coherent ethical systems, no matter how much they go against 
our own moral intuitions.

A choice for an incoherent system, on the other hand, does not have 
to be condoned, because you can give a justifi cation rule “If the theory 
is incoherent, then it is impermissible to choose it,” and everyone can 
consistently want that everyone follows this rule. If you choose to fol-
low an incoherent theory, I am allowed to reject that theory and impose 
my theory on you, and you are not able to complain. You are not able to 
give reasonable or justifi ed counterarguments against the imposition of 
my ethical principles, because by following your incoherent theory, you 
are acknowledging that unwanted arbitrariness and hence arbitrary 
exclusion are allowed. That means it is also permissible to arbitrarily 
exclude your moral theory and ignore your moral views and ethical 
principles. You can only give a valid complaint or argument if you ac-
cept the anti-arbitrariness principle. Without that principle, any cri-
tique becomes invalid and complaints become impossible.

As the ethical systems of, e.g. racists, rapists or religious fundamen-
talists contain inconsistencies, avoidable arbitrariness, unscientifi c be-
liefs and vague principles, they can easily be rejected. If your ethical 
system is more coherent than theirs, then you can rightfully say that 
your ethical system is better than theirs and then you may oppose their 
incoherent systems.

The prohibition of incoherent theories allows us to avoid an extreme 
form of moral relativism that says that all moral theories, including 
incoherent ones, are equally valid. This extreme relativism implies 
that everything would be permissible, and we cannot consistently want 
that. The non-dictatorial claim that coherent moral theories are equal-
ly valid is a kind of weak moral relativism, which is a consequence of 
the anti-arbitrariness principle.

How do we deal with that plentitude of coherent ethical systems 
that are equally valid? Everyone (who is able to do so) constructs their 
own coherent ethical systems, and we can aim for a consensus or demo-
cratic compromise between everyone’s system by using a democratic 
procedure. In a democracy, everyone has one vote, and everyone’s vote 
is equally important, because we cannot say that one vote (one coher-
ent theory) is better than someone else’s. But those who cannot provide 
a coherent moral theory that does not contain unwanted arbitrariness, 
lose their vote. In other words: in this moral democracy it is not allowed 
to vote for parties who have incoherent moral theories, such as racist 
parties. Those parties cannot participate in elections.

Note that the coherence of moral theories imposes very strong con-
straints on the construction of moral theories. We can expect that the 
resulting theories that people construct, if they follow the anti-arbi-
trariness principle carefully, are not extremely divergent from each 
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other. This strong selection and convergence of moral theories makes a 
democratic choice of theory more feasible.

So there are two reasons why our moral theories should not contain 
unwanted arbitrariness. First, if it contains such arbitrariness, some-
one else is allowed to arbitrarily reject our theory and we are not able to 
complain. Second, the avoidance of unwanted arbitrariness puts strong 
constraints on the possible moral theories, which makes a democratic 
consensus between the resulting coherent moral theories more feasible.

8. Implication 2: Non-discrimination
Discrimination can be defi ned in different ways, suitable for different 
contexts (see e.g. Altman 2016). One could for example defi ne discrimi-
nation merely as a different treatment of two individuals (or groups of 
people), but then we must distinguish permissible versus impermis-
sible discrimination and defi ne the latter. The following defi nition of 
arbitrary discrimination is suitable to derive the non-discrimination 
principle from the anti-arbitrariness principle.

Arbitrary discrimination of individual (or group) A relative to B 
by discriminator C is a systematically different treatment of A and B, 
whereby
1) B is given more advantages by C than A,
1) C believes A has a lower moral status than B (e.g. A has less in-

trinsic value or weaker rights than B) in the sense that C would 
not tolerate swapping positions (treating A as B and B as A), and

3) there is no justifi cation or the justifi cation of the difference in 
treatment refers to morally irrelevant criteria (properties that 
are not acceptable motives to treat A and B differently in the 
concerned situation), whereas A and B both meet the same mor-
ally relevant criteria to treat and value them more equally.

The fi rst two conditions refl ect unwantedness. The discriminated person 
A does not want the disadvantage, but also the person C who discrimi-
nates does not want swapping positions of A and B. The third condition 
refl ects arbitrariness, i.e. the lack of a justifying rule. Discrimination 
is based on arbitrariness, and this arbitrariness is avoidable and un-
wanted, because the discriminated people do not want their negative 
treatment, their arbitrary exclusion from the moral community.

The anti-arbitrariness principle specifi es what counts as morally 
irrelevant criteria. A criterion or property is morally irrelevant in a 
specifi c context (such as political elections or job opportunities), when it 
is arbitrary (in the sense that there is no non-circular rule that selects 
the property out of a multitude of similar kinds of properties), or it has 
a high risk of introducing arbitrariness. The latter happens with, for 
example, ambiguous properties, properties that are inherently impos-
sible to detect, defi ne or delimit, or non-empirical properties for which 
there are no objective or scientifi c criteria and methods—not even in 
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principle—to clearly see whether the property is present. With such 
properties, there is the risk that one arbitrarily assigns the property 
to individuals as one pleases. Consider a non-natural property such 
as a soul, and the claim that only beings that have a soul have rights. 
The danger is that one can arbitrarily assign a soul to some preferred 
entities or persons.

With the anti-arbitrariness principle we can derive which proper-
ties are morally irrelevant in which contexts and hence result in dis-
crimination in those contexts. Some properties that are irrelevant in, 
for example, the context of political voting are: physical characteristics 
and appearances (e.g. skin color, behavior, gender), genetic properties 
(e.g. race, ethnicity, genetic kinship), supernatural properties (e.g. hav-
ing a soul), preferences (e.g. sexual, political), and belonging to an ar-
bitrary group.

As a concrete and important example of the non-discrimination 
principle, consider the choice of moral community: the subset of all en-
tities in the universe that have moral status (in the sense of, e.g. having 
moral rights). Consider only living beings. According to the biological 
classifi cation, we can classify living beings in a vertical taxonomic hier-
archy, with the taxonomic rank “life” at the top, followed by ranks such 
as “domains” (e.g. eukaryotes), “classes” (e.g. mammals), “orders” (e.g. 
primates), and fi nally the taxonomic rank “populations” (races, subspe-
cies) at the bottom. A white supremacist fi rst chooses the lowest level 
in this hierarchy (the populations or ethnic groups), and then picks a 
subset at this level (the ethnic group of whites). Similarly, a speciesist 
fi rst selects the level of the species, and then selects a specifi c species 
(e.g. Homo sapiens) as the moral community. If no selection rules were 
followed, these two choices involve respectively vertical and horizontal 
arbitrariness. We can fi rst ask the non-trivial question: “Why choosing 
a species and not, e.g. a biological order or a phylum?” And at the level 
of the species, we can ask: “Why choosing Homo sapiens (humans) and 
not, e.g. Sus scrofa (pigs)?” One could answer: “Because most humans 
have the capacity for moral thought”, but it is possible that this answer 
also applies to some levels up or down in the hierarchy. If, for example, 
there are less than 14 billion primates alive, containing more than 7 
billion humans with the capacity for moral thought, then the majority 
of primates have this capacity. Hence, one could equally well fi rst select 
the level of orders and then the order of primates. By selecting a biolog-
ical group as a moral community, it is not easy to avoid arbitrariness.

The defi nition of discrimination means you can avoid discrimina-
tion in three ways: either treating A and B equally, tolerating swap-
ping their positions or justifying the preferential treatment using non-
arbitrary criteria.

If you tolerate swapping the positions of A and B, you give them 
equal moral value. This implies that some kinds of partiality are not 
(yet) discriminatory. Consider a burning house dilemma where you can 
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either save Alice or Bob from the fl ames. Suppose you want to save Bob 
fi rst because he is your child, whereas Alice is a child from another coun-
try, with another skin color. Non-discrimination does not imply that you 
should fl ip a coin and give each child an equal 50% survival probability. 
You are not a racist or sexist (at least not necessarily) if you want to 
save Bob, as long as you do not condemn someone else who wants to save 
Alice. If you criticize someone who saved Alice, and you do so by using 
arbitrary criteria such as skin color or gender, then you discriminate 
and then it becomes racism or sexism. It permissible for you to show par-
tiality to Bob for reason r (for example, because you feel attachment to 
Bob) if you tolerate others failing to show partiality to Bob for reason r.

Considering the above, we can formulate the following ethical prin-
ciple of tolerated partiality: when helping others, you are allowed to 
be partial in favor of one individual or group (e.g. your own child), as 
long as you tolerate someone else’s choice to help the other party (e.g. 
another child). In this sense, saving your child is not inconsistent with 
the claim that all children have an equal moral value. Two children can 
have different personal values for you, but they inherit an equal moral 
value when a tolerated symmetry (swapping their positions) is satis-
fi ed. Having a stronger empathic connection for one individual or hav-
ing a stronger inclination to save one individual instead of the other, 
and acting on those feelings, is not necessarily discrimination.

This principle of tolerated partiality can be derived from the un-
wanted arbitrariness principle: everyone should tolerate your prefer-
ence for saving the people you hold dear, even if your selection of those 
people is arbitrary (e.g. from my perspective), because everyone can 
consistently want to be able to save the people they hold dear.

What if you do not tolerate swapping the positions of Alice and Bob? 
Suppose Bob is your child and Alice is the name of my car. You would 
not tolerate me saving the car. The defi nition of arbitrary discrimina-
tion implies that to avoid discrimination, there must be a valid reason 
or justifi cation, based on non-arbitrary criteria, why one entity (the 
child) is more important or valuable than the other (the car). In this 
example you can easily give a valid reason: the child has preferences 
to be rescued, to keep on living and to avoid the pain from the fl ames, 
whereas the car does not care at all about being burned or rescued.

Similarly, suppose you give a piece of chocolate to Bob, a child, in-
stead of Alice, a dog. You have a non-arbitrary justifi cation: chocolate is 
unhealthy for dogs. Being able to safely eat chocolate is a non-arbitrary 
criterion, because both the dog and the child prefer safe food. Non-dis-
crimination does not say that we must treat everyone the same and 
give everyone the same food.

However, some reasons are invalid in cases when you do not toler-
ate swapping positions. For example, the reason to save Bob instead 
of Alice because Bob belongs to a certain social group or believes in a 
certain God. Those invalid reasons refer to arbitrary criteria, such as 
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skin color, religious beliefs or group membership. A white supremacist 
might help Bob instead of Alice (and does not tolerate someone saving 
Alice instead of Bob) based on their skin colors, but what does skin 
color have to do with a preference for being helped? Skin color is but 
one bodily characteristic, and it is arbitrary to claim that this particu-
lar characteristic relates to subjective preferences.

In summary, when swapping positions is not tolerated, the reason 
should not be arbitrary. When swapping positions is tolerated, the ar-
bitrariness of the reason is not problematic. ‘Being your child’ may be 
an arbitrary reason to save your child, because what does that have to 
do with a preference for being helped? So if you use this as your reason, 
then you have to tolerate swapping positions (i.e. someone else saving 
another child).

To avoid discrimination, we have to expand the moral circle (Singer 
2011). This expansion visualizes the traditional approach in a rights-
based ethic. One traditionally starts with the list of rights and then 
asks the question: what are the entities in the world that should get 
these rights? Then we see an expanding circle: from the individual to 
the family to the tribe to the ethnic group to the species, ending up 
with the Universal Declaration of Human Rights. But selecting some 
entities or persons is arbitrary, and the consequences of this selection 
cannot be consistently wanted by individuals who are not selected.

The anti-arbitrariness principle suggests a reverse approach: to 
avoid arbitrary exclusions, we fi rst start with the condition that every-
one and everything gets rights. Then we ask the question: what are the 
basic rights that should be granted to all entities in the world?

Of course we cannot grant all possible rights to all entities, because 
that results in contradictions. Hence, the choice of rights might involve 
unavoidable arbitrariness. To avoid unwanted arbitrariness, we can 
look for the rights that are least unwanted or that can be selected fol-
lowing some rule.

Consider the right not to be killed. This right is trivially satisfi ed 
for non-living things, but if all living things get this right, we are no 
longer allowed to kill and eat plants. We can restrict this right to the 
right not to be killed against one’s will. The addition of “against one’s 
will” is possible, because everyone can consistently want such addition. 
Assuming plants do not have a consciousness and hence no will, this 
right is trivially satisfi ed for plants: even if we eat them, we do not kill 
them against their will and hence do not violate their right. We can 
easily grant plants this right.

But this right can still be unwanted: there are situations where we 
can save many people, only by accidentally or unintentionally killing 
one person against his will. When that person is a rightholder who has 
the right not to be killed against his will, the presence of that person 
imposes a cost on others: the other people can no longer be saved. They 
lose the freedom to be saved. The rightholder becomes an obstacle: it 
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would have been better for the other people if that one person was ab-
sent or did not exist.

As argued by Walen (2014), there is however another right that 
does not impose costs on others: the right not to be used as a means 
against one’s will. One is used as a means for someone else’s ends if 
one’s existence and presence is necessary to achieve the ends. If every-
one has this right instead of the right not to be killed, it is still allowed 
to save people by accidentally killing someone. Bringing into existence 
a person who has that right is not costly or harmful for others, be-
cause other people would not have been better-off if the person were 
absent. Consider the case of an unwanted pregnancy: abortion violates 
the right of the embryo not to be killed, but not the right not to be used 
as merely a means. Performing an abortion, the embryo is not used as 
a means, because the woman could still achieve her end (i.e. not being 
pregnant) if the embryo did not exist. In contrast, when the pregnancy 
is unwanted, one could say that the mother is used as a means against 
her will: her existence is necessary for the embryo to live. The embryo 
uses the body of the mother against her will.3

This right not to be used as means against one’s will refl ects a Kan-
tian mere means principle (see Kant 1785 and Parfi t 2011): if “use” 
generalizes to “treat” and “against one’s will” translates into “merely”, 
the no-mere-means right says that we should not treat someone as 
merely a means for someone else’s ends.

Now we can formulate a selection rule to select this no-mere-means 
right: choose the right that refers to the person’s will and does not im-
pose costs on others (in the sense that others would not be better-off 
and cannot be made better-off if people who have the right were ab-
sent). The absence of costs means that it is diffi cult to complain against 
granting people this no-mere-means right. With the selection rule and 
the diffi culty to complain, choosing this no-mere-means right is likely 
to avoid unwanted arbitrariness. Everything gets this right, but the 
right is only non-trivial for individuals who have a will (which con-
sists of subjective preferences). This includes children and animals. As 
a practical result, this right imposes a duty of veganism. If animals 
have negative experiences when their bodies are used for food, their 
no-mere-means right is violated. And if only humans and some pre-
ferred non-human animals get this no-mere-means right, we are guilty 
of discrimination.

9. Conclusion
The anti-arbitrariness principle states that everyone who makes a 
choice has to avoid unwanted arbitrariness as much as possible. This 
principle strongly relates to Kantian, Scanlonian and Parfi tian cate-

3 Note that in this sense, using someone as a means does not have to be 
intentional.
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gorical imperatives (Kant 1785; Scanlon 1998; Parfi t 2011). Its most 
important implications are non-dictatorship and non-discrimination.

I will leave this discussion with some open questions for further re-
search. Could the anti-arbitrariness principle be too strong in the sense 
that it prohibits too many ethical principles and choices that we deem 
to be valid and permissible? Could we fi nd some kinds of arbitrariness 
that can still be justifi ed, even if someone cannot consistently want 
them? Are there other fundamental ethical principles, confl icting with 
the anti-arbitrariness principle, that everyone can consistently want? 
If yes, can those other principles be justifi ed? And when people have 
different coherent moral theories but cannot fi nd a democratic consen-
sus, how can we select the best moral theory? The latter moves us to 
the area of “normative uncertainty” (MacAskill 2014).
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in Sweatshop Labor
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One common argument against sweatshops is that they are exploitative. 
Exploitation is taken as suffi cient reason to condemn sweatshops as un-
just and to argue that sweatshop owners have a moral duty to offer better 
working conditions to their employees. In this article, I argue that any 
exploitation theory falls short of covering all standard cases of sweat-
shops as exploitative. In going through the most prominent theories of 
exploitation, I explain why any given sweatshop can either be wrongfully 
exploitative or not, depending on the exploitation theory being consid-
ered and the circumstances of the application. I conclude by suggesting 
that sweatshop critics had better fi nd other reasons besides the charge of 
exploitation to protest or interfere with these workplaces.

Keywords: Exploitation; theories of exploitation; sweatshops; 
sweatshop criticism.

1. Introduction
One widespread reason to protest sweatshops is the exploitative work-
ing conditions within.1 This protest is based on the argument that 

* I am grateful to Christopher Morgan-Knapp for his support and help in writing 
this article and for asking me challenging questions regarding the arguments 
involved. I would also like to thank my colleagues in the Society for Practical 
Philosophy, Turkey (Çağlar Çömez, Umut Eldem, Maya Mandalinci, Beşir Özgür 
Nayır, Seçil Aracı, Arzu Formánek) for their valuable feedback on an initial version 
of the article.

1 Exploitation is not the only reason to protest sweatshops. Other reasons 
might be coercion, background injustice, inhumane working conditions, the moral 
requirement of attaining better conditions, or any other anti-globalization political 
motive. This article focuses exclusively on exploitation.
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sweatshop workers are exploited, and this fact constitutes one reason 
to protest sweatshops or interfere with them to ameliorate the working 
conditions.

In this article, I will go through some of the prominent theories 
of exploitation and argue that for all these theories, there are some 
circumstances, though maybe different for each theory, under which 
specifi c sweatshops are wrongfully exploitative while others are not. 
Hence, I argue against the contention that all standard cases of sweat-
shops are exploitative even for a sturdy theory of exploitation. I further 
claim that sweatshop critics had better fi nd other moral grounds beside 
the exploitation charge to protest sweatshops if they want a more sub-
stantial moral ground for their criticism.

To build my argument, I will analyze the prominent defi nitions of 
exploitation in the literature and discuss how each explains the alleged 
exploitation in sweatshops. I will show that there are at least some cir-
cumstances for all these theories, and not necessarily the same circum-
stances for each theory, under which specifi c sweatshops are wrong-
fully exploitative. Nevertheless, no theory among the ones I investigate 
marks all standard cases of sweatshops as exploitative. I will also point 
at some theoretical fl aws of each theory.

In the fi rst and second sections below, I will distinguish between 
two main approaches to the concept of exploitation: defi nitions that 
focus on the outcomes and defi nitions that focus on attitudes. The fi rst 
set of defi nitions takes exploitation to be related to the fairness of an in-
teraction between the parties involved. On the other hand, the second 
set of defi nitions focuses on the attitudes of the involved parties during 
their interaction regardless of the fairness of the outcome.

2. Exploitation and outcomes
Outcome-based exploitation accounts focus on whether or not the al-
legedly exploitative relationship distributes the common surplus fairly. 
Here, what is referred to as the common surplus is any value created 
due to the interaction between parties A and B that would not be cre-
ated had these parties not interacted. A general defi nition that these 
accounts would agree on can be formalized as this: 
 (E1): A exploits B if and only if A benefi ts from a transaction 

with B, in which A takes unfair advantage of B.
The difference between the accounts under this category stems from 
their approaches to what constitutes unfairness in an interaction.  

2.1. Wertheimer’s theory of exploitation
Alan Wertheimer maintains that a transaction between two parties 
is unfair if the way they share the surplus confl icts with the shares 
that the parties would have had there been a hypothetical competitive 
market for the goods and services they transact  (Wertheimer 1996: 
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230–236). Wertheimer’s account of fairness is transaction-specifi c and 
does not consider how well-off the agents are in comparison to each 
other apart from the terms of the transaction itself.

Many authors have criticized this theory for using competitive mar-
kets as fairness criteria. Ruth Sample, for instance, fi nds Wertheimer’s 
criterion conservative and questions his claim that exploitation con-
sists of violating market practices: “Wertheimer does not explain why 
the market price should be regarded as the fair price and why nonmar-
ket prices are exploitative” (2003: 24). Moreover, even if we accepted 
the fair market price as a criterion to detect exploitation, we would fi nd 
cases where talking about such a price does not make sense.

For example, take a porcelain collector who lacks only one piece 
in his extensive collection of rare pieces. This piece stands in a store 
whose owner raises its price after hearing about the interest of this 
collector. The collector wants the piece so badly that he buys it for the 
new exorbitant price.2 He seems overcharged because the store own-
er raised the price after learning about the collector’s interest in this 
piece. However, to talk about exploitation, in this case, would require 
us to imagine the piece’s price in a hypothetical competitive market.

In such a market, the piece would have the price “that an informed 
and unpressured seller would receive from an informed and unpres-
sured buyer” (Wertheimer 1996: 230). There are multiple buyers and 
sellers in such a hypothetical competitive market to ensure that “nei-
ther party takes special unfair advantage of the particular defects in 
the other party’s decision-making capacity or special vulnerabilities in 
the other party’s situation” (Wertheimer 1996: 232, emphasis in the 
original). However, if there were multiple buyers and sellers of this 
porcelain piece, then there might be less of an incentive to make a col-
lection of it. After all, people who are into collections tend to collect rare 
items, for which, by defi nition of a rare item, there cannot be multiple 
buyers and sellers. Hence, imagining a hypothetical competitive mar-
ket for such items is diffi cult.

To be charitable to Wertheimer’s defi nition, we can ignore the clause 
on “multiple buyers and sellers” and focus on the part where he talks of 
taking special unfair advantage of special vulnerabilities in the other 
party’s situation (cf. 1996: 232). We can blame the store owner for tak-
ing a special unfair advantage, thus exploiting the collector when they 
use the information that reveals this collector’s vulnerability. 

However, unless the store owner’s act also involves unfairness, it 
would bear the problems of an account of exploitation based on the 
idea of vulnerability. I explain such an account as (E2) and discuss 
its disadvantages below. Otherwise, if it involves unfairness, it has to 
account for how to come up with a hypothetical price for the porcelain 
piece in question.

2 One can fi nd a similar example in Sample (2003: 14).
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It is, then, unclear whether the porcelain collector is exploited, as 
per Wertheimer. It is even dubious whether he is overcharged because 
we need a standard price to talk about overcharging, which is nonex-
istent in this case. He might well “feel” overcharged, yet this does not 
offer much help for the normative analysis I am pursuing here.

The fl aw of Wertheimer’s account of exploitation in explaining the 
moral issues in exchanging rare items might disclose a theoretical 
weakness on its side. Nevertheless, we still have to examine the ex-
planatory power of this theory to analyze the exploitation charge in 
sweatshops.

Determining a hypothetical market price for sweatshop labor is 
diffi cult. One diffi culty stems from how hypothetical we imagine this 
market to be. In other words, we must fi nd out how much of a deviation 
from an actual market situation in a given region of sweatshops we 
want to imagine.

If we were to imagine a hypothetical market on a global scale, say 
for just the garment industry, keeping other factors constant, we would 
imagine a global labor market of workers and capitalists from all coun-
tries worldwide. Under such circumstances, other things equal, one 
would expect the more densely populated regions to have lower market 
wages than more sparsely populated regions since the labor supply is 
higher in these densely populated regions. This situation might result 
in a neighborhood in Manhattan having a lower hypothetical market 
wage for the garment industry than Brahmanbaria, a city in Bangla-
desh similar in size to Manhattan but with a population of at least one-
tenth. The counterintuitive implication would be that while workers in 
Brahmanbaria are exploited with the current real wages they receive, 
the workers in Manhattan exploit their employers.

Holding everything else stable and focusing on population density to 
imagine a hypothetical market might not do justice to what Wertheimer 
had in mind. However, the point of the example is to mark the diffi culty 
of imagining a hypothetical market for sweatshop labor globally.

Sample maintains that Wertheimer’s account would fail to distin-
guish the wage-labor exchange between the MNE decision-makers and 
the sweatshop workers as exploitative. According to her, Wertheimer’s 
account would fail in these cases because “[t]here is a competitive mar-
ket for labor in Pacifi c Rim countries, but there are more workers than 
there are capitalists. Thus the competitive market price for labor is 
relatively low” (Sample 2003: 24).

Sample’s claim might require more explanation here. The fact that 
there are more workers than capitalists should not suffi ce to say that 
the relevant labor relation is exploitative unless one believes that a 
labor-capital relationship is necessarily exploitative since the number 
of workers is always more than the number of capitalists in any capi-
talist part of the world. We could interpret Sample’s idea to mean that 
the capitalist/worker ratio in the Rim countries is below a certain ratio, 
above which it would not make sense to talk of an exploitative labor 
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relationship according to Wertheimer’s hypothetical market price cri-
terion for exploitation.

Cohen’s idea of “collective unfreedom” can help us here understand 
the signifi cance of this capitalist/worker ratio.3 Cohen explains collec-
tive unfreedom as follows: “a group suffers collective unfreedom with 
respect to a type of action A if and only if performance of A by all mem-
bers of the group is impossible” (Cohen 1983: 16). He maintains that 
although each worker in a capitalist portion of the world is free to stop 
being a worker and become an entrepreneur using their savings or oth-
er loans, if possible, such freedom cannot be used by all workers. Thus, 
workers suffer from collective unfreedom to stop being workers.

Cohen adds, “[c]ollective unfreedom comes in varying amounts, and 
it is greater the smaller the ratio of the maximum that could perform 
A to the total number in the group” (1983: 16). One would expect this 
ratio to be quite small in a region where sweatshops are widely used 
in production. So, we would not expect many workers to be free to stop 
being workers and start their own sweatshops. Hence, workers would 
suffer from a higher level of collective unfreedom in such a region.

Now, we can take Sample’s idea of the capitalist/worker ratio to fol-
low Cohen’s idea of collective unfreedom. So, as Cohen advocates, the 
lower the capitalist/worker ratio in any given region, the more exploit-
ative conditions are in that place. However, unless we want to accept 
that all possible paid labor is exploitative, we need to mark a threshold 
for the capitalist/worker ratio at which labor relations become exploit-
ative. Therefore, we still need to say more than what Cohen theorizes 
about workers’ collective unfreedom.

Sample might be wrong in her assumption that there is a problem 
with Wertheimer’s theory just because it fails to mark sweatshop labor 
as exploitative. Still, her criticism gives us a new idea for interpreting 
the criterion of a hypothetical market. We can now take the hypotheti-
cal market to imply a given region rather than the whole world and the 
hypothetical market wage as the wage resulting from an “ideal capital-
ist/worker ratio” in this region. This idea would be a better interpreta-
tion of Wertheimer’s theory.

This result is still counterintuitive, according to Jeremy Snyder. He 
argues against a hypothetical market price defi nition of exploitation: 
“An interaction may be fair by the standards of a hypothetical fair mar-
ket (or another standard of micro fairness), but leave workers without 
suffi cient income to meet their basic human needs” (Snyder 2010: 199). 
He concludes that the fact that workers cannot meet their basic human 
needs in the presence of a hypothetical market price for labor is suf-
fi cient to reject Wertheimer’s theory of exploitation.

Snyder is correct that a hypothetical market wage might leave 
workers with insuffi cient provisions. However, there would be noth-
ing inconsistent in Wertheimer’s theory to say that this wage is non-

3 I thank an anonymous reviewer for reminding me of this concept.
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exploitative. Wertheimer could still concede that other moral wrongs 
might be involved (like a history of colonization or a corrupt govern-
ment) or some unfortunate events (like famine) that caused the cir-
cumstances under which a hypothetical market wage is so low. Thus, 
he would insist that no exploitation is involved as long as the wage in 
question is at a level commanded by a hypothetical labor market in 
this region.

Let me go back to the interpretation of the hypothetical market 
wage that depends on the idea of an “ideal capitalist/worker ratio.” The 
theory has to hold that a hypothetical market wage would be obtained 
if such a ratio were maintained in a given region. This ratio ensures 
that an unpressured seller takes a price from an unpressured buyer. 
The diffi culty of determining such a ratio is evident. If we point at a 
particular country or region of the world as an ideal example of such 
a ratio because there is no exploitation there, this will beg the ques-
tion. We can defi ne exploitation by looking at a given non-exploitative 
relationship only if we accept this particular non-exploitative case as a 
foundation for our theory. This argument is different from what Wert-
heimer defends.

Even if we could determine an ideal capitalist/worker ratio by look-
ing at a particular part of the world to help us determine a non-exploit-
ative hypothetical market wage, we would not be able to use it in other 
cases. Imagine that in a specifi c region where living conditions are 
harsh, power plant companies struggle to employ engineers because 
engineers prefer to live in parts of the world where living conditions 
are better than in this region. If a capable engineer asks for an exor-
bitant wage from a power plant company in such a region, we could 
consistently hold that this is an exploitative offer because the wage this 
engineer demands would be higher than the average wage engineers 
receive in the part of the world where the capitalist/worker ratio is ide-
al.4 However, we would then lose Wertheimer’s condition of a hypothet-
ical market: an unpressured seller takes a price from an unpressured 
buyer. This result would constitute another reason we cannot take an 
existing location to indicate an ideal capitalist/worker ratio.

Another method would be giving another criterion, such as work-
ers’ capacity to meet their basic needs, to indicate this ratio. However, 
now, there would not be any need for the hypothetical market criterion 
because this new criterion, i.e., meeting the basic needs, would do the 
conceptual work. Thus, the hypothetical market criterion for determin-
ing fairness does not help clarify Wertheimer’s exploitation theory.

Indeed, Wertheimer provides his readers with an alternative way 
to interpret fairness in a transaction, although he refuses to use it to 
develop this position further. According to this interpretation, a trans-
action between two parties is unfair if the way the surplus is shared 

4 I thank an anonymous reviewer for bringing this thought experiment into the 
discussion. 
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confl icts with the shares that the parties would end up having, accord-
ing to the rational bargaining theory (Wertheimer 1996: 218–221).

Sollars and Englander (2018) develop an account of fairness based 
on this idea. They defi ne the reservation prices of the seller and buyer of 
a product as RS and RB, respectively. RS is the price below which the sell-
er would not wish to transact, and RB is the price above which the buyer 
would decline the transaction. For a transaction to occur, RS has to be 
less than or equal to RB; RS ≤ RB. As a result of any transaction, a surplus 
will be defi ned by their difference, RB – RS. According to their theory, a 
fair transaction would divide the surplus equally; (RB – RS)/2. Any devia-
tion from this amount would make the transaction exploitative.5

Their exploitation theory helps them distinguish between a compa-
ny that makes enormous profi ts using sweatshops in their production 
line and another case where a relatively small domestic company uses 
them. In both cases, workers might fi nd it challenging to make ends 
meet. Nevertheless, while we may rightfully blame the big company 
for exploiting its workers, we might not say the same for the small 
company.

The difference stems from the surplus ratio (RB – RS). The big com-
pany is thought to have a higher RB, so it is expected to yield a higher 
wage for its workers. If this company does not share half of the surplus 
with its workers, it is charged with exploitation. The small company 
could also be charged with exploitation unless it shares half of the sur-
plus. However, even if the small company renounces all the surplus 
favoring its workers, this might make a minimal change in workers’ 
wage levels. So, although the workers of the big company might make 
more money than those of the small company, the former are exploited 
while the latter are not, according to this theory (cf. Sollars and Eng-
lander 2018).

This account seems more stable than the hypothetical market cri-
terion for fairness. Nevertheless, the problem lies in the initial pre-
suppositions of the theory. Rather, indeed, the problem lies in what 
the initial presuppositions neglect. Rational bargaining theory neglects 
the background circumstances that affect the reservation prices of the 
transacting parties. As Wertheimer contends, “[...] rational bargaining 
always refl ects the prebargaining position or endowments of the par-
ties [...]” (Wertheimer 1996: 220). This theory ignores why sweatshop 
workers have a reservation price that is insuffi cient to fulfi ll their basic 
human needs.

A defender of Wertheimer’s theory of exploitation could respond 
that those background circumstances enable a transaction between 
large MNEs and poor sweatshop workers in the fi rst place, and thus 

5 Sollars and Englander explain that this random division of the surplus into 
equal portions is just an easy starting point for their argument: “we stress that we 
choose this criterion mainly for the ease of exposition. We believe that the selection 
of the best criteria for dividing the surplus within the context of sweatshops is a 
matter for future research” (2018: 24).
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including these circumstances in a theory of exploitation to mark them 
morally wrong would be ignoring the basic requirements for foreign 
direct investment. However, this rejoinder misses the point of the need 
for a theory of exploitation that purports to explain a mutually advan-
tageous albeit morally wrong relationship.

If a mutually advantageous relationship involves unjust back-
ground circumstances in which the parties fi nd themselves, a theory 
of exploitation is expected, at least not to ignore them. I do not mean 
to defend that any transaction made under unjust background condi-
tions is necessarily exploitative. A theory of exploitation must explain 
why and when they are irrelevant if that is what the theory claims. 
Unfortunately, Wertheimer’s theory of exploitation falls short of this 
research goal.

This last response would only satisfy some, and I wish not to push 
it further since I do not necessarily need it to make my main argument. 
So, regarding Wertheimer’s theory, I can say that until a better account 
of hypothetical market criterion is given, his theory works best with the 
approach suggested by Sollars and Englander, and their method con-
cedes that we can rightfully blame some sweatshops, viz., some of those 
that make big profi ts, for wrongfully exploiting their workers. More-
over, many other sweatshops, especially ones that do not make huge 
profi ts, will be marked as non-exploitative in Wertheimer’s approach.

2.2. Improving the fairness account using the vulnerability criterion
One way to improve (E1) is to add the “vulnerability” element to this 
defi nition to better distinguish cases like the porcelain collector from 
ones like sweatshops. This amendment would enable us to consider 
the background conditions and fi lter out cases in which the alleged ex-
ploitee is not necessarily vulnerable in a signifi cant way to the transac-
tion in question. The new defi nition of exploitation would look like this: 
 (E2): A exploits B if and only if A benefi ts from a transaction 

with a vulnerable B, in which A takes advantage of this vulnera-
bility.6

Robert Goodin and Thomas Christiano both have theories of exploita-
tion that one can call vulnerability accounts. Goodin claims that “fl a-
grant violation of duty to protect the vulnerable constitutes the essence 
of interpersonal exploitation” (Goodin 1987: 188). Moreover, Christiano 
defi nes exploitation as a violation of a duty to the vulnerable (Chris-
tiano 2015: 263). Both authors emphasize the vulnerability of the ex-
ploitee to the exploiter.

6 (E2) is not an outcome-based account of exploitation. However, I still want 
to discuss it here, rather than in the next section, not because I consider it is an 
alternative outcome-based account, but because it is a helpful argumentative step 
to reach (E3).
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The general criticism against vulnerability accounts is that they 
would create false positives, viz., mark many of our ordinary transac-
tions as exploitative. For instance, Richard Arneson argues that there 
is nothing objectionable in using someone’s vulnerability for advantage 
as long as there is no unfairness involved in the interaction (Arneson 
2016: 10). After all, our specifi c vulnerabilities and necessities enable 
many of the transactions in which we get involved. For example, in 
Arneson’s “Cancer Treatment” example, a cancer patient consults the 
only qualifi ed surgeon in his town (Arneson 2016: 10). The surgeon 
offers to operate on the patient and save his life for a better-than-fair 
price. In this example, although the patient is vulnerable to the sur-
geon, the interaction is not exploitative. Of course, one might argue 
that this is what the Goodin-Christiano line is arguing for, i.e., the sur-
geon is not violating her duty of making a fair offer to the vulnerable 
patient. Again, however, we would fall back to the fairness account, 
which would explain why this transaction is not exploitative.

It seems plausible to combine the unfairness element with the vul-
nerability criterion to benefi t from both criteria’s strengths.
 (E3): A exploits B if and only if A benefi ts from a transaction 

with a vulnerable B, in which A takes unfair advantage of B’s 
vulnerability.

It might seem evident that if A can exploit B, then something about B’s 
situation already creates vulnerability on her account. Hence, adding 
vulnerability to the defi nition of exploitation might seem redundant. 
However, talking about an exploitative relationship for some types of 
vulnerabilities would not make sense. For example, assume I sell chess 
lessons online and get paid in terms of donation, viz., my customers pay 
me whatever they deem suitable as a fair price.7 Now and then, some 
customers would pay a meager price or not pay at all while benefi ting 
from the lessons. The situation fi ts (E3) well; I seem to be exploited 
by these customers. In this case, although I have made myself vulner-
able to unfair transactions, I am not vulnerable in any special sense 
or any other sense regarding the background conditions of the parties 
involved. So, adding vulnerability as a separate criterion does not add 
much to the exploitation charge unless the defi nition of vulnerability is 
related to some background conditions.

Satz seems to agree that “underlying extreme vulnerabilities of the 
transacting parties” (Satz 2010: 97, emphasis in the original) rather 
than any random vulnerability can lead to exploitation. She adds that 
“widely varying resources or widely different capacities to understand 
the terms of their transaction” (Satz 2010: 97) cause such extreme vul-
nerabilities.8 Therefore, the exploitation account must build the con-
nection between the exploitee’s background conditions and vulnerabil-
ity to avoid false positives.

7  A similar example is in Arneson (2016: 27). 
8  I thank an anonymous reviewer for reminding us of Satz’s contribution to the 

discussion. 
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2.3. Arneson’s theory of exploitation
Arneson gives an account of exploitation that would fi t (E1) and in-
clude the background circumstances into the defi nition of unfairness. 
He formulates a prioritarian criterion of the best outcome regarding 
the distribution of social surplus in an interaction. He holds that the 
best outcome is obtained by measuring the weighted well-being of the 
parties involved in the transaction in question. Moreover, the weighted 
well-being score “is fi xed in this way: obtaining a benefi t (or avoiding a 
loss) for a person has more value, (1) the greater the well-being gain it 
achieves for the person, (2) the worse-off in lifetime well-being the per-
son would otherwise be absent this benefi t, and (3) the more deserving 
the person is in life-time terms” (Arneson 2016: 17). So, a transaction 
between parties A and B would be less fair the farther it is from the 
best outcome criterion that Arneson provides.

Arneson’s theory of exploitation is superior to Wertheimer’s in in-
cluding the lifetime well-being of the parties when making an exploita-
tion claim.9 This criterion of how agents would do in lifetime well-being 
absent the transaction in question would imply a comparison in back-
ground circumstances. “This account will yield the result that Poor’s 
driving hard bargain with Rich when Poor has a bargaining advantage 
is more fair than Rich’s driving hard bargain with Poor when Rich has 
a bargaining advantage (on the assumption that greater wealth tends 
to lead to greater lifetime well-being)” (Arneson 2016: 18).

Nicholas Vrousalis criticizes Arneson for creating false negatives, 
i.e., missing to mark exploitative cases as exploitative. The case Vrou-
salis uses as a counterexample to Arneson’s account is a version of Ant-
Grasshopper cases.10 In this version, although the Grasshopper is much 
worse-off compared to the Ant, she is undeserving to enjoy the benefi ts 
of their interaction because she spent all summer lazing around, and 
this fact makes her “completely undeserving (absolutely or compara-
tively, pluralistically or monistically)” (Vrousalis 2016: 535). Hence, 
according to Arneson’s theory of exploitation, even if Ant charges the 

9 Wertheimer does not consider his account of exploitation to be weak just 
because it does not consider background circumstances (or overall well-being of the 
parties, for that matter) relevant to the charge of exploitation; he instead sees this 
fact as a virtue of it (see Wertheimer 2007: 261).

10 “As in the fable, Ant works hard all summer and has ample provisions for 
the winter. Grasshopper lazes about and in January has an empty cupboard. As it 
happens, cardinal interpersonal comparisons of desert and well-being can be made. 
Without interaction, Grasshopper will end up with welfare level two, which amounts 
to dire misery, and Ant with three, bare suffi ciency, and in this scenario Ant is 
comparatively more deserving; the gap between the welfare level Ant has and what 
he deserves is far greater for him than is the comparable gap for Grasshopper. Ant 
proposes to sell some provisions to Grasshopper at a very high price. Grasshopper 
accepts the deal, though he would prefer to pay less and get more. With this deal in 
place, Grasshopper ends up with welfare level three and Ant with twelve (Ant buys 
a cell phone). Even after this transaction, Ant’s welfare level is less than he deserves, 
by comparison with the situation of Grasshopper” Arneson (2016: 535).
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Grasshopper exorbitantly, she is not accused of exploitation because of 
Arneson’s account’s “desert” element.

Vrousalis also criticizes Arneson’s account of exploitation for creat-
ing false positives, i.e., marking non-exploitative cases as exploitative. 
He compares cases of unfair free-riding that do not include domina-
tion to those that include domination (Vrousalis 2016: 536). Vrousalis 
maintains that Arneson’s account marks these cases as exploitative, 
although they are intuitively not exploitative. He gives the example of 
someone, A, who escapes from persecution and hides in B’s boat. When 
B rows her boat from one coast to another, A free-rides B’s rowing ef-
forts and hence takes unfair advantage of her for A’s benefi t. Vrousalis 
maintains that although A seems to be exploiting B according to Arne-
son’s unfairness account, this is intuitively wrong.

Vrousalis gives another example where some villagers take unfair 
advantage of other villagers while at the same time dominating them. 
In this thought experiment, villagers take turns to stand sentry at the 
village’s gates against bandits. Some villagers refuse to serve in the 
scheme, though, and thus free-ride the efforts of others. They do so 
knowing that the villagers who live close to the village’s periphery will 
suffer the most when bandits attack. To defend the village safely, those 
contributing to the sentry scheme need the free riders’ contribution. So, 
the free riders have power over the contributors. Vrousalis holds that 
in this example, the free riders can be rightly accused of exploiting the 
contributors’ efforts to maintain safety.

Vrousalis also argues that even if Arneson were right that these 
free rider cases were both exploitative, something of normative signifi -
cance would be lost by not distinguishing them from each other: “Only 
power-grounded advantage-taking constitutes exploitation, on this 
view” (Vrousalis 2016: 536).

Putting aside its theoretical handicaps, using Arneson’s prioritar-
ian criterion of fairness in (E1) must be tested to see if it renders sweat-
shops exploitative. This fairness account seeks to achieve the best 
weighted-well-being score in a transaction. For example, compare two 
possible wage levels that an MNE can pay to its workers in a sweatshop 
that it runs, w and w + x, where w is the current wage paid, and w + x 
is the wage that the MNE can pay without causing much of a change in 
other aspects of its budget.11 Paying w + x to the workers would provide 
higher marginal well-being than the marginal well-being that paying 
w to workers would give to higher-level managers and consumers who 
would otherwise buy the same products slightly cheaper.

This calculation is accurate, at least in the short term. However, in 
the long term, paying w + x at the cost of lower manager compensation 
packets and a slightly higher product price may pull down wages paid 
to sweatshop workers. If further empirical work shows that this is the 

11 Arnold and Hartman count multiple possible ways MNEs can increase wages 
without much loss to their profi ts in Arnold and Hartman (2006). 



232 H. S. Kuyumcuoğlu, Reassessing the Exploitation Charge

case in the sweatshops in question, then the fi rst criterion of Arneson’s 
account would not agree that paying w + x creates greater well-being 
for workers. Whether the fi rst criterion of Arneson’s prioritarian fair-
ness account supports paying w + x to sweatshop workers depends on 
empirical data relevant to the particular circumstances in question.

The second criterion seeks the distribution that will provide the best 
well-being in life-time terms. In line with the fi rst criterion, sweatshop 
workers would lose much more than high-level managers and custom-
ers in general, and in lifetime terms, if w is paid to the workers instead 
of w + x.12 This scenario would be valid unless the long-term conse-
quences of higher worker wages drive profi ts down to drive the MNE in 
question down in the competition among the regional companies. Such 
a consequence would result in many sweatshop workers losing their 
jobs and thus having less well-being in lifetime terms. Hence, whether 
Arneson’s account’s second prioritarian criterion supports higher work-
er wages also depends on the pertinent empirical data.

The third criterion is more challenging to add to the calculation. This 
diffi culty would be due to the ambiguity of comparing the “desert” el-
ement in this account of fairness to the other two criteria. The main 
determining factor in the Marxist and liberal divide in the approach to 
exploitation stems from their economic approaches to the calculation 
of desert.13 According to the liberal approach to desert, the supply and 
demand curves of labor power determine the wage laborers deserve in 
that particular market. So, according to the liberal approach, if the sup-
ply and demand curves depict wage w as the equilibrium point, then the 
workers deserve to be paid w instead of w + x. Alternatively, if there is 
room in the liberal theory of desert, as some authors claim, to include 
w + x in the deserved wage interval, then the third criterion would hold 
that the fair wage for sweatshop workers is w + x and not w.14

As a result, according to Arneson’s theory of exploitation, whether 
sweatshop labor is exploitative depends on empirical evidence. There is 
evidence in both directions.15 Some evidence shows that paying higher 

12 It is plausible that relatively less well-off consumers also consume sweatshop 
products. However, it is a reasonable assumption that the primary consumers of 
these products are individuals in more affl uent Western countries. If that were not 
the case, there is a chance that Arneson’s second criterion does not support paying w 
+ x to sweatshop workers. Whether this second criterion would support paying w + 
x would depend on comparing the change in the well-being between poor sweatshop 
workers and poor consumers after the change in the wage level.

13 Jon Elster explains the difference in plain economic terms in Elster (1978: 
3–17).

14 Sollars and Englander (2007), who argue against increasing the minimum 
wage paid to sweatshop workers on moral grounds, also concede that there is room 
for fi rms to increase the market-level wages up to a point.

15 Both Kates (2015) and Coakley and Kates (2013) give evidence to support a 
moderate to no effect of higher worker wages on worker layoff. On the other hand, 
Sollars and Englander (2007) point to other economic literature which shows that 
increasing minimum wage levels may lead to worker layoffs.
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wages to sweatshop workers will lead to worker layoffs in that sweat-
shop. However, even in this case, Michael Kates argues that this is 
not necessarily harmful to less developed countries’ sweatshop workers 
overall. According to him, some layoffs due to wage increases might 
bring greater benefi ts for the less developed countries’ sweatshop work-
ers (cf. Kates 2015).

There is empirical evidence favoring higher wages paid to sweatshop 
workers, leading to their greater well-being. The same evidence favors 
the idea that the overall population working in sweatshops would be 
worse off in a lifetime without a higher wage. These two premises are 
pertinent to Arneson’s fi rst two criteria in his prioritarian approach to 
exploitation. Moreover, even theoreticians working within the limits 
of classical liberal theory concede that some increase in the market-
determined wage level is possible. So even if we accept the liberal eco-
nomic criterion of desert for the third element of Arneson’s theory of 
exploitation, the theory concedes that paying a wage level (w) below 
the economically feasible maximum (w+x) would plausibly assign the 
charge of exploitation to the MNE managers.

Therefore, there is some support in the relevant literature to claim 
that Arneson’s account of exploitation would fi nd some standard cases of 
sweatshops to be exploitative while marking others as non-exploitative.

3. Exploitation and attitudes
The accounts I will investigate in this section claim that exploitation is 
unrelated to how the parties in a transaction distribute the resulting 
surplus. These accounts question whether there is an attitude-based 
wrong in the type of interaction in question. 

3.1 Sample’s theory of exploitation
Sample presents her attitude-based account of exploitation as follows: 
“The basic idea is that exploitation involves interacting with another 
being for the sake of advantage in a way that degrades or fails to re-
spect the inherent value in that being” (2003: 57). So, according to her 
account, A exploits B if and only if A benefi ts from interaction with B 
while degrading or disrespecting B.
 (E4): A exploits B if and only if A benefi ts from a transaction 

with B in which A degrades or disrespects B.
She provides three possible ways A can disrespect B: 1) A can fail to 
respect B by neglecting what is necessary for B’s well-being or fl ourish-
ing, 2) A can fail to respect B by taking advantage of an injustice done 
to B, and 3) A can fail to respect B by commodifying or treating as a 
fungible object of market exchange, an aspect of B’s being that ought 
not to be commodifi ed (Sample 2003: 57).

Sample asserts that respect for other persons does not require us 
to love them, and in this sense, respect is a limited relationship with 
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others. Just as respect requires us to engage in a limited but positive 
manner, she argues; the duty to refrain from exploiting others requires 
us to constrain ourselves in specifi c ways when interacting with them. 
So it is not enough not to harm the person we interact with; ignoring 
their needs is also as disrespectful as harming them. Such an act of ig-
noring the needs of others can be exploitative if we also benefi t from the 
interaction, Sample maintains. Moreover, this is why she argues that 
exploitation is worse than neglect: We fail to fulfi ll our duty to respect 
the inherent value of our interactor when we are involved in exploita-
tion, even if it is mutually benefi cial.

Ignoring the basic needs of someone whose needs are at stake is act-
ing disrespectfully towards that person, holds Sample.16 So if A chooses 
to interact with B and B’s basic needs are at stake, B is vulnerable to 
A. From this moment on, if A does not meet B’s basic needs, A exploits 
B when A also benefi ts from the interaction. Sample admits that if, in 
the only possible mutually advantageous interaction, the basic needs of 
B cannot be met but are taken into account, then the interaction is not 
exploitative (2003: 75).17

The needs of people are related to their well-being, according to 
Sample. Therefore, when interacting with someone vulnerable, we 
must consider their well-being. The understanding of well-being that 
Sample bases her account of exploitation on is the capabilities approach 
advocated by Martha Nussbaum. Hence “exploitative interactions are 
those in which the capabilities of our interactors are ignored in the 
pursuit of our own advantage” (Sample 2003: 81). Still, “nonexploita-
tion does not require that we ensure the capabilities of our interactors 
in individual transactions. Rather it requires that we in some way take 
their needs into account” (Sample 2003: 81). Hence, Sample reminds us 
that not ignoring the capabilities of our interactors means taking their 
needs into account.18

In cases of mutually benefi cial exploitation, the exploited person either does 
not benefi t suffi ciently from the transaction that results in her exploitation 
or, in some other way treated as having less value than she actually pos-
sesses. Either the resources obtained from the interaction fail to contribute 

16 Sample does not explain what she means by basic needs being “at stake,” but a 
charitable reading could suggest that she is talking about transacting with someone 
whose basic needs are unmet or would be unmet after the transaction.

17 This second criterion softens the one that comes before it. According to Sample’s 
theory, a transaction between two people, both of whom lack their basic needs, would 
not necessarily be exploitative as long as they consider each other’s basic needs.  This 
criterion is attitude-based, although it seems to worry about the outcomes. One can 
think of cases where the fair transaction leaves at least one of the parties without 
enough provision to meet their basic needs. Sample’s account assigns a duty to the 
transacting parties, in such cases, to go beyond what is required by fairness and 
have a particular attitude towards the other party, viz., one that fulfi lls their basic 
needs.

18 Sample is probably talking about the needs relevant to contributing to these 
capabilities here.
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to that person’s capabilities in a relevant way, or else the nature of the 
transaction itself—as opposed to the resources or social surplus of the trans-
action—degrades her. (Sample 2003: 81)

Such is different for repeated transactions, however. Sample argues 
that in the case of repeated transactions, where A is taking advantage 
of B and B is vulnerable to A, B’s capabilities must be ensured: “If an 
employer fails to compensate an employee in a way that provides her 
with adequate income when such compensation is possible, then the 
relationship is exploitative” (Sample 2003: 81).

Sample does not cash out the exact circumstances under which such 
compensation is possible for the employer. Thus, her account needs to 
be more explicit about how much compensation an employer of a local 
sweatshop that makes quite a small profi t owes to their workers. It is 
more evident, though, that managers of MNEs ought to fulfi ll the ca-
pabilities criterion of Sample’s account. If such compensation were not 
possible for large MNEs, it would not be possible for any organization 
because of the high-profi t range of these enterprises.

Sample concedes that her account of exploitation bears the result 
that since exploitation is a violation of a duty to respect others, agents 
might prefer not to interact whenever the interaction would be exploit-
ative, even if it is mutually advantageous. In her account, avoiding 
interaction is permissible, and she clearly emphasizes that exploitation 
is worse than neglect. On the other hand, Sample notes that if an agent 
“always” prefers to neglect when the other option is mutually advanta-
geous exploitation, then this agent does not fulfi ll the imperfect duty of 
benefi cence and is morally blameworthy (Sample 2003: 72).

According to Sample, her account of exploitation explains why we 
take exploitative interactions to be worse than neglect. She believes 
that interacting with someone else burdens us with special duties 
towards that person and equips our interactor with specifi c claims 
against us. She maintains that this aspect of her account is in line with 
the intuition that killing is worse than letting die (Sample 2003: 61).

Another advantage of her account, she claims, is that it can explain 
exploitative systems besides exploitative transactions. In such systems, 
exploitative behavior can be part of the routine and be accepted as ordi-
nary, yet the exploitation claim should not be waived. In these systems, 
the exploitee might not feel exploited, even when they indeed are.

Like other theories of exploitation, Sample’s account has faced criti-
cisms and counterarguments. Wertheimer criticizes all the three ac-
counts Sample gives of why an interaction might be exploitative. For 
the fi rst account of exploitation, Wertheimer draws on Sample’s ex-
ample of the teller. Sample claims that I would exploit the teller if I 
interacted with her to profi t from this interaction but still tolerated 
the wages upon which she could not decently live (Sample 2003: 69). 
Wertheimer disagrees. He maintains that “it is not clear why the mere 
fact that A enters into an arguably limited transaction with B requires 
A to be quite so responsive to B’s life needs” (Wertheimer 2007: 216).
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For Sample’s second account, Wertheimer gives the example of a 
person, B, who has recently suffered a malicious attack on her home. 
She interacts with a carpenter, A, to get her home fi xed. According to 
Wertheimer, there is nothing wrong if A takes advantage of the in-
teraction with B as long as A does not take unfair advantage, viz., A 
does not charge B an exorbitant price for the work. In this example, 
although B has suffered an injustice, there is nothing wrong with A 
taking advantage of the interaction with B.

Against Sample’s third account, Wertheimer gives the example of a 
female sex worker, B, who sees herself as a professional who interacts 
with A, someone who seeks B’s services. In this example, B knows how 
A regards her but does not care about it and even fi nds A pathetic for 
his needs. Wertheimer argues that B is not exploited in her interaction 
with A.

Leaving the possible handicaps of her account of exploitation aside, 
for the time being, Sample gives a detailed explanation of the fi rst type 
of disrespect in her defi nition of exploitation, viz., one in which A fails 
to take B’s well-being into account in their interaction.19 Her criticism 
of Wertheimer’s theory of exploitation was that the criterion of a hypo-
thetical market misses marking sweatshop jobs as exploitative. More-
over, she argues that these jobs are exploitative because of her fi rst 
account of disrespect in her defi nition of exploitation.

[...] There is little doubt that much global trade today involves interact-
ing with people on exploitative terms. Even if, as defenders of globalization 
argue, expanded trade improves the situation of many or all of those in de-
veloping countries, the terms of such trade may be inadequate for meeting 
their basic needs and generally demonstrating respect for their personhood. 
(Sample 2003: 169)

Exploitation as degradation or disrespect, as in (E4), can explain the 
exploitation of sweatshop workers at the bottom of the global produc-
tion chain. However, besides its theoretical fl aws, the degradation ac-
count focuses only on the worst-off to miss the exploitation of rather 
better-off workers, whose basic and serious needs have been met. This 
theoretical choice might or might not be a drawback of (E4) depending 
on whether a better interpretation of disrespect that covers the adverse 
circumstances of better-off workers is given.

3.2. Vrousalis’ theory of exploitation
Another attitudinal account of exploitation, which might cover the 
plight of the better-off workers as well, is given by Vrousalis. He gives a 
domination account of exploitation. He believes exploitation is “a form 
of domination for self enrichment” (Vrousalis 2013: 1). He adds that 
when A dominates B, “[a] necessary condition for domination is pow-
er-induced injury to B’s status or some form of servitude on B’s part” 

19 She barely expands the second account and admits that some implications of 
the third account are open to discussion (like the case of sex work).
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(Vrousalis 2016: 529). Like Sample, Vrousalis denies that unfairness 
in the division of social surplus created by the parties’ interaction has 
anything to do with exploitation. So his defi nition can be formulated 
as follows:
 (E5): A exploits B if and only if A benefi ts from a transaction 

with B in which A dominates B.
Arneson has a handful of counterexamples against the domination ac-
count. He argues that B is vulnerable to A in each of these examples, 
and A’s behavior towards B can reasonably be called domination. Nev-
ertheless, although A enriches herself, none of these examples corre-
spond to our intuitions about exploitation. One such example is what 
he calls the “Utility Company” (Arneson 2016: 10). In this example, a 
utility company is the monopoly heat supplier in a town with a cold cli-
mate. The residents have no choice but to buy heat from this company. 
The company charges the residents fairly and makes a profi t from the 
sales. According to Arneson, although the heat company might be said 
to dominate the residents, there is no exploitation in this case because 
the company charges them fairly.

The defender of (E5) could respond to Arneson, holding that the res-
idents are not exploited in the “Utility Company” example because they 
are not experiencing power-induced injury to their status, nor are they 
going through any form of servitude under the heat supplier. However, 
these defenders would need to show how and when someone would ex-
perience these forms of domination apart from being charged unfairly 
in an exchange. This is what Vrousalis claims to be doing. He also ac-
cuses the defenders of the unfairness view, (E1) or (E3), of confounding 
unfair treatment with exploitation. “On the fairness view, by contrast, 
‘unfair treatment’ and ‘exploitation’ are used interchangeably. What is 
the extra purchase of saying that A exploits B, on this view? Arneson’s 
answer is ‘not much.’ Indeed, he uses ‘unfair treatment’ and ‘exploita-
tion’ as synonymous throughout his essay [...]” (Vrousalis 2016: 537).

Vrousalis argues the distinct wrong that (E5) points should be ana-
lyzed under a specifi c category. Thus such cases would need a different 
response than those covered by unfairness views like (E1) or (E3). 

I claim that there is a concept distinct from Arneson’s, call it shmexploi-
tation, whose contours are defi ned by the domination view, which takes 
cases like Pit and Ant and Grasshopper as instances of wrongful advantage-
taking. If I am right about these instances, then shmexploitation captures 
instances of wrongful advantage-taking that are surplus to exploitation: sh-
mexploitation is explanatorily superior to exploitation in that respect. We 
should think of cases like Pit in terms of shmexploitation, not exploitation. 
(Vrousalis 2016: 537, original italics)20

20 Here is Vrousalis’ example of the Pit: “A and B are alone in the desert. A fi nds 
B lying at the bottom of a pit. A proposes to extract B, on condition that B works for 
A for a wage of $1/day for the rest of B’s life” (Vrousalis 2016: 527).
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According to (E5), MNE managers exploit sweatshop workers because 
they have dominating power over the workers. According to this power 
relationship, MNE managers can get sweatshop workers to agree to 
the managers’ terms. That is why such a relationship creates some ser-
vitude for the workers.

One alleged drawback of Sample’s theory of exploitation was its 
lack of explanatory power for the plight of better-off workers. Vrousa-
lis’ theory can explain their situation as exploitative due to their em-
ployers’ dominating power over them. This result does not imply that 
sweatshop workers and better-off workers are exploited to the same 
degree. Since it is plausible to claim that domination comes in degrees, 
it follows that exploitation as domination also comes in degrees. Hence 
it is consistent to expect a correlative degree of moral indignation to-
wards different degrees of exploitation. 

So, besides explaining the exploitation of sweatshop workers at the 
bottom of the supply chain, (E5) can explain the plight of better-off 
workers who are also claimed to be exploited. According to this defi ni-
tion, managers exploit these better-off workers as long as they have no 
say in their work conditions. 

The domination account of exploitation is better equipped to mark 
many standard cases of sweatshops as exploitative. However, what 
seems to be an advantage of the domination account becomes a disad-
vantage in sweatshops. The domination account can place sweatshops 
on a scale marking them as more or less exploitative. Nevertheless, 
many sweatshop critics refer to the concept of exploitation to determine 
with which workplaces to interfere. If the domination account marks 
all labor as exploited, we still need a further criterion to determine 
which workplaces are “exploitative enough” to deserve a proper protest 
and interference. Until such a criterion is defi ned, the domination ac-
count is of little use to sweatshop critics.

4. Conclusion
Exploitation is one strong reason to protest and interfere with sweat-
shops. However, reviewing the prominent theories of exploitation proves 
that each theory includes some theoretical fl aws. For this reason, it is 
not straightforward to point at the correct defi nition of this concept that 
we can apply to all sweatshops. Moreover, each prominent exploitation 
theory proves that only some sweatshops are exploitative while missing 
to mark some other intuitively exploitative cases as exploitative.

This article opposes the contention that all standard cases of sweat-
shops are exploitative according to a robust theory of exploitation. I 
have gone through the most prominent theories in the literature to 
mark their theoretical fl aws and strengths and evaluate their verdict 
on whether the standard cases of sweatshops are exploitative. I have 
shown that each of these theories marks at least some sweatshops as 
exploitative while missing to mark others.
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In conclusion, my argument shows that the exploitation charge 
alone is not a solid moral ground to interfere with all sweatshops. Go-
ing over the prominent theories of exploitation gives us two results. 
First, there is no theory of exploitation without any theoretical fl aws. 
All these theories either miss to mark some intuitively exploitative 
cases as one or wrongly mark an intuitively non-exploitative case as 
exploitative. Some theories need clarity in matching their claims with 
empirical data. Other theories have some ambiguity in their defi nitions 
and how they use concepts.

Second, the best of these prominent theories mark sweatshops as 
exploitative under some circumstances, while not in others. So, even 
if one were to pick their favored theory of exploitation as the right one 
and try to defend it against counterarguments, it might still not ascer-
tain that all standard sweatshop cases are exploitative according to 
this theory.21

This conclusion leaves sweatshop critics, who wish to charge sweat-
shops with exploitation, with two possible paths. First, one can pick 
and defend a theory of exploitation against others and then apply it to 
a particular case to see whether that case is exploitative. Alternatively, 
one can pick a particular case and try to see how these prominent theo-
ries mark the case on the exploitation scale, later to take the case as 
exploitative if enough (or just one or all) of the theories agree on it. 

I will not argue in favor of any one of these methods here. What I 
have done until this point has demarcated the theoretical landscape for 
fi nding out what kind of sweatshop cases are marked as exploitative 
according to these prominent theories. One has to fi nd a method to 
follow to discover whether a particular case is exploitative. If the case 
turns out to be exploitative, then this constitutes a prima facie reason 
to interfere with the sweatshop in question. In the end, sweatshop crit-
ics had better fi nd other reasons besides the charge of exploitation to 
protest or interfere with these workplaces.
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