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The circularity problem states that the representationalist about phe-
nomenal consciousness gives a circular explanation if she adopts the 
classic view about secondary qualities, such as colours, that charac-
terises them as dispositions to produce experiences with a specifi c phe-
nomenal character. Since colour primitivism faces severe diffi culties, it 
seems that colour physicalism is the only viable option for the represen-
tationalist. I will argue that the representationalist is not committed to 
colour physicalism because she can adopt an anti-realist theory of co-
lour. My diagnosis is that the alleged commitment to colour physicalism 
rests upon the acceptance of colour realism which is due to the approval 
of externalist versions of representationalism, such as tracking repre-
sentationalism. I will argue that the representationalist can deal with 
the circularity problem by adopting fi gurative projectivism, which holds 
that colours are contingently non-instantiated properties that only fi gure 
in the representational contents of colour experiences.

Keywords: Representationalism about phenomenal consciousness; 
secondary qualities; circularity problem; colour physicalism; colour 
projectivism.

1. Introduction
Representationalism about phenomenal consciousness holds that the 
phenomenal character of an experience can be explained in terms of 
its representational content. Well-known representationalists such as 
Dretske (1995), Lycan (1996), and Tye (1995, 2000) prefer strong repre-
sentationalism, which has it that phenomenal character is just one and 
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the same as representational content of a specifi c sort.1 The signifi cant 
advantage of the identity claim is that it comes with an account of what 
phenomenal consciousness is by its nature, whereas weak representa-
tionalism, construed as the thesis that phenomenal character super-
venes on representational content, fails to provide such an account. My 
focus in this paper will be on strong representationalism because the 
problem I will be dealing with only affl icts strong versions of represen-
tationalism—but more on this later on.

The starting point of the question I will deal with in this paper is 
that representationalism2 faces a signifi cant problem with secondary 
qualities such as colours.3 Since representationalism explains the phe-
nomenal character of an experience in terms of its representational 
content, it is not compatible with the classic dispositionalist view about 
secondary qualities that construes them as dispositions to produce ex-
periences with a specifi c phenomenal character in normal observers 
under standard conditions. This is what I will call the circularity prob-
lem for representationalism. Hence, it is generally accepted that the 
representationalist must adhere to a theory about colours that does not 
characterise colours in terms of the phenomenal character of the expe-
riences they are apt to produce in observers. Since colour primitivism 
is at odds with what empirical science tells us about colour vision and 
the surfaces of perceived objects, colour physicalism seems to be the 
only viable option. Thus, representationalism is commonly held to be 
committed to colour physicalism, and representationalists have been 
making considerable efforts to vindicate colour physicalism. Yet, colour 
physicalism itself faces severe objections and is therefore not undis-
puted. Being committed to a colour theory widely believed to be false, 
the representationalist fi nds herself in a very unpleasant situation.

In this paper, I will examine whether representationalism is com-
mitted to colour physicalism in the fi rst place. I will give a negative 
answer to this question and argue that the representationalist can 
adopt fi gurative projectivism instead because representationalism, in 
general, is compatible with an anti-realist theory of colour. Moreover, 
I will show that only externalist versions of representationalism, such 
as tracking representationalism, favoured by Dretske, Lycan, and Tye, 
need to stick to colour realism, i.e., a view that colours are instantiated 
in material objects.

1 The qualifi cation ‘of a specifi c sort’ is needed because phenomenal character 
cannot be held to be identical to representational content tout court. Obviously, there 
are mental states with representational content that lack phenomenal character, 
e.g., standing states like beliefs and wishes or non-conscious occurrent states like 
those in subliminal perception or early sensory information processing.

2 From here, “representationalism” is used to refer only to strong representation-
alism if not stated otherwise.

3 Since colours are treated as paradigmatic for secondary qualities, I will restrict 
my argument to the case of colours. Nevertheless, the points made in this paper 
carry over to other secondary qualities such as smells, sounds, tastes etc.
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I will proceed as follows: In section 2, I will elaborate on the cir-
cularity problem to clarify why representationalism is incompatible 
with a specifi c construal of secondary qualities like colours. Section 3 
will state the problems bestowing colour primitivism and explain why 
representationalism seems thus committed to colour physicalism. In 
section 4, I will present the objections against colour physicalism and 
depict an argument against representationalism that emerges from the 
preceding considerations. In section 5, I will examine the efforts to save 
colour physicalism undertaken by representationalists and argue that 
they fail. In section 6, I will show how the representationalist might 
resist the commitment to colour physicalism by adopting anti-realism 
about colours. Moreover, I will explain why the commitment to colour 
physicalism rests upon the approval of an externalist version of rep-
resentationalism, such as tracking representationalism. In section 7, 
I will examine anti-realist theories of colour and argue that fi gurative 
projectivism is compatible with representationalism and offers a prom-
ising alternative to deal with the circularity problem. Section 8 will 
clarify what makes fi gurative projectivism attractive and how some 
prima facie problems might be attenuated. Finally, I will give a short 
outlook on the ensuing consequences for the prospects of representa-
tionalism in section 9.

2. The circularity problem for representationalism
At the heart of what I will deal with in this paper is what I will call the 
circularity problem for representationalism. Michael Tye (1995: 144) 
depicts the setting as follows:

On the face of it, colors and other “secondary qualities” (smells, tastes, and 
sounds, for example) pose a special diffi culty for the theory I have been 
developing. If these qualities are subjective, or defi ned in part by their phe-
nomenal character, then what it is like to undergo the experiences of such 
qualities cannot itself be understood in terms of the experiences’ represent-
ing them. That would create an immediate vicious circle.

This statement suggests that secondary qualities, such as colours, pose 
a particular threat to representationalism. Moreover, the potential 
problem facing representationalism is described as a case of circular 
reasoning. Thus, we need to look at two issues: What is it about second-
ary qualities that makes them a problem for representationalism? And 
what is the vicious circle that threatens representationalism?

What does it mean that secondary qualities are “subjective”? To start 
with, primary qualities like shape, size, and motion are commonly held 
to be properties that are intrinsic to the objects that possess them and, 
therefore, observer-independent. This means that these are qualities 
that objects have irrespective of whether they are possibly perceived or 
not. Hence, primary qualities can be characterised without appealing 
to how they might affect observers. In contrast, secondary qualities are 
usually construed as qualities defi ned in terms of subjective responses, 
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i.e., how they might affect perceiving subjects. Therefore, what charac-
terises a secondary quality as the quality it is, are the responses this 
quality is apt to produce in perceivers. To the extent that the quality’s 
nature is thus dependent on what responses it possibly causes in a per-
ceiving subject, it is subjective in a sense.

With this in mind, we can also make sense of the clause that sec-
ondary qualities are “defi ned in part by their phenomenal character” 
if we assume that the subjective responses they are apt to produce in 
perceivers are essentially characterised by their phenomenal charac-
ter. Accordingly, we can conceive of secondary qualities as defi ned in 
terms of the phenomenal character of the experiences they are apt to 
produce in the subjects that perceive them. When applied to colours, we 
receive the view that colours are characterised by their being disposed 
to produce visual experiences with a specifi c phenomenal character. 
For example, something is red just in case it is apt to produce sensa-
tions with a reddish phenomenal character. However, something needs 
to be added to the present account since the fact that objects might 
produce different responses in different observers and under different 
conditions is not compatible with the common-sense intuition that each 
object possesses only one real colour. This problem is usually fi xed by 
adding the two qualifi ers of normal observers and standard conditions 
to determine the colour property of a specifi c object. Thereby, we re-
ceive the following characterisation of the property of being red:

X is red =def X is disposed to produce experiences with reddish phenomenal 
character in normal observers under standard conditions.

Such a view amounts to giving a dispositionalist account of colours be-
cause it defi nes colours as dispositions to produce visual experiences 
with a specifi c phenomenal character in a particular class of observers 
under certain conditions.
Now, we can see what problem arises for representationalism. As al-
ready indicated by Tye, representationalism faces the threat of run-
ning into a vicious circle. This problem is clearly brought out in the 
following passage of William Lycan (2019):

[O]ne could not (without circularity) explicate phenomenal greenness in 
terms of represented real-world public colour and then turn around and 
construe the latter real physical greenness as a mere disposition to produce 
sensations of phenomenal greenness, or in any other way that presupposed 
phenomenal greenness.

On the one hand, representationalism has it that, say, an experience 
with greenish phenomenal character can be explained in terms of its 
representing that something is green. On the other hand, the disposi-
tionalist theory of colour states that something is green just in case it is 
disposed to produce experiences with greenish phenomenal character 
in normal observers under standard conditions. Combining these two 
claims obviously gives a circular account because phenomenal charac-
ter is explained in terms of representational content, and the proper-
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ties that fi gure in the representational content of a relevant experience 
are explained in terms of the phenomenal character of the experiences 
they are apt to produce. This circularity is fatal, for it undermines the 
representationalist’s aspirations to give an informative account of phe-
nomenal consciousness.

Note that the circularity problem only concerns strong representa-
tionalism, which claims that phenomenal character is identical with 
representational content of a specifi c sort. In contrast, weak represen-
tationalism might adopt the view about secondary qualities presented 
above because it solely holds that phenomenal character supervenes 
on representational content. This implies that there can be no change 
in phenomenal character without a corresponding change in represen-
tational content. However, this does not require defi ning phenomenal 
character in terms of representational content—as strong representa-
tionalism does—and, therefore, no circularity is threatening. Never-
theless, it does not seem to be the right move to advert to weak repre-
sentationalism in the face of the circularity problem since the notion 
of supervenience is not an explanatory one but serves as a starting 
point for further investigation into the relation between phenomenal 
character and representational content rather than being a substantial 
theory about phenomenal character.

So, suppose the representationalist wants to avoid the circularity 
problem. In that case, she must give an account of colours that does not 
defi ne them in terms of the phenomenal character of the experiences 
they are apt to produce in perceivers. In short, a dispositionalist theory 
of colour, as presented here, is not an option for her.4 To put it straight, 
the circularity problem brings about the following constraint, (C), for a 
representationalist theory about phenomenal consciousness:

(C) If representationalism is true, then colours must not be defi ned in terms 
of the phenomenal character of the experiences they are apt to produce in 
perceivers.

Now, it is time to look at which theories of colour satisfy the require-
ment stated in (C). This will be the topic of the next section.

3. Why representationalism seems committed 
to colour physicalism?
Up to this point, representationalism has not yet encountered any 
substantial diffi culty. To be precise, the circularity problem only con-
strains the representationalist’s choice regarding the metaphysics of 
colours. So, let us now look at the options she has. The two most infl u-

4 The very idea of a dispositionalist theory of colour does not entail a charac-
terisation of colours in terms of phenomenal character. It is possible, for example, 
to defi ne colours as dispositions to appear or look a certain way. However, such 
versions of dispositionalism face the problem of delivering a circular account (see 
Boghossian and Velleman (1997) and McGinn (1996); for a response see Byrne and 
Hilbert (2011)).
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ential accounts of colour satisfying (C) are colour primitivism5 and co-
lour physicalism.6 Colour primitivism holds that colours are simple and 
intrinsic properties sui generis, whereas colour physicalism claims that 
colours can be identifi ed with physical properties of material objects. 
While primitivism conceives colours as non-analysable, non-relational, 
and non-reducible properties, physicalism assumes that colours can be 
reduced to physical properties of some kind.

Let us fi rst consider colour primitivism. It enjoys a lot of prima fa-
cie plausibility because it matches our common-sense intuitions about 
colours. According to colour primitivism, colours just are what they 
phenomenologically appear to be: qualities that populate the surfaces 
of the things we visually perceive and are involved in bringing about 
colour experiences. Although colour primitivists hold that colours cor-
relate with the physical properties of surfaces in some way, they reject 
that the fi rst can be reduced to the latter. The primary motivation for 
this view is that the essence of colours is fully revealed in visual experi-
ence (Byrne and Hilbert 2007; Johnston 1992).

While this view is intuitively plausible, it faces several serious 
objections. Here, I will focus on the most pressing ones: First, colour 
primitivism fl ies in the face of what science tells us: Our best scientifi c 
theories, including those concerned with colour vision, suggest that 
material objects are not coloured since we can explain how colour expe-
rience comes about without having to allude to primitive colour prop-
erties. It is suffi cient to advert to the physical properties of light, the 
perceived objects, the perceiver’s visual system, and the lighting condi-
tions to comprehensively explain how colour perception works (Gow 
2014: 809; Maund 2018; Rubenstein 2018). Thus, properties like those 
postulated by the primitivist are explanatorily idle. Suppose the primi-
tivist nevertheless holds that material objects instantiate primitive co-
lour properties. In that case, she faces the following dilemma: Either 
she claims—contra what empirical sciences suggest—that primitive 
colour properties are involved in the production of colour experiences, 
or she adopts the view that colours are causally inert epiphenomena. 
While the fi rst option comes with the cost of embracing causal over-
determination, the second one contradicts the common-sense assump-
tion that the colours of objects are involved in the production of colour 
experiences (Gow 2014: 809; Hardin 1988: 61; Byrne and Hilbert 2007: 
82–85). Therefore, neither option is plausible.

Another forceful objection against colour primitivism has it that the 
same external world object can look different concerning its colour on 
different occasions and to different perceivers. This results in the fol-
lowing dilemma: Either we accept that it has more than one colour, 

5 This view is held by Campbell (1997), Hacker (1987) and McGinn (1996), for 
example.

6 Well-known defenders of this view are Armstrong (1997) Byrne and Hilbert 
(1997, 2003), Smart (1997) and Tye (1995, 2000).



 D. M. Weger, Is Representationalism Committed to Colour Physicalism? 7

or we need some non-arbitrary way to decide which one is “the right” 
colour of the object. Taking the fi rst option fl ies in the face of our every-
day assumption that objects only have one colour and that they do not 
change their colour every once in a while. The problem with the second 
option is that there is no non-arbitrary way to determine the conditions 
under which the object’s actual colour is revealed (Hardin 1988: 80). 

Altogether, these objections suggest that colour primitivism is in 
bad shape and that the representationalist should not adopt it. And 
now, we can see how the circularity problem for representationalism, 
together with the shortcomings of colour primitivism, ultimately leads 
to the claim that representationalism is committed to colour physical-
ism: The need to satisfy the constraint stated in (C), which is a result of 
the circularity problem, combined with the fact that colour primitivism 
fails leads to the claim that colour physicalism is the only viable option 
for the representationalist. However, the representationalist might re-
main unshaken. If she is willing to accept colour physicalism, she still 
does not face any more profound problems. Only if there were compel-
ling arguments against colour physicalism would the representational-
ist fi nd herself in an unpleasant situation. But unfortunately, this is 
precisely the case, as I will show in the next section.

4. The problems with colour physicalism
Colour physicalism claims that colours can be reduced to physical prop-
erties. One way to accommodate this claim is to hold that colours are 
identical to spectral refl ectances of surfaces. The spectral refl ectances 
of a surface is its disposition to refl ect and absorb a certain amount of 
the incident light at every wavelength of the visible spectrum (Byrne 
and Hilbert 1997, 2003; Tye 1995, 2000). Yet, this view is susceptible to 
several objections. First, it is phenomenologically inadequate because 
colours do not look like surface spectral refl ectances in visual percep-
tion.7 If I visually experience a red object, it does not look to me as if 
the object instantiated such-and-such a spectral refl ectance. Instead, it 
seems that the perceived object instantiates a specifi c qualitative prop-
erty at its surface that is also had by ripe tomatoes and fi re engines. So, 
the nature of colours as given in experience is radically different from 
what colour physicalism tells us (Averill and Hazlett 2011; Campbell 
1997; Mendelovici 2018).

Second, colour physicalism cannot account for the alleged truth of 
claims about similarity relations between colours and their structural 
features, such as “Orange is more similar to red than to green” or “Red 
is a unique hue, whereas orange is a binary one” because there is noth-
ing about surface refl ectances that renders these statements true (Har-
din 1988; Pautz 2006).

7 A similar objection has been raised against colour dispositionalism in its realist 
version by McGinn (1996).
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Third, the problem of metamers brings major trouble to colour phys-
icalism. The starting point for this objection is the empirical fact that 
objects with different surface spectral refl ectances can look the same 
for a specifi c observer under certain lighting conditions. Therefore, co-
lours cannot be identifi ed with spectral refl ectances (Hardin 1988). A 
usual response on behalf of the colour physicalist is to identify colours 
with sets or disjunctions of spectral refl ectances properties (Byrne and 
Hilbert 1997, 2003). Yet, this proposal comes to nothing because the 
only thing that keeps together the elements of a specifi c set is their 
aptness to look the same or produce visual experiences with the same 
phenomenal character (Gow 2014: 806).8 This, however, means that co-
lour physicalism would give up its aspiration to defi ne colours without 
recourse to possible subjective responses.

Overall, the considerations just presented give us strong enough 
reason to accept the claim that colour physicalism is quite implausible. 
Taken together with the assumption that representationalism is com-
mitted to colour physicalism, this yields a disastrous conclusion for 
the representationalist. Now, there are two reactions on behalf of the 
representationalist. On the one hand, she might refuse the claim that 
colour physicalism is false and defend it against the abovementioned 
objections. On the other hand, she might argue that representational-
ism is not committed to colour physicalism in the fi rst place by either 
rebutting the circularity problem and its consequences or by showing 
that representationalism might be combined with another theory of 
colour. So far, representationalists have usually taken the fi rst route 
and tried to vindicate colour physicalism, for example, Dretske (1995) 
and Tye (1995, 2000). In the next section, I will examine their efforts to 
save colour physicalism and show that they fail.

5. Defending colour physicalism
In Naturalizing the Mind, Dretske (1995: 88–93) defends the view that 
colours are objective properties. Though he does not fully embrace the 
idea that colours are identical to spectral refl ectances of surfaces, he 
acknowledges that the latter might play a signifi cant role in character-
ising what kind of objective properties colours are. Nevertheless, his 
position should be considered a version of colour physicalism because 
he holds that the objective properties with which colours are identi-
cal can be characterised in broadly physical terms. In this context, he 
addresses the problem of metamers and appeals to the fact that the 
visual system of humans was naturally selected under some specifi c 
circumstances because it enabled humans to identify the colours of ob-
jects under these very circumstances and, thus, helped them to fl our-
ish and survive. According to Dretske, metamerism results when the 

8 This point is even acknowledged by Dretske (1995: 89–90) who otherwise de-
fends colour physicalism. See also the section 5 of this paper.
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visual system of humans operates under conditions for which it was 
not originally selected. So, for him, metamerism is a case of perceiving 
colours under conditions that deviate from selection conditions and, 
therefore, misrepresentation is just what we should expect. But this, 
Dretske continues, in no way implies that colour experiences do not 
represent objective properties.

This line of response is not appropriate because the core of the prob-
lem of metamers is that two or more surfaces with different spectral 
refl ectances look the same under some specifi c lighting conditions. In 
contrast, Dretske considers cases of objects with different objective 
properties—spectral refl ectances, for example—looking similar under 
different conditions. This, however, misses the point stated by the prob-
lem of metamers. Moreover, there is no reason to think that metam-
erism could not occur under what Dretske calls selection conditions. 
To defend his position, Dretske would need to show that metamerism 
can only happen when selection conditions do not obtain. His claim 
that metamerism always involves illusion is extremely hard to swallow 
(Shrock 2017: 141–142). Finally, the assumption that there must be 
some objective property represented in colour experience seems to be 
nothing more than wishful thinking since it is doubtful that colour vi-
sion even has the biological function of detecting physical properties of 
objects. As Ross (2000: 123–124) remarks, it is much more adequate to 
account for colour vision’s biological function in ecological terms.

Let us turn to another well-known representationalist who tackles 
the circularity problem by trying to vindicate colour physicalism. In 
Ten Problems of Consciousness, Tye (1995: 146–148) defends a view 
that identifi es colours with ordered triples of spectral refl ectances, each 
of which covers a specifi c band of wavelengths corresponding to the 
wavelength ranges to which the three different types of cones in the 
human eye are each sensitive to. Given this proposal, Tye wants to 
account for the problem of metamers by holding that metamers have 
similar triples of spectral refl ectances. This allows for objects with dif-
ferent spectral refl ectances to have the same colour as long as their 
spectral refl ectance properties are similar enough concerning the rele-
vant bands of wavelengths. Moreover, Tye thinks that his proposal can 
also account for the similarity relations between colours because the 
relations between the triples of spectral refl ectance mirror the struc-
ture of the hue circle.

While this is an interesting proposal that could be empirically as-
sessed, it is purely speculative that metamers have similar triples of 
spectral refl ectance. Anyway, I think that even empirical evidence will 
not do it. This response is unsatisfying because it provides an anthropo-
centric account as far as the selection of the relevant wavelength bands 
solely rests upon a contingent fact about the visual systems of humans. 
So, whether the proposal can eventually be empirically corroborated or 
not, it fails as an objective theory of colour because it defi nes colours 
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relative to the structure of the visual system of a specifi c species. Yet, 
it is conceivable that the visual system of another species has a differ-
ent number of cones or that its cones respond to different wavelength 
bands, for example. Nevertheless, these animals might have experi-
ences with bluish, reddish, and yellowish phenomenal character. How 
should we then decide what triples or n-tuples of spectral refl ectance 
colours are? On the one hand, it seems arbitrary to defi ne colours rela-
tive to the visual system of a specifi c species. And on the other hand, 
taking all possible combinations of n-tuples of spectral refl ectance into 
account delivers a disjunctive characterisation of colours that is eclec-
tic rather than objective.

In Consciousness, Colour, and Content, Tye offers another proposal 
that incorporates insights from the opponent-process theory to deal 
with the problem of metamerism (2000: 159–161) and the fact that 
colour physicalism cannot account for the alleged truth of statements 
about similarity relations between colour (2000: 162–165). This pro-
posal is prima facie plausible because it provides a characterisation 
of colours that is insofar objective and observer-independent as activ-
ity patterns in the opponent process channels are objectively discern-
ible and quantifi able. However, a severe problem with this proposal 
becomes apparent upon closer inspection. Why would we accept the 
claim that some colour is identical to a set of conditions or properties 
that cause a specifi c activity pattern in opponent-process channels? I 
suspect that the inclination to accept such a claim rests on the assump-
tion that some particular activity pattern in opponent-process channels 
produces experiences with a specifi c phenomenal character. But this 
results in a dilemma for Tye: Either he accepts this assumption and 
gives an account that indirectly characterises colours in terms of the 
phenomenal character of the experiences they are apt to bring about. 
Or he rejects this assumption and claims that there is no relevant con-
nection between activity in opponent-process channels and the phe-
nomenal character of colour experience. But in the latter case, it is 
utterly mysterious why activity in opponent-process channels should 
then be an appropriate candidate for the characterisation of colours at 
all or a better one than any other neuronal activity that also bears no 
relevant connection to the phenomenal character of colour experience.

Finally, Tye (2000: 150) claims that the phenomenon of colour 
constancy shows us that the colour of an object is not to be identifi ed 
with the wavelength of light it refl ects in specifi c lighting conditions. 
Since the problem of metamers has it that objects with differing spec-
tral refl ectances can look the same under certain lighting conditions, 
the problem of metamers does not challenge colour physicalism that 
identifi es colours with spectral refl ectances, or so he thinks. However, 
this line of reasoning is not convincing because the problem of metam-
ers has it that objects with different spectral refl ectances can look the 
same under some specifi c illumination conditions. In contrast, colour 
constancy considers the same object and, thus, the same spectral refl ec-
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tance under different illumination conditions. Hence, Tyes remarks, 
true as they may be, do nothing to alleviate the problem of metamer-
ism, which remains as pressing for colour physicalism as ever.

All things considered, the efforts made by Dretske and Tye to defend 
colour physicalism do not look very promising, and the situation is even 
worse for the representationalist.9,10 If representationalism is commit-
ted to colour physicalism and there are no persuasive responses to the 
objections against colour physicalism, it seems that representational-
ism is fi ghting a lost cause. Thus, arguing that  representationalism is 
not committed to colour physicalism seems to be the only way out. I will 
opt for this alternative route and show how this can be accomplished in 
the following sections.

6. Physicalism or primitivism about colours? 
A false choice
As I have shown in the last section, it seems a desperate move to stick 
to colour physicalism and defend it against the objections put forth 
against it. Hence, the representationalist must either rebut the circu-
larity problem and its consequences or show that representationalism 
might be combined with another theory of colour. As far as the circu-
larity argument is concerned, I do not see any way out for the repre-
sentationalist but to accept it and the constraint that comes with it.11 
Any attempt to reject the circularity argument is, I think, doomed to 
failure. Thus, I will take (C) for granted, as do all the representation-
alists involved in the debate. So, the only remaining option is to de-
fend another theory of colour. Of course, it would, in principle, also be 
possible to defend colour primitivism against the objections discussed 
in section 3. But since colour primitivism’s problems weigh heavy and 
colour primitivism runs contrary to the physicalist convictions usually 
held by representationalists, I will not consider this option.

But what other theory of colour could the representationalist turn 
to? Upon closer examination, it becomes clear that we have only consid-

9 For further criticism of the strategies deployed in Tye (2000), see Hardin (2003). 
For further, albeit quite similar, proposals to defend colour physicalism, see Bradley 
and Tye (2001).

10 Another objection against colour physicalism I have not discussed here con-
cerns its dispositional aspect and the resulting problem that colour properties as 
understood by the colour physicalist have no causal powers. For a response, see Tye 
(2000: 161–162), and for a critical assessment thereof, see Wright (2003: 520–521).

11 It is possible to refuse the constraint imposed by the circularity problem by 
holding that the properties that are represented in colour experience are different 
from colours. However, such an account would need to say what these properties are 
that we represent in colour experience and that are different from colours, how they 
relate to colours and why we mistakenly take them to be colours. Moreover, these 
properties would need to be characterized without reference on the phenomenal 
character of colour experience. Otherwise, the problem of giving a circular account 
would arise again.
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ered realist theories of colour so far, i.e., theories assuming that colours 
are properties that are instantiated in material objects. However, there 
is no need to accept colour realism in the fi rst place. Neither is repre-
sentationalism as such committed to colour realism nor is it necessary 
to accept colour realism to give an adequate response to the circularity 
argument. Remind that the constraint stated in (C) is all that follows 
from the circularity problem. And for a theory about colours to satisfy 
this requirement, it is enough if it does not defi ne colours in terms of 
subjective responses. Whether colours are properties instantiated in 
material objects is a separate question. It is open to the representation-
alist whether to give a positive or negative answer to it when faced with 
the circularity problem. Thus, the representationalist might willingly 
adopt a theory of colour that is anti-realist in spirit in the absence of in-
dependent reasons for assuming that colours are properties of material 
objects. So, my diagnosis is that the claim that representationalism is 
committed to colour physicalism is based on the implicit—and, as I will 
argue shortly, unjustifi ed—acceptance of colour realism. Therefore, as-
suming that the choice for the representationalist is between colour 
physicalism and colour primitivism is entirely misguided.

Before saying something about how to spell out the proposal of 
adopting anti-realism about colours, it is worth considering the motiva-
tion for representationalists such as Tye and Dretske to assume colour 
realism. It seems natural to them to accept colour realism because they 
favour tracking representationalism, an externalist version of repre-
sentationalism. This strand combines the representationalist idea with 
the claim that mental states obtain their representational content in 
virtue of their tracking features in the subject’s environment. Tracking 
is cashed out either as a matter of having the function to provide infor-
mation about the subject’s environment (Dretske 1995) or as a matter 
of being related to the subject’s environment in an appropriate way, 
for example, standing to it in a specifi c causal relation such as causal 
covariance under optimal conditions (Tye 1995, 2000). Accordingly, the 
tracking theory requires that the represented properties be instanti-
ated in material objects, at least in content endowing conditions such 
as the conditions of evolutionary selection or optimal conditions (Men-
delovici 2013). Therefore, tracking representationalism is to be consid-
ered externalist in spirit.12 Obviously, this leads tracking representa-
tionalists to claim that colours are properties instantiated in material 
objects and, consequently, to accept colour realism. Since tracking rep-
resentationalists are usually drawn to naturalistic metaphysics, they 
adopt and defend colour physicalism, as shown in the last section.

However, since there is no need to accept the tracking theory in the 
fi rst place, the representationalist is free to adopt an anti-realist theory 

12 According to Gow (2017), externalist representationalism in general is com-
mitted to colour physicalism. She arrives at this conclusion by similar considerations 
as the ones invoked in this paper.
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about colours. Thus, my argument is that representationalism is not 
committed to colour physicalism, although this comes at the cost of 
rejecting externalist versions of representationalism such as tracking 
representationalism.

7. Anti-realist theories of colours
The next step for the representationalist is to fi nd out which anti-real-
ist colour theories are on offer and whether they are compatible with 
representationalism.13 There are two major candidates: Eliminativ-
ism14 and projectivism. First, eliminativism holds that colours do not 
exist. According to this view, there are no colours at all, not even un-
instantiated ones. Second, projectivism claims that we project the ex-
perienced colours onto the objects we perceive due to our having colour 
experiences but that the perceived objects themselves are not coloured. 
However, projectivism comes in two versions, literal and fi gurative pro-
jectivism, and they differ signifi cantly (Shoemaker 1990, 1997). Literal 
projectivism claims that colours are properties that are instantiated in 
visual fi elds or other mental entities similar to sense-data (Boghossian 
and Velleman 1997). In contrast, fi gurative projectivism has it that co-
lours are properties that are not instantiated at all, neither in material 
objects nor in visual fi elds (Maund 2006; Pautz 2006; Wright 2003).

Now, which form of anti-realism is compatible with representation-
alism? Obviously, eliminativism is no viable option for the represen-
tationalist because it denies the very existence of colours—properties 
that feature in the representationalist’s explanation of the phenom-
enal character of colour experiences. Moreover, literal projectivism is 
no good option for the representationalist either because it presupposes 
visual fi elds or other sense-data-like entities, which confl icts with the 
representationalist’s aim of giving a physicalistically respectable ex-
planation of phenomenal consciousness. Besides these metaphysical 
worries, literal projectivism is not compatible with representational-
ism because it holds that colours are modifi cations of our experiences 
or mental entities rather than properties that fi gure in the representa-
tional contents of colour experiences. Figurative projectivism, however, 
is compatible with representationalism because it both assumes the ex-
istence of colour properties—as opposed to eliminativism—and it does 

13 Wright (2003) has already argued that representationalism is compatible with 
the denial of colour realism. However, he does not start his discussion from the cir-
cularity argument and does not present anti-realism about colours as an adequate 
response to the circularity problem. Another major difference is that he claims that 
externalist versions of strong representationalism are compatible with colour projec-
tivism, whereas I deny this.

14 The term “eliminativism” is used ambiguously in the debate about the meta-
physics of colours. Sometimes, it serves as a label for what I call anti-realist theories, 
in other cases it is only used to refer to the view that colours do not exist, full stop. I 
will only use the term “eliminativism” in the latter sense here.
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not presuppose the existence of questionable mental entities like visual 
fi elds or sense-data—in contrast to literal projectivism.

Though, does fi gurative projectivism not fi nally collapse into colour 
eliminativism since it holds that colours are nowhere instantiated? Not 
at all. Figurative projectivism assumes that colour properties do, in 
fact, exist because it claims that they fi gure in the representational 
contents of colour experiences. However, it is only a contingent mat-
ter of fact that colours are not instantiated in our world. According to 
fi gurative projectivism, colours might nevertheless be instantiated in 
some possible world, e.g., an Edenic world where we would be direct-
ly acquainted with the objects around us and their intrinsic qualities 
(Chalmers 2006). But this is just to say that fi gurative projectivism is 
open to the possibility that some possible worlds are different from our 
actual world concerning the instantiation of colour properties. It does 
not bear on the central tenet of fi gurative projectivism that we only 
mistakenly project colours onto the surfaces of perceived objects when 
having colour experiences in our actual world.

But what about fi gurative projectivism as a theory of colour that 
satisfi es the constraint stated in (C)? To begin with, fi gurative projec-
tivism only tells us something about where colour properties are in-
stantiated or, instead, that they are instantiated neither in material 
objects nor mental entities. However, it does not tell us anything about 
the metaphysical nature of colours. It holds that colours are not iden-
tical to any kind of properties of material objects since it opposes the 
very idea that material world objects instantiate colour properties. But 
what positive claim about the metaphysical nature of colours might be 
made by the fi gurative projectivist?

The fact that fi gurative projectivism holds that we mistakenly proj-
ect colours onto the perceived objects and that colours are only con-
tingently not instantiated in our world suggests that it is most natu-
rally combined with a primitivist account of the metaphysical nature 
of colours claiming that colours are simple and intrinsic properties sui 
generis. Yet, this does not mean that fi gurative projectivism ultimately 
collapses into colour primitivism. The primitivist approach described 
above is realist in spirit, whereas fi gurative projectivism is anti-realist. 
They converge in what they say about the metaphysical nature of co-
lours. Both views reject identifying colours with physical properties of 
external world objects or with dispositions to cause visual experiences 
with a specifi c phenomenal character but construe them as simple and 
intrinsic properties sui generis. Nevertheless, they diverge in what 
they say about the instantiation of colour properties. To be precise, both 
primitivism and fi gurative projectivism deny that colours are proper-
ties of our colour experiences themselves. But according to primitivism, 
colours are had by external world objects, while fi gurative projectivism 
holds that nothing instantiates colour properties in our actual world.
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8. Assessing fi gurative projectivism
Before dealing with the alleged problems of fi gurative projectivism, let 
us fi rst look at how it fares compared to colour physicalism and co-
lour primitivism.15 In line with what colour physicalism says, fi gura-
tive projectivism has it that colour experiences are typically caused by 
the physical properties of the material objects we perceive. However, 
in contrast to colour physicalism, it denies that colours can be in some 
way identifi ed with the physical properties of external world objects. 
Therefore, it disagrees with colour physicalism on whether material ob-
jects possess colour properties. This means that fi gurative projectivism 
incorporates the advantages of colour physicalism—its compatibility 
with empirical fi ndings of colour vision—while avoiding its pitfalls—
the problems due to identifying colours with the physical properties of 
material objects.

In accordance with primitivism, fi gurative projectivism holds that 
colours are simple, intrinsic, and non-reducible properties. Yet, these 
two views differ regarding the instantiation of colours. While primitiv-
ism purports that material objects have colour properties so construed, 
fi gurative projectivism claims that colour properties are nowhere in-
stantiated neither in material objects nor in perceivers or mental enti-
ties like sense-data and visual fi elds. Thus, it is sometimes even held 
that fi gurative projectivism, as presented here, is just an anti-realist 
version of primitivism. So, while fi gurative projectivism adopts the 
part of primitivism that fi ts our common-sense notion of colours—its 
account of the metaphysical nature of colours –, it does not inherit the 
problems that come with the claim that colour properties as construed 
by the primitivist are instantiated in material objects –the unpalat-
able consequences of colour primitivism regarding what science tells 
us about colour vision and the surface properties of material objects.

Now, let us examine the diffi culties that are supposed to come along 
with fi gurative projectivism. As set out in the last section, fi gurative 
projectivism states that our colour experiences mistakenly represent 
objects as coloured, even in the case of successfully perceiving an ob-
ject. Accordingly, fi gurative projectivism is committed to the claim that 
all our colour experiences are non-veridical. However, this fl ies in the 
face of our common-sense intuitions about colour perception. It seems 
appropriate to accept a principle of charity that assumes that not all 
our colour experiences are blatantly false but that they are more or less 
correct most of the time (Shoemaker 1997).16 Moreover, we presume 
that our judgments about the colours of objects are more or less ac-
curate most of the time and that our discriminations of the colours of 
objects guide our successful behaviour towards our environment. But 
fi gurative projectivism must deny all this. Since fi gurative projectivism 

15 Some of the points made here are similar to those in Wright (2003: 522).
16 In contrast, Boghossian and Velleman (1997) hold that it is wrong to appeal to 

a principle of charity in the case of colour experience.



16 D. M. Weger, Is Representationalism Committed to Colour Physicalism?

holds that all of our colour experiences are non-veridical, it comes with 
the unpleasing consequence that our attributions of colour properties 
to material objects in our everyday use of colour concepts and terms are 
wrong, given that we thereby express the contents of our colour experi-
ences. And in addition to that, it does not seem capable of giving us an 
adequate explanation of how colour perception may serve as a guide for 
successful behaviour towards our environment when colour perception 
gets things wrong all the time.

First, let us consider the point about colour perception’s alleged use-
lessness due to its being non-veridical. The assumption upon which this 
objection is implicitly based is that colour perception can only serve its 
use in guiding successful behaviour towards our environment if it rep-
resents accurately. However, plausible as this claim might seem prima 
facie, it becomes apparent that it is entirely misguided upon closer con-
sideration. To see this, let us assume that colour experience is misrep-
resenting all the time. Of course, this implies that colour experience 
is always non-veridical. Still, it does not preclude colour experience 
from misrepresenting systematically, i.e., that there is some pattern in 
the way we mistakenly misrepresent objects as having colours. Men-
delovici (2013: 422) claims that systematic misrepresentation involves 
reliability because it “is getting things wrong in the same way all the 
time.” Thus, while being non-veridical, our colour experiences might 
nevertheless be reliable if they misrepresent systematically. Further-
more, Mendelovici stresses that veridicality must be kept separate 
from reliability, and it is the latter that secures guidance of successful 
behaviour. Thus, colour experience might nonetheless serve as a guide 
to successful behaviour despite misrepresenting our environment if it 
does so systematically and is therefore reliable.17

But what about fi gurative projectivism and colour experience as 
systematic misrepresentation? As mentioned above, fi gurative projec-
tivism holds that colour experience is, at least in the case of perception, 
caused by the physical properties of the perceived objects. Therefore, 
as per fi gurative projectivism, it is plausible to assume that the way 
colour experience misrepresents objects as having colour properties 
correlates with the physical properties causing the relevant colour ex-
periences. And this is just what systematic misrepresentation amounts 
to: a specifi c type of representation is tokened in similar conditions on 
various occasions having a content that is never satisfi ed (Mendelovici 
2013: 423). So, while fi gurative projectivism has it that colour experi-
ence is always non-veridical, it can account for the fact that colour per-
ception is useful by claiming that colour experience is reliable because 
it misrepresents systematically.

17 A similar point is made in Gow (2016, 2019), who emphasizes that success in 
not dependent on accuracy. More general, this way of reasoning is usually embraced 
by proponents of fi gurative projectivism, see Maund (2006), Pautz (2006) and Wright 
(2003), for example.
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This brings us to the objection that fi gurative projectivism has the 
implausible consequence of our everyday colour discourse being fl awed 
because we mistakenly attribute colour properties to material objects. 
As Boghossian and Velleman (1997: 99) put it, there is no problem in 
our reports about the colours of objects asserting falsehoods. While it 
may be true that our everyday colour talk is, strictly speaking, thor-
oughly false, it can nevertheless be useful in serving the purpose of 
communication or planning our actions. Boghossian and Velleman 
point out that even though we often assert falsehoods in everyday talk, 
e.g., when claiming that the sun rises, there is no need to revise our 
way of talking about objects and their properties in the light of new 
(scientifi c) evidence. Just as we can successfully communicate by as-
serting that the sun rises and plan our actions based on the belief that 
the sun rises—though this is false, strictly speaking—we can do so in 
the case of colours as well. Again, the reason for this is that our co-
lour experience is systematically misrepresenting and, thus, the con-
tents expressed by our assertions about the colours of objects are also 
systematically false. And since we all systematically misrepresent the 
objects in our environment with colours that they do not possess, we 
can successfully communicate with each other even though our colour 
attributions are false, strictly speaking.

Another worry concerning fi gurative projectivism issued by Tye 
(2000: 166) is that it is unclear what it would take for colour experience 
to be veridical, assuming that fi gurative projectivism is true. As men-
tioned before, fi gurative projectivism has it that it is only a contingent 
matter of fact that the material objects in our world are not coloured. 
However, there may be a world where material objects do, in fact, pos-
sess the colour properties they are represented as having. In such cir-
cumstances, our colour experiences were veridical. This idea can be 
cashed out, for example, by conceiving of colours as Edenic properties 
that are instantiated in an Edenic world (Chalmers 2006).

9. The prospects of representationalism
In this closing section, I want to briefl y summarise what has been said 
so far and look at the prospects of representationalism. The circular-
ity problem is that representationalism cannot adopt any theory about 
colours that characterises them as dispositions to produce experiences 
with a specifi c phenomenal character. Since colour primitivism faces 
severe diffi culties, it is usually held that the representationalist can 
only satisfy the constraint imposed by the circularity problem by ac-
cepting colour physicalism. Therefore, representationalism seems com-
mitted to colour physicalism. However, colour physicalism is not undis-
puted and defending it from the objections raised against it does not 
turn out to be fruitful, as I have shown.

But is representationalism committed to colour physicalism at all? 
I have argued that the answer to this question is “no.” This is because 
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representationalism is not committed to a realist theory of colour that 
holds that colours are instantiated in material objects. The motivation 
to adopt a realist theory of colour, so my diagnosis, is based upon de-
fending an externalist version of representationalism, such as tracking 
representationalism. Yet, since representationalism, in general, can be 
defended without accepting an externalist theory about mental repre-
sentation, there is no need to stick to colour realism in the fi rst place. 
Therefore, the representationalist can deal with the circularity prob-
lem by adopting an anti-realist theory of colour. However, this comes 
at the cost of renouncing externalist versions of representationalism. 
As far as the choice among anti-realist theories of colour is concerned, 
the representationalist should opt for fi gurative projectivism instead of 
eliminativism and literal projectivism because only fi gurative projec-
tivism satisfi es the requirements of a representationalist theory of phe-
nomenal consciousness. We can thus conclude that the circularity prob-
lem does not pose an essential threat to representationalism because 
representationalism, in general, is not committed to colour physical-
ism. Only externalist versions such as tracking representationalism 
are. It is now up to representationalists to develop an updated version 
of the theory that provides an account of mental representation that 
leaves externalist commitments behind and shows how an internalist 
version of representationalism, in combination with fi gurative projec-
tivism, can be made to work out to give an adequate explanation of 
colour experiences.
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A general criterion for distinguishing between epistemic and non-epis-
temic values is that the former promotes the attainment of truth whereas 
the latter does not. Daniel Steel (2010, 2016) is a proponent of this cri-
terion, although it was initially proposed by McMullin (1983). There 
are at least two consequences of this criterion; (i) it always prioritizes 
epistemic values over non-epistemic values in scientifi c research, and 
(ii) it overlooks the diverse aims of science, especially the aims of regula-
tory or policy-oriented science. This criterion assumes the lexical priority 
of truth or lexical priority of evidence. This paper attempts to show a 
few inadequacies of this assumption. The paper also demonstrates why 
epistemic priority over non-epistemic values is a problematic stance and 
how constraining the role of non-epistemic values as ‘tiebreakers’ may 
undermine the diverse aims of science. 

Keywords: Science and values; epistemic values; lexical priority of 
truth; non-epistemic values; aims of science.

1. Introduction
Recently, the science and values debate has drawn the attention of 
many philosophers of science, scientists and policymakers. The ideal 
of value-free science suggests that non-epistemic values such as social, 
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political, moral or economic values should be kept away, or these values 
have no legitimate roles to play in scientifi c inference. This ideal has 
been criticized from different perspectives. Argument from inductive 
risk is the most signifi cant challenge against the value-free ideal of sci-
ence. Rudner (1953) argued that since no scientifi c hypothesis is com-
pletely verifi ed, there is always a risk element in accepting or rejecting 
a hypothesis based on the available evidence. So, value judgments are 
relevant in weighing the consequences of the mistakes scientists might 
make when accepting a hypothesis. This line of argument has been 
further developed by Cranor (1993) and (Douglas 2000, 2009). The gap 
argument or argument from underdetermination is another critique 
that is raised against the value-free ideal. The argument states a gap 
between evidence and a theory (Longino 2002, 2004, 2008). In other 
words, evidence alone does not determine which hypothesis is true, and 
the proponents of a value-laden account of science argue that this gap 
can be bridged by appealing to non-epistemic values (Anderson 2004; 
Intemann 2005; Biddle 2013; Brown 2013). Similarly, the value-free 
ideal of science has been criticized by many philosophers of science by 
arguing that a clear boundary between epistemic and non-epistemic 
values is necessary to uphold the value-free ideal of science. But draw-
ing a boundary between epistemic and non-epistemic values is not very 
plausible. So, the defenders of the value-laden account of science put 
forth a challenge known as the boundary challenge that states that a 
clear-cut distinction between epistemic and non-epistemic values is not 
possible (Rooney 1992, 2017; Longino 1995, 1996; Steel 2010; Douglas 
2016). The reason is that values such as simplicity, novelty, and onto-
logical heterogeneity might act as both epistemic and non-epistemic 
values depending on the research contexts. Since a distinction between 
epistemic and non-epistemic values is not possible, maintaining value-
free ideal is also not very plausible in scientifi c research.

Values in science debate mainly revolve around a very signifi cant 
question, i.e., how to identify and incorporate a legitimate set of non-
epistemic values and eschew the illegitimate infl uence of such val-
ues in scientifi c inference. Different philosophers of science put forth 
many suggestions. Douglas (2009) proposes that one should consider 
the direct and indirect roles of values and these roles will help one 
evaluate the infl uence of non-epistemic values. Elliott and McKaughan 
(2014) argue that when non-epistemic values are involved in scientifi c 
research, scientists should be explicit about the role values played in 
that particular research context. That is to say, the infl uence of non-
epistemic values should be acknowledged and stated as transparent as 
possible. Intemann (2015) argues that the legitimacy of non-epistemic 
values can be evaluated by checking whether a particular value or set 
of values promotes democratically endorsed epistemological and social 
aims of the research. Steel (2010) argues that all those kinds of in-
fl uence of non-epistemic values are illegitimate in scientifi c reasoning 
when the infl uence of such values impedes or obstructs the attainment 
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of truth. Steel (2010) and Steel and Whyte (2012) further argue that 
non-epistemic values should play the role of “tiebreakers” when meth-
odological approaches or two conclusions are equally well defended by 
epistemic values. In other words, Steel’s account allows the “lexical pri-
ority of truth/evidence” or “epistemic priority”. Two important points 
follow this principle. Firstly, the epistemic values are characterized in 
terms of their relationship with truth, and secondly, non-epistemic val-
ues should not obstruct the attainment of truth in any scientifi c inquiry 
under any circumstances, and if at all they infl uence scientifi c infer-
ence, their infl uence must be defended on epistemic terms.

I discuss two important issues in this paper. Firstly, I elaborate 
and critically analyze Steel’s account of values and an underlying as-
sumption that Steel seems to have employed in characterizing the epis-
temic values. The idea is to demonstrate some of the inadequacies of 
Steel’s characterization of epistemic values as the promoters of truth 
attainment. This analysis engages with the diverse aims of scientifi c 
research, and I attempt to show how these diverse goals provide suf-
fi cient place for non-epistemic values to actively participate in different 
phases of scientifi c investigations in a legitimate and relevant fashion. 
Secondly, I will criticize two implications of Steel’s proposals: (i) the 
epistemic values must be characterized in terms of truth and (ii) the in-
fl uence of non-epistemic values should be limited to only such scenarios 
in which epistemic values do not completely determine all aspects of 
scientifi c reasoning, and when they are involved, they should not con-
fl ict with epistemic values. I will argue against these implications and 
will show that the legitimacy of the infl uence of non-epistemic values 
in scientifi c research need not be always defended in terms of epistemic 
terms; on the other hand, their infl uence can be justifi ed in terms of the 
practical and social relevance of the research.

2. Values: Characterizations and functions
A general distinction that is made in science and values debate is be-
tween epistemic and non-epistemic values. McMullin (1983) and Steel 
(2010) argue that epistemic values are acknowledged on the ground 
that they promote the attainment of truth. McMullin proposes; “those 
values that promote the truth-like character of science are epistemic in 
nature” (McMullin 1983: 18). Similarly, Steel characterizes epistemic 
values as that which promotes the attainment of truth or the acquisi-
tion of true beliefs ( Steel 2010). He further points out; “Truth should be 
understood in connection with truth content: a true and very informa-
tive belief is more epistemically valuable than a true but trivial belief” 
(Steel 2010: 18). However, Steel argues that truth does not necessarily 
mean true theories.1

1 It seems that Steel is in partial agreement with Catherine Z. Elgin’s account 
of true enough theories.  Elgin’s claim is that although truth is often considered 
as a requirement of epistemic acceptability, science and philosophy deploy models, 
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Non-epistemic values, in general, are such values that are personal, 
social, economic, moral, religious, or aesthetic in nature.2 These values 
are integral elements in forming the culture and customs of any soci-
ety, and these values are held to be desirable by different social groups 
or communities (Varghese 2021: 237). It is uncontroversial to say that 
non-epistemic values can function as legitimate determinants in the 
pre and post epistemic phase of scientifi c research. But when it comes 
to the epistemic phase i.e., the justifi cation part of scientifi c research, 
there are disputes among philosophers of science regarding the role of 
non-epistemic values. Some argue that non-epistemic values should be 
kept away from the epistemic phase of scientifi c research (Lackey 2007; 
Sober 2007; Lacey 2010; Betz 2013; Schurz 2013). Douglas (2008, 2009) 
argues that values can play legitimate roles in scientifi c inference only 
if they play indirect roles, for instance, when scientists confront the 
problem of inductive risk. The argument from inductive risk asserts 
that scientists are never in a position to have complete certainty about 
the choice they make in accepting or rejecting a hypothesis (Rudner 
1953; Hempel 1965; Douglas 2000, 2009; Wilholt 2009). Inductive risk 
is the possibility that one may make a mistake in rejecting or accept-
ing a hypothesis that is under study. Douglas makes it very clear that 
values should not play any direct role in scientifi c reasoning i.e., they 
should not “act as reasons in themselves to accept a claim” (Douglas, 
2009: 96).3 In general, in the context of inductive risk, non-epistemic 
values tell us what kind of errors should be preferred and how much 
evidence is suffi cient to make a scientifi c claim when the claim is likely 
to bring forth non-epistemic consequences. From an epistemic perspec-
tive, accepting a hypothesis when it is wrong is the same error as re-
jecting a hypothesis when it is true. But ethically speaking, it is not. 
Here it is also worth discussing how Steel defends the argument from 
inductive risk. According to Steel, the distinction between epistemic 
and non-epistemic values can be used to defend the inductive risk ar-
gument. Steel starts off by introducing a broad notion of what can be 
counted as an epistemic value both in an intrinsic and extrinsic man-
ner and further shows how non-epistemic values are worthy candidates 
to decide upon which kind of error to prefer, that is to say,  accepting 
when a scientifi c claim is wrong, or rejecting when a claim is right. 
Steel (2010) argues that Non-epistemic values can infl uence scientifi c 

idealizations and thought experiments that prescind from truth so that they may 
achieve other cognitive ends. Elgin’s argument is that such felicitous falsehoods 
function as cognitively useful fi ctions. They are cognitively useful because they 
exemplify and afford epistemic access to features they share with the relevant facts 
(Elgin 2004).

2 There is a criticism against treating all these values as a uniform group. 
However, I am not discussing the criticism here since that is beyond the scope of this 
paper. See Rooney (2017) for the details of the criticism.

3 This view has been criticized by Elliott and he has given a reformulated version 
of Douglas’s account. See Elliott (2013) for details.
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inferences in all those research contexts where epistemic values alone 
do not decide the activities in different phases of particular research. 
According to him, the role of non-epistemic values is limited to “tie-
breaking” situations. Moreover, Steel emphasizes that the infl uence of 
non-epistemic values should not obstruct the attainment of truth.

3. Steel’s characterization of epistemic values
In what follows, I elaborate on how Steel characterizes epistemic val-
ues and in what way Steel’s account allows non-epistemic values to 
play legitimate roles in scientifi c inferences. Let us start off with Steel’s 
characterization of epistemic values.

3.1 Values that promote the attainment 
of truth intrinsically or extrinsically
Steel distinguishes epistemic values into two categories; intrinsic epis-
temic values and extrinsic epistemic values. He fl eshes out the distinc-
tion between them as follows:

[A] value is intrinsically epistemic if exemplifying that value either consti-
tutes attainment of truth or is a necessary condition for a statement to be 
true… Epistemic values are extrinsic when they promote the attainment of 
truth without themselves being indicators or requirements of truth. (Steel 
2010: 18)

He suggests that epistemic values can be manifested in different ways, 
such as through methods, social practices, and community structures, 
along with theories and hypotheses. One of the most signifi cant fea-
tures of Steel’s theory is his defi nition of truth. He emphasizes that 
truth should always be cognized in terms of truth content.

Let us consider Steel’s distinction of intrinsic and extrinsic epis-
temic values. Values like internal consistency and predictive accuracy 
are intrinsic epistemic values because these values refer to an absence 
of contradictions or predictions which are true or approximately true. 
That is to say, these values are the necessary condition for truth. In-
trinsic epistemic values are such values that are very robust in the 
sense of being epistemic in almost any setting. On the other hand, sim-
plicity is an extrinsic epistemic value. The reason is that the world is 
not so simple and hence, simplicity cannot be considered as a neces-
sary condition for truth. But yet, simplicity promotes the attainment of 
truth and hence, an epistemic value. For instance, Steel argues;

Whether external consistency is an epistemic value, however, depends on 
the truthfulness of the accepted background beliefs … (and) … External con-
sistency might fail to be an epistemic value in a period in which background 
beliefs are seriously mistaken but become an epistemic value at a later time 
when the quality of background beliefs has improved. (Steel 2010: 20)

In other words, extrinsic epistemic values such as external consistency 
are contextual in nature because such values can promote the attain-
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ment of truth in a particular context in which they occur. A very sig-
nifi cant implication of Steel’s intrinsic/extrinsic distinction is that it 
makes a range of what might count as an epistemic value rather broad. 
That is to say, many values that are traditionally considered as non-
epistemic values can be categorized as epistemic by being extrinsic. 

After elaborating the features and the nature of epistemic values, 
Steel moves on to state the role of non-epistemic values. Non-epistemic 
values are such values which are not truth-promoting (Steel 2017). Ac-
cording to him, non-epistemic values can play legitimate roles in sci-
entifi c inferences in scenarios in which epistemic values alone do not 
fully determine all aspects of scientifi c investigation. Such scenarios 
include the choice of methodology, the evidence characterization or the 
interpretation of data.

Many philosophers of science agree that inductive risk is consider-
ably prevalent in different phases of scientifi c inquiries (Rudner 1953; 
Hempel 1965; Douglas 2009; Wilholt 2009). So, the general argument 
is that non-epistemic values can legitimately infl uence in assessing 
which errors are bad and which are worse. The problem that might 
pop up here is that although non-epistemic values might be necessary 
to tackle the problem of inductive risk, it might be the case that the set 
of non-epistemic values which are employed for overcoming this dif-
fi culty may not always be legitimate. It is quite possible that the non-
epistemic values which may be employed for settling down the issues of 
inductive risk and underdetermination4 could be inappropriate in par-
ticular research settings. These kinds of inappropriate encroachment 
of non-epistemic values should be prevented in order to avoid corrupted 
scientifi c research, and there should be a criterion to detect whether 
the infl uence of a particular set of non-epistemic values is legitimate 
or not. The principle that Steel suggests as a criterion to distinguish 
the legitimate infl uence of non-epistemic values from illegitimate is 
the infl uence principle.5 The principle states that non-epistemic values 
can infl uence scientifi c inference epistemically badly if those values act 
as obstructions in the acquisition of truth. In other words, the infl u-
ence of non-epistemic values in scientifi c inference should be in such 
a way that their infl uence should not compromise with the epistemic 
aims. Generally, prediction, explanation and understanding are often 
depicted as the principal epistemic aims of science. Most importantly, 
all these aims, in one way or the other, are related to truth or evidence. 
However, it is not often the case in the context of regulatory science, 
which is policy-oriented. Regulatory science aims at supporting policy 
decisions. Pinto and Hicks argue; “when the goal of conclusive evidence 

4 In a crude way, one can say that underdetermination involves the idea that 
models and hypotheses in any particular domain of science are underdetermined by 
logic and the evidence which are currently available for the models and hypotheses 
(Longino 1990, 2002; Kourany 2003).

5 Hicks (2014) terms Steel’s principle as infl uence principle. From here on wards, 
I will also use the same term for further discussion.
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confl icts with the practical requirements of regulatory science, regula-
tory science could legitimately abandon the conclusive evidence stan-
dard” (Pinto and Hicks 2019: 3). In what follows, I make an attempt 
to show that Steel’s account is somehow insensitive to non-epistemic 
goals because of his characterization of epistemic values in terms of 
truth which assumes the lexical priority of evidence. I will start the 
analysis of Steel’s theory with an assumption which Steel seems to 
have employed in characterizing the epistemic values as the promoters 
of truth attainment.

3.2 Assumption underlying steel’s epistemic/non-epistemic 
characterization and distinction
Steel’s epistemic non-epistemic distinction is construed on the notion 
of truth. He states that truth should be cognized in relation to truth 
content and underlines that epistemic values must be characterized in 
terms of their connection with truth. That is to say, these values should 
act as the promoters of attainment of truth either intrinsically or ex-
trinsically. It should also be noted that the infl uence of non-epistemic 
values is legitimate in only such cases where their infl uence does not 
obstruct the attainment of truths which precisely is the infl uence prin-
ciple. An implication of the principle is that the infl uence of non-epis-
temic values should be justifi ed strictly in epistemic terms which are 
truth conducive. Hence, it is quite reasonable to think that there is an 
assumption with which Steel makes the characterization of epistemic 
and non-epistemic values and their distinction. The assumption can be 
formulated as follows:
 Assumption (A1): The aim of science is to provide truth, to be 

more specifi c, true beliefs. Epistemically speaking, a belief which 
has the property of being true is better than a belief that is not 
true or trivially true, considering all other things equal. More-
over, the value of epistemic justifi cation somehow correlates with 
truth.

This assumption is grounded on the idea that truth is the principal 
epistemic value. This would imply that the ultimate and primary epis-
temic goal is truth. This assumption appears to be promising in such 
cases where the ultimate goal of science is always the attainment of 
truth because; the assumption clearly implies that the ultimate aim of 
scientifi c activities is to achieve truth. Moreover, the justifi cation for 
the acceptance or the choice of a particular model or theory is some-
how related to truth. In what follows, I focus on the main problem of 
Steel’s account i.e., the truth-conduciveness in Steel’s account, which is 
committed to a problematic “lexical priority of evidence”. The problem 
becomes more serious when the commitment to truth-conduciveness 
might lead to the negligence of aims approaches in establishing the role 
of non-epistemic values in the evaluation of scientifi c hypotheses or 
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models. In what follows, I present certain possible worries that might 
follow from allowing the lexical priority of truth or evidence while sci-
ence deals with multiple aims and attainment of truth might be just 
one among many aims.

4. Lexical priority of evidence: Some responses 
I have already outlined the assumption that has been invoked in Steel’s 
characterization of epistemic values. The implications of this assump-
tion call attention to a number of issues that can be raised against 
Steel’s account of values. A very important criticism that is posed 
against defi ning epistemic values as the promoters of attainment of 
truth is the problem regarding the lexical priority of truth. Lexical pri-
ority of truth considers truth as the only aim of science and truth as the 
absolute value.6 Lexical priority of truth eventually leads to the prior-
ity of evidence since it is the scientifi c evidence that will guarantee 
the objectivity of the scientifi c research.7 One of the main reasons why 
the priority is argued for is because it is said to preserve scientifi c ob-
jectivity intact. However, Brown (2013) shows the necessity of a more 
nuanced approach when one makes an attempt to show that it is the 
objectivity that is at stake. The reason is that underdetermination and 
inductive risk arguments show that there is no values-objectivity con-
fl ict. This assertion will put the defender of the value-laden account of 
science into trouble because, on the one side, they are attracted to the 
lexical priority of evidence, and on the other hand, underdetermination 
and inductive risk arguments show that there is no values-objectivity 
confl ict. For instance, Anderson (2004) and Douglas (2009) argue that 
lexical priority might save scientists from the problem of wishful think-
ing. Especially for Douglas, the role of values is restricted in assessing 
the adequacy of available evidence and values, in no way, can be con-
sidered as reasons to believe anything.

Brown (2013) further makes a detailed analysis of the problems of 
priority. He argues that presupposing lexical priority of evidence is not 
required to argue for underdetermination and inductive risks. The rea-
son is that evidence can turn out to be unreliable or bad sometimes, 
and in such cases, the priority might lead scientists astray. Moreover, 
there is no reason to hold the view that when evidence and values pull 
in opposite directions, we should always follow the evidence if value 
judgments are really judgments—adopted for good reasons, subject to 
certain sorts of tests (Brown 2013: 837). 

6 As I mentioned earlier, the notion of truth as the absolute value leads to Steel’s 
endorsement of a monist approach which is presented in his infl uence principle. He 
fervently argues that the infl uence of non-epistemic values is legitimate only in such 
cases where their infl uence does not impede the attainment of truth.

7 In a strict sense there is a difference in the lexical priority of truth and lexical 
priority of evidence. However, in the context of this paper I use them interchangeably 
for convenience.
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5. Truth as the absolute value: An objection
This section further explores another objection against the assumption 
(A1) I mentioned earlier which also presupposes the lexical priority of 
evidence/truth. I substantiate my arguments based on the aims ap-
proach which defends the view that science has got multiple aims and 
attainment of truth is just one among those many aims. Aims approach 
also suggest that illegitimate infl uence of non-epistemic values in sci-
entifi c inferences can be eliminated by scientists being as much trans-
parent as possible about the goals of their assessments and the roles 
non-epistemic values played in the assessments as a result (Elliott and 
McKaughan 2014: 15). Similarly, Intemann (2015) argues that incor-
porating non-epistemic values should be done in such a way that those 
values may promote democratically endorsed epistemological and so-
cial aims of research (2015: 218).

The way scientifi c investigations are taken up today shows that 
scientifi c inquiries are concerned with theoretical aims and pragmatic 
aims. Theoretical aims focus on extending our knowledge and under-
standing of the form and contents of the universe. On the other hand, 
pragmatic aims prioritize the protection of human health and the envi-
ronment, regulation of chemicals and therapies, informing democratic 
deliberation, advising policy on climate change, and promoting the ca-
pacities of environmental justice and Indigenous communities. Pinto 
and Hicks (2019) point out that traditionally it was considered that 
science has just one goal which is ‘produce evidences for or against a 
hypotheses’. However, regulatory science is policy-related and its goal 
is not to produce conclusive evidence but to support policy-related deci-
sions. Similarly, Giere (2004, 2006) and Bas van Fraassen (2008) argue 
that scientifi c representations can be evaluated in different ways. It 
can be through the relations that they bear to the world, and sometimes 
it is in connection with the several uses to which they are put. Since 
the representations can be evaluated in different dimensions, it is very 
much plausible to think that the decisions regarding the acceptance of 
a theory or a model depend on various considerations and truth is only 
one among the several factors infl uencing such decisions. Elliott and 
McKaughan (2014) illustrate this idea very clearly. They say:

There is an importance of explicitly incorporating a role for agents or users 
(as well as their goals and purposes) as a crucial component of any adequate 
analysis. According to this schema, the representational success of models 
can be evaluated not only in terms of their fi t with the world but also in 
terms of their suitability to the needs and goals of their users. (Elliott and 
McKaughan 2014: 4)

Here Elliott and McKaughan argue that any object or proposition that 
is used to represent something else can be analyzed both in correspon-
dence with its fi t with the object to be represented and with regard to 
its fi t with the pragmatic functions for which it is employed. In other 
words, they emphasize the multiple aims of science. An eventual out-
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come of thinking more carefully about the multiple goals which scien-
tists have when they choose scientifi c representations is that it enables 
us to understand how scientists can legitimately prioritize non-epis-
temic concerns over epistemic ones in certain cases. This prioritization 
can be seen in various phases of scientifi c research, such as the choice 
of the methodology (Varghese 2018) or the assessment of evidential 
suffi ciency (Douglas 2003, 2009). That is to say, scientifi c models and 
theories are put to use to represent the world for specifi c purposes, and 
it is entirely legitimate to grant that if these models or theories can ful-
fi l those commitments best by forfeiting certain epistemic features for 
the sake of attaining some of the non-epistemic considerations. 

Steel (2010), while discussing the problem of inductive risk, analy-
ses a case study conducted by Cranor (1993, 1995). Cranor’s study is 
concerned with the risk assessment of toxic chemicals when they are 
exposed to the public. He analyses two models to test the toxicity of dif-
ferent chemicals, which are advantageous in different ways. The fi rst 
model is more accurate than the other model but slower in comparison 
with the other. On the other hand, the second model is quicker in as-
sessing the toxicity of the chemicals but less accurate compared to the 
fi rst one. By employing certain mathematical tools to evaluate the risks 
involved by the use of any of these two models, Cranor shows that if 
the aim of the research is to minimize the social cost by mitigating the 
exposure of toxic chemicals to the public, then it is quite plausible to 
choose the expedited model which is not very accurate in generating 
the result in comparison with the traditional model but faster in gen-
erating the result. Cranor concludes that during this type of risk as-
sessment program, it is legitimate to incorporate non-epistemic factors 
while choosing between the models.8 His theory goes as follows:

Useful risk assessment not only requires drawing reasonably accurate infer-
ences about toxic effects but also demands that those inferences be drawn in 
a timely manner… (T)he regulatory challenge is to use presently available, 
expedited, approximation methods that are nearly as ‘accurate’ as current 
risk assessment procedures, but ones which are much faster so that a larger 
universe of substances can be evaluated. (Cranor 1993: 103)

The study is an excellent example that shows that scientifi c research of-
ten aims at achieving certain pragmatic aims rather than mere attain-
ment of truth. In Cranor’s case study, there are two important values 
that play active functions. The fi rst one is about drawing reasonably 
accurate results and the second one is concerned with drawing infer-
ences in a timely manner. The way science is practised today indicates 
that there is a clear involvement of pragmatic aims along with epis-
temic aims in choosing the theories and models in different contexts ac-
cording to the requirement. The reason why Steel uses Cranor’s study 

8 Since my focus is on the social aims of scientifi c research, and pragmatic aims 
of science, at least in some sense, are connected to the social aims or policy making, 
I have used the terms ‘social’ and ‘pragmatic’ interchangeably.
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in his paper is to show that uncertainties arising from practical chal-
lenges faced by specifi c scientifi c fi elds, such as toxicology or climate 
science, are more than suffi cient for nonepistemic values to operate. 
Imagine that epistemic values normally do place some genuine restric-
tions on what could and could not be reasonably inferred in a given sci-
entifi c setting. In such contexts, nonepistemic values might still have 
room to operate without obstructing epistemic ends. One example of 
this is relevant to the argument from inductive risk concerns how long 
one waits and how much evidence one demands before drawing an in-
ference (Steel 2010). In what follows, I will argue that although Steel 
allows non-epistemic values to play certain roles in scientifi c research, 
there are contexts in which Steel’s characterization of epistemic values 
as the promoters of truth and incorporating epistemic priority thesis 
can be a problematic stance.

6. Epistemic priority 
and callousness to non-epistemic goals
Steel (2010) points out that the argument from inductive risk is of-
ten illustrated by such cases where a pressing non-epistemic value, for 
instance, the protection of human health, provides a powerful reason 
to draw inferences more quickly, even at the expense of reliability. In 
such cases, there is a clash between two competing values. On the one 
hand, there is a model which is more accurate (an epistemic feature) 
but slow in risk assessment and, on the other hand, there is another 
model which is expedited or faster (a non-epistemic feature) but not as 
accurate as of the former. Steel argues that although the choice of the 
expedited model over the more accurate model appears like a clear case 
of non-epistemic values directly infl uencing the choice, which is not 
the case. He points out that Cranor’s study is an example that shows 
that without compromising epistemic concerns, non-epistemic values 
might infl uence scientifi c inferences legitimately. From an epistemic 
perspective, the choice between expedited and slower risk assessment 
methods is a trade-off: quicker inferences versus a somewhat greater 
chance of error. Steel suggests that Cranor’s study is to show that there 
needs to be a balance between these two epistemic concerns9 and from 
a purely epistemic perspective, neither of them takes an advantageous 
position. But when we are concerned with reducing social costs by pro-
tecting human health, the expedited method is superior and the best 
option too. Hence, here the non-epistemic value, protection of human 
health and thereby reduction of social cost, seems to be playing the role 
of a “tiebreaker.” In other words, ease of use and time sensitivity are 
epistemic values (Steel 2010, 2016) and non-epistemic values such as 
protection of health will help in deciding between two epistemic values, 

9 Here the two epistemic concerns are quicker inferences and a somewhat greater 
chance of error.
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speed and accuracy. However, I would like to analyze this case from a 
different perspective in which the social aims of the research may legit-
imately infl uence the choice of a model for conducting socially relevant 
research (Intemann and de Melo-Martín 2010; Varghese 2018, 2019). 
I will make an attempt to show that Steel’s focus on truth is problem-
atic because his account is callous regarding non-epistemic concerns 
and goals. The callousness that I am going to discuss may need a little 
elaboration. Although Steel does care for social goals, his character-
ization of epistemic values focusing on truth is problematic. In other 
words, when the focus is on truth and epistemic priority, we are setting 
a boundary for non-epistemic values to engage in scientifi c research. I 
shall discuss why setting a boundary is a problem in the last part of 
the next section. Coming back to the notion of callousness, here it is 
concerned with the secondary role non-epistemic values should play 
as ‘tiebreakers’ when two conclusions or methodological approaches 
are equally well supported by epistemic values (Steel 2010; Steel and 
Whyte 2012). Further, scientifi c practice often incorporates practical or 
mixed assessments of scientifi c representations and it is legitimate to 
prioritize non-epistemic goals when assessing representations in such 
contexts. Here, I take the discussion forward and argue that the adop-
tion of the aims approach has more potential in achieving social goals 
than Steel’s approach.

The study of Cranor demonstrated that the expedited model of 
CEPA10 is more advantageous than the traditional model in assessing 
the risk if the goal is set to reduce the social costs. In cases like this,  it 
is entirely legitimate to sacrifi ce some of the epistemic values for the 
sake of non-epistemic values, for example, sacrifi cing accuracy for the 
sake of generating rapid conclusions (although Steel might argue that 
both these values are epistemic in nature). On the other hand, if the 
aims of the research were to fi nd the association between exposure to 
different chemical and adverse health effects for an academic purpose 
or for publishing the data in a journal for epistemic purposes, then 
the researchers would have preferred the model which would gener-
ate more accurate data. This scenario suggests that the aims of the 
research may determine which set of values should be prioritized in 
different contexts.

7. Aims approach: Right tool for the job
In varying research contexts, it is de rigueur that researchers should 
be very specifi c about those diverse aims which they aspire to achieve. 
Some of those aims may be purely epistemic in nature, and some of 
them may not be. The case of toxicity assessment is an example of such 

10 The Committee on Economic and Professional Affairs (CEPA) is associated 
with monitoring the requisites of the chemical workforce. In addition to that, CEPA 
members may be asked to review, or act on different materials or information 
brought to the committee’s notice throughout the year.
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a research context where the aim is not purely epistemic. Potochnik 
(2015) and Pinto and Hicks (2019) point out that although tradition-
ally appreciated aims of science included accurate prediction, expla-
nation and representation, other aims have also drawn attention re-
cently. These aims include policy guidance, action within a short time 
span and facilitating public uptake of scientifi c knowledge. Elliott and 
McKaughan (2014) propose that since scientists often have aims that 
are not purely epistemic in nature, they might choose a model or a 
theory that is more viable in achieving the aims, and it is even appro-
priate that certain non-epistemic considerations might be prioritized 
over epistemic values. However, a worry that pops up here is about the 
criteria scientists need to employ for appropriately prioritizing non-
epistemic values over epistemic ones. How can illegitimate and biased 
prioritization of non-epistemic values be eschewed? Elliott and McK-
aughan (2014)  try to address this worry by suggesting that scientists 
must be very transparent about the aims and the roles values play in 
particular research. The transparency can be achieved with the help 
of backtracking.11 The point is that the prioritization of non-epistemic 
values must be granted only to the extent that they may promote the 
goals associated with the assessments that are in play. Another sug-
gestion to avoid illegitimate infl uences of non-epistemic values comes 
from Intemann (2015). She argues that incorporating non-epistemic 
values should be made in such a way that in doing so may promote 
democratically endorsed social and epistemic aims of the study.

While responding to Elliott and McKaughan’s transparency pro-
posal and Intemann’s suggestion for democratically endorsed episte-
mological and social aims proposal, Steel (2017) argues that both these 
proposals rely on an assumption—epistemic/non-epistemic distinction. 
He further points out that both Elliott and McKaughan and Intemann, 
in their arguments at various places, hint that employing a distinc-
tion between epistemic and non-epistemic values in practice is very 
diffi cult since they are so deeply intertwined. If this distinction is not 
viable, their proposals also might fall short and face serious repercus-
sions. Moreover, their proposals might also turn out to be unfeasible 
in such cases where a political majority in a community may endorse 
such aims which might be incompatible with the integrity of science.12 
So, the fi nal submission of Steel is that a qualifi ed or a non-absolutist 
epistemic priority is necessary for advancing scientifi c knowledge and 
human welfare.

A worrying problem of Steel’s epistemic priority is that it puts some 
serious restrictions on science because it allows scientists to consider 
certain epistemic standards that might sometimes undermine or com-

11 Backtracking is a concept Elliott and McKaughan (2014) propose to explain 
how scientists should be transparent about the major assumptions and values 
involved in an instance of scientifi c communication.

12 For more details, refer to Steel’s argument with reference to the situation 
called ‘Ibsen predicament’ (Steel 2017: 51)
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promise scientists’ attempts to do socially relevant and responsible sci-
ence (Brown 2017; Varghese 2021). In the case of policy-oriented or reg-
ulatory science such as risk or toxicity assessment, certain restrictions 
that might be put on the research due to epistemic priority can lead to 
irresponsible and sometimes even dangerous ways of doing scientifi c 
research. According to the epistemic priority thesis, values may only 
infl uence science if, in doing so, they respect basic epistemic standards 
or criteria for what counts as adequate science. Of course, the epistemic 
priority view accepts that the value-free ideal is not very plausible, but 
it puts certain restrictions on the roles non-epistemic values can play 
in scientifi c inquiry. It is often the case that any decision scientists take 
in regulatory science may bring forth various societal consequences. As 
responsible scientists with social commitments, they should make ev-
ery effort to think through the possible repercussions of their decisions. 
However, when there is a confl ict between values and epistemic stan-
dards, always prioritizing epistemic standards can amount to danger-
ous and potentially irresponsible claims. In other words, the problem 
with epistemic priority thesis is that it removes the burden of judgment 
where values and basic epistemic standards confl ict. Removal of the 
burden of judgment is not a good practice in scientifi c research, at least 
in the case of policy-oriented scientifi c research because value judg-
ments are more pervasive in such research contexts. Moreover, the re-
lationship between values and epistemic standards necessarily is more 
complicated, and hence, the burden of judgment in regulatory science is 
far more than epistemic priority thesis can tolerate (Brown 2017). But 
on the other hand, the aims approach provides room for assimilating 
both non-epistemic values and epistemic standards. Moreover, when 
this assimilation of values and epistemic standards is not possible, the 
aims approach will guide researchers to make the trade-off between 
epistemic and non-epistemic values by considering various social con-
sequences of their decisions rather than focusing on epistemic priority.

8. Conclusion
In this paper, I critically examined Steel’s characterization of epistemic 
values as the promoters of the attainment of truth and the functions 
of non-epistemic values in scientifi c investigations. A feature of Steel’s 
characterization of values is that they are always assessed in terms of 
their ability to promote the attainment of truth and it is grounded on 
the epistemic priority thesis or lexical priority of evidence. An upshot 
of his thesis is that the epistemic priority thesis or lexical priority of 
evidence is insensitive to non-epistemic goals and might even under-
mine diverse aims of science. I argued against this assumption and 
demonstrated that scientifi c inquiries are concerned with diverse aims, 
and the truth is just one among them. I substantiated my claim by ad-
vocating the view that models and theories are put to use to represent 
the world for specifi c commitments which are either epistemic or non-
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epistemic and it is entirely legitimate to sacrifi ce epistemic priority if 
these models or theories can attend those commitments best by sac-
rifi cing some epistemic features for the sake of specifi c non-epistemic 
considerations.

In a nutshell, Steel’s characterization of epistemic values and the 
epistemic priority thesis may obstruct the attainment of certain so-
cial goals of scientifi c research. If we grant epistemic priority, then it 
may place some serious restrictions on science because it allows sci-
entists to always prioritize certain epistemic standards irrespective of 
the research contexts which may undermine or compromise scientists’ 
attempts to do socially relevant and responsible science. Moreover, cer-
tain restrictions due to epistemic priority might also lead to irrespon-
sible and sometimes even dangerous ways of doing scientifi c research. 
Hence, I argued that a blend of both epistemic and non-epistemic con-
siderations will nearly always be relevant to the practical needs of us-
ers. Thus, it seems that the aims approach is a more viable candidate 
than Steel’s epistemic priority, at least in regulatory science, since the 
former might guide researchers in making a trade-off between epis-
temic and non-epistemic values when these values might confl ict.
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Cladism, today the dominant school of systematics in biology, includes 
a classifi cation component—the view that classifi cation ought to refl ect 
phylogeny only, such that all and only taxa are monophyletic (i.e. con-
sist of an ancestor and all its descendants)—and a metaphysical compo-
nent—the view that all and only real groups or kinds of organisms are 
monophyletic. For the most part these are seen as amounting to much 
the same thing, but I argue they can and should be distinguished, in 
particular that cladists about classifi cation need not accept the typically 
cladist view about real groups or kinds. Cladists about classifi cation 
can and should adopt an explanatory criterion for the reality of groups 
or kinds, on which being monophyletic is neither necessary nor suffi cient 
for being real or natural. Thus the line of reasoning that has rightly led 
to cladism becoming dominant within systematics, and the attractive 
line of reasoning in the philosophical literature that advocates a more 
liberal approach to natural kinds, are seen to be, contrary to appear-
ances, compatible. 

Keywords: Classifi cation; cladism; pheneticism; natural kinds; sys-
tematics; species.

1. Introduction
Cladism is today the dominant school of classifi cation in biology. It in-
corporates a classifi cation component, a metaphysical component, and 
a methodological component (Sterelny and Griffi ths 1999). The clas-
sifi cation component involves the idea that the goal of classifi cation 
is, or ought to be, to represent phylogeny and only phylogeny, i.e. evo-
lutionary relatedness, or common ancestry. It follows that taxa must 
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be monophyletic (a taxon is monophyletic iff it consists of an ancestor1 
and all and only its descendants; in a monophyletic group each member 
of the group shares a more recent common ancestor with every oth-
er member of the group than they do with any organisms outside the 
group2). The metaphysical component is the claim that all and only the 
really existing groups or kinds of organisms in nature are monophy-
letic: if a taxon is monophyletic it is an objectively real group or kind, 
and if a taxon is not monophyletic it is unreal or artifi cial, in that it 
does not correspond to a group with a unifi ed evolutionary history.3 The 
methodological component is a set of techniques for inferring phylog-
eny, the most dominant of which is the Parsimony approach (although 
other methods, such as the Maximum Likelihood approach, have been 
preferred by some cladists (Quinn 2017)).4

Much of the literature on cladism has focused on its methodological 
aspect (e.g. the classic  discussions of cladism in Hull (1979) and Sober 
(1988) are almost entirely concerned with this). While recognising that 
of course the methodological and theoretical components of cladism are 
not unrelated (the insistence that classifi cation respect only phylogeny 
would be idle if cladism’s methods for inferring phylogeny were un-
workable), I propose to focus primarily on the classifi cation and meta-
physical components. More precisely, I propose more or less to take for 
granted the truth of the classifi cation and methodological components, 
and explore whether, once these are accepted, we must also accept the 
metaphysical component.

The plan of the paper is as follows. In section 2 I argue that while 
they have typically been treated as the same question, the classifi ca-
tion question and metaphysical question are logically distinct—the an-
swer we give to the former is logically independent of the answer we 
give to the latter. In section 3, I argue that the characteristic cladist 
metaphysical position ought to be rejected: monophyly is neither neces-
sary nor suffi cient for defi ning real groups/kinds of organisms. And in 
section 4, I offer an alternative explanatory criterion for the reality of 
groups/kinds.

1 This is ‘ancestor’, not, as it is commonly stated, ‘species’, for reasons that will 
become apparent.

2 See Podani (2010) for a discussion of the different ways in which monophyly 
has been understood. He calls the defi nition I am using the ‘consensus’ view. 
Monophyletic taxa contrast with paraphyletic taxa (consisting of an ancestor 
and some but not all of its descendants) and polyphyletic taxa (sets of species not 
including a common ancestor of the group). See Ashlock (1971) for an early, useful 
discussion of these matters.

3 See e.g. Cracraft, who says that groups lacking a unifi ed evolutionary history 
are ‘nonexistent’ (1981, 462).

4 See Quinn (2017) for a discussion of the many different (sometimes confl icting) 
meanings ‘cladism’ and ‘cladist’ have taken on over the years. Despite these different 
uses of the terms, the characterisation I offer here (taken from Sterelny and Griffi ths 
1999) is fairly standard and should be reasonably uncontroversial.
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2. Distinguishing the metaphysics 
and classifi cation questions
In the literature on cladism, the metaphysical question and the clas-
sifi cation question are typically treated as the same question. That is, 
the question: which groups should be recognised in classifi cations, i.e. 
should be regarded as taxa, is thought to be equivalent to the question, 
which groups should be recognised as real, natural, objective, groups or 
kinds in nature?5 In particular, cladists have held that the view that all 
and only monophyletic groups are taxa is equivalent to the view that 
all and only monophyletic groups are real.

But the questions are logically distinct. For instance, many theo-
rists hold that species are real, objective units in nature, whilst higher 
taxa—families, classes and the like—are ‘constructs of the system-
atist’s mind, not existing in nature in any real sense’ (Eldredge and 
Cracraft 1980: 250).6 Those who hold this view do not, typically, hold 
that species are the only taxa. They may recognise that higher taxa do 
have a role in classifi cation. It is just that as such, they do not corre-
spond to really existing units in nature. In particular, it would seem to 
be perfectly consistent for one to be a cladist about classifi cation while 
accepting the popular view that only species, not higher taxa (even if 
they are monophyletic), are objectively real (indeed this combination of 
views is explicitly defended by some cladists e.g. Eldredge and Cracraft 
(1980)). Of course cladists about classifi cation have tended to accept 
the traditionally cladist view about the latter question, according to 
which all and only monophyletic groups are real, whether species or 
not. But this is not, I suggest, compulsory once one has accepted the 
cladist view on classifi cation.

Conversely, one may hold that certain groups or kinds are real, 
without holding that they are taxa (as I shall discuss below). So it 
would seem that, conceptually, being a real group or kind is neither 
necessary nor suffi cient for being a taxon. Of course one may hold that 
all and only taxa are real groups; but this would be a substantive posi-
tion, it does not follow analytically from the concepts of ‘taxon’ and ‘real 
group/kind’. One who recognises taxa they do not believe are real are 
not conceptually confused, I maintain.

In the context of cladism, the classifi cation question is: given a phy-
logeny, is it the case that the taxa that are recognised by the correct 
classifi cation are all monophyletic? While the metaphysical question is: 
is it the case that the only groups of organisms that are objectively real 
are the monophyletic taxa?

5 See e.g. Cracraft (1981: 459).
6 See Mishler and Donoghue (1982). Often this is expressed in ontological terms: 

species are individuals, higher taxa are collections of species, and thus ‘classes’ 
(Eldredge and Cracraft 1980).
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It will be helpful to distinguish three views on classifi cation from 
three views on ontology:
Classifi cation:
1. All and only monophyletic groups are taxa
2. Taxa may be monophyletic or paraphyletic (but not polyphyletic)
3. Taxa may be monophyletic, paraphyletic or polyphyletic
Ontology:
4. All and only monophyletic groups are real7

5. Real groups may be monophyletic or paraphyletic (but not polyphyletic)
6. Real groups may be monophyletic, paraphyletic or polyphyletic
Characteristically, (1) and (4) have been held by cladists;8 (2) and (5) by 
evolutionary taxonomists (see e.g. Mayr (1942), Simpson (1961));9 and 
(3) and (6) by pheneticists.10 The claim I defended above about the logi-
cal independence of the classifi cation question and metaphysical ques-
tion can be understood as the claim that this traditional combination 
of views is not logically compulsory. If they are logically distinct one 
may combine any of the views on classifi cation with any of the views on 
metaphysics. Some of these combinations would be odd—e.g. combining 
the phenetic view on classifi cation with the cladist view on metaphys-
ics; odd but not perhaps logically contradictory. One may combine the 
cladist view on classifi cation with the phenetic view on metaphysics 
less oddly perhaps. But defending the consistency of all of the positions 
on taxonomy with all of the positions on metaphysics is not required for 
my argument. All that is required is that the cladist view on classifi ca-
tion be consistent with all three positions on ontology.

As I have noted, this consistency has not been generally recognised. 
It has been assumed that the classifi cation question just is the meta-
physical question.11 Once we distinguish the questions, it still remains 

7 Of course, here and throughout the paper this should be understood as referring 
to the question of which groups of organisms count as real groups or kinds.

8 In the philosophical literature (4) has been defended by Rieppel (2005).
9 Evolutionary taxonomists allow paraphyletic but not polyphyletic groups 

because they believe classifi cation (and metaphysics) ought to represent and take 
account of divergent, but not convergent evolution (Ridley 1986).

The group comprising lizards and crocs but excluding birds is paraphyletic. Birds 
and crocs are more closely related to each other than either is to lizards, so grouping 
crocs and lizards together apart from birds can only be justifi ed on phenetic grounds: 
by the fact that crocs and lizards are more similar to each other than either is to birds. 
This is the case because birds have diverged morphologically from other members of 
their clade. But convergence is not respected by the second view. So in some cases 
where evolutionary relatedness clashes with overall similarity (ones deriving from 
divergence) the view opts for the similarity criterion; in other cases where they clash 
(ones deriving from convergence) it opts for evolutionary relatedness.

10 The metaphysical positions are not as explicit in evolutionary taxonomy and 
pheneticism as in cladism.

11 For instance, Sober, in his characterisation of cladism (1988), only mentions 
the classifi cation and methodological components, presumably because he takes it 
that the classifi cation component encompasses the metaphysical component.
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the case of course that cladists have in fact defended (1) and (4). But 
my claim is that they needn’t have done so; that accepting (1) does not 
logically compel them to accept (4). This ought to be an agreeable fact 
for cladists given that, as I will argue below, (4) is very implausible.

It is not surprising that the metaphysical and classifi cation ques-
tions have not generally been distinguished. It is often said indeed that 
the aim of biological classifi cation is to identify ‘natural’ groups (Ridley 
1986). The goal is the construction of a ‘natural’ classifi cation that iden-
tifi es and names all and only the real, objective groups and kinds in the 
area under study, one that ‘cuts nature at its joints’, i.e. the distinc-
tions it draws correspond to real, objective, mind-independent divisions 
between things in the world. On this view, the classifi cation question 
and the metaphysical question go together: in a natural classifi cation, 
a group is a taxon iff it is a natural group or kind. And certainly there 
is a sense of ‘classifi cation’ on which this is reasonable: on which there 
is no meaningful distinction between classifying and identifying kinds. 
Nonetheless, I think the question of classifi cation can be and often is 
understood in a different sense, a sense in which it is an open question 
whether the groups picked out by a (the?) correct and objective clas-
sifi cation system are all and only the natural or real groups or kinds 
in nature. We can accept that the aim of a classifi cation is to carve at 
joints, and mark objective distinctions in nature. For instance, Ridley 
says that an ‘objective classifi cation’ is one in which ‘the choice of char-
acters is dictated by a theoretical principle. The principle must specify 
some discoverable hierarchical property of nature, which it is desir-
able and technically possible for classifi cation to represent’ (1986, 3). 
Cladism arguably satisfi es this condition in its aim of representing the 
objective branching order of the tree of life. If humans and chimps are 
more closely related to one another than either is to gorillas, this is an 
objective fact about the world in a way that relations of similarity can 
never be. Hence cladism’s (in my view) justifi ed claim to being a more 
objective, and thus more adequate, system of taxonomy than either 
pheneticism or evolutionary taxonomy. But it is quite another thing to 
expect of a classifi cation that it identify all and only the really existing 
groups or kinds in nature. It is far from obvious that the reasonable re-
quirement that a classifi cation be ‘objective’, or ‘natural’, should be in-
terpreted as the requirement that such a classifi cation should achieve 
this much stronger and more ambitious aim.

More specifi cally, I will understand biological classifi cation in a 
relatively minimal sense, as involving an objective, non-arbitrary, un-
ambiguous system of organising, grouping, ranking and naming. In 
biology we expect a classifi cation to be hierarchical, i.e. involve classi-
fying into ever more inclusive, non-overlapping categories. Two points 
are important here. First, such a system must respect natural divi-
sions sensu Bird (2018), in the sense that it maps only natural divisions 
among organisms; it need not map all the natural divisions: this would 
be asking too much. Secondly, biological classifi cation need not pick out 
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all and only natural kinds. I follow Bird (ibid) in claiming that natural 
divisions are necessary but not suffi cient for natural kinds. A classi-
fi cation may identify and name taxa that are not natural kinds, and 
there may be natural kinds (involving natural divisions) that it does 
not identify or name.12 (These points will become clearer in due course.)

One uncontroversial way of distinguishing the classifi cation and 
metaphysics questions would be to argue that classifi cation is or ought 
to be pragmatic, i.e. relative to human interests and purposes (scien-
tifi c and/or non-scientifi c), such that a classifi cation system need not 
identify all and only the real groups or kinds in nature (Dupre 1981, 
1993). It is important to see that this is not the view I am defending. I 
am suggesting that even if we accept (as I think we should) that a clas-
sifi cation system ought to be objective—ought to capture objective divi-
sions in nature—it still may not identify all and only the real groups 
or kinds.

The logical independence of the classifi cation and metaphysics ques-
tions is implicit in Sterelny and Griffi th’s (1999) discussion of cladism. 
On the classifi cation question, they side with cladism (196–197). They 
reject pheneticism, as well as the compromise, or ‘mixed’ approach to 
classifi cation favoured by evolutionary taxonomists, on the standard 
grounds that of the three systems, only the phylogenetic approach 
has a chance of being systematically objective, in that what it aims to 
capture—the order of evolutionary branching and thus what Darwin 
called propinquity of descent—is genuinely objective, whereas both 
pheneticism and evolutionary taxonomy must appeal to judgments of 
similarity and extent of evolutionary divergence, which can never be 
rendered fully objective.

But on the metaphysical question, they adopt the compromise (char-
acteristically evolutionary taxonomy) view. ‘To the extent that cladists 
really do want to reject truncated monophyletic [i.e. paraphyletic] 
groups—groups that contain nothing but a single species’ descendants, 
but not all of them—their views are too extreme’ (198). This is because, 
they think, there are real groups that are paraphyletic: ‘We think it 
quite likely that there can be good evolutionary hypotheses about such 
paraphyletic groups. For example, there may well be sensible evolu-
tionary hypotheses about all the nonmarine mammals… it’s easy to 
imagine events that affect all of, and only, that truncated group.’ (198) 
Note the implicit criterion for recognising groups—are there good/sen-
sible evolutionary hypotheses about them? Are there events that affect 
all and only their members? I will return to this. Although they don’t 
explicitly present it this way, I take it that Sterelny and Griffi ths are 
accepting the cladist position on the classifi cation question, while ac-
cepting the evolutionary taxonomy view on the metaphysical question, 
on the grounds that we use different criteria to determine a taxon and 

12 Thank you to an anonymous referee for encouraging me to be more explicit 
about what I take classifi cation to be.
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to determine a real group: the criterion for the former is evolution-
ary relatedness (phylogeny); the criteria for the latter at least includes 
whether there are good evolutionary hypotheses about the putative 
group. Even in Sterelny and Griffi ths, the distinction between the 
metaphysical and the classifi cation question, and the possibility of ac-
cepting the cladist view of classifi cation while rejecting the characteris-
tically cladist metaphysical view, is only implicit. But they must accept 
the distinction, if they think the compromise view on the classifi cation 
question is untenable (196), but think also that we should recognise 
paraphyletic groups. This only makes sense if these are addressing dif-
ferent questions, that is, if being a taxon is not the same thing as being 
a real group. In particular, it follows that even if the compromise view 
of classifi cation must be rejected, the compromise view on the meta-
physical question may still be accepted.

Below I will argue that once we have accepted paraphyletic real 
groups, there is no justifi cation for stopping there: we can, and per-
haps should, also accept polyphyletic real groups. That is, the compro-
mise view on the metaphysical question is unmotivated, and we should 
adopt the characteristically phenetic view on the metaphysical ques-
tion (which, recall, is the view that real groups may be either mono-
phyletic, paraphyletic, or polyphyletic), though not on traditionally 
phenetic grounds.

To conclude this section, consider the well-known phylogeny of birds, 
crocs and lizards:

The cladist about classifi cation holds that birds and crocs should be 
grouped together apart from lizards, while evolutionary taxonomists 
would group lizards and crocs together apart from birds. But this, I 
suggest, is entirely a question concerning classifi cation. It is a further, 
distinct question whether the group including crocs and birds but ex-
cluding lizards is objectively real in a way that the group including 
crocs and lizards but excluding birds is not. To put it another way, ac-
cording to cladists, classifi cation is all about the sister-group relation. 
Crocs and birds are sister groups relative to lizards. Birds/crocs and 
lizards are sister groups relative to mammals. But it is hard to see why 
the sister-group relation should tell us anything very much about the 
metaphysics of real groups or kinds.
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3. Against monophyly as a metaphysical criterion
So cladists (about classifi cation) may, logically speaking, reject the tra-
ditional cladist view on the metaphysical question. In this section I will 
argue further that they should reject it. Monophyly is, I will argue, 
neither necessary nor suffi cient for a group of organisms to count as a 
real group or kind. 

The cladist metaphysical criterion is notoriously strict; too strict, 
according to many. There are arguably real groups that, because non-
monophyletic, it does not count as real. I concur with this judgment. 
But I will argue that it is also too liberal: it counts too many groups 
as real. In short, some real groups are not monophyletic, and some 
monophyletic groups are not real. Since being monophyletic is neither 
necessary nor suffi cient for being real, the criterion should be rejected.

3.1 Questioning the necessity
The most obvious sense in which the monophyly criterion of reality is 
too strict is that it rules out all ancestral, that is, non-monophyletic 
species. I discuss this in the following section (3.1.1). Setting species 
aside for the moment and focusing on higher taxa, it has seemed to 
many that in ruling out the reality of certain higher taxa counted as 
real by commonsense and received taxonomic theory—reptiles, fi sh, di-
nosaurs (minus the birds), great apes (minus humans) etc.—because 
paraphyletic, cladism is committed to the ‘absurd’ conclusion that 
‘there is no such thing as a fi sh/reptile/dinosaur/ape…’ Whether or not 
this is indeed absurd, or just a somewhat surprising consequence of 
an otherwise sound taxonomic philosophy that we can and must learn 
to live with, the point I wish to make here is that it has been assumed 
that in adopting the cladist view of classifi cation, and thus refusing to 
admit paraphyletic taxa, the cladist is thereby committed to rejecting 
the reality of non-monophyletic groups, as the classifi cation question 
and metaphysics question have not been distinguished. If I am right 
that these questions are distinct, and accepting the cladist answer to 
the former does not entail accepting the monophyly criterion for the 
reality of groups, it follows that in refusing to accept reptiles, fi sh etc. 
as taxa, the cladist need not deny that they form real groups, and thus 
need not embrace the ‘absurd’ conclusions. For the conclusion follows 
from the rejection of non-monophyletic real groups, not the rejection of 
non-monophyletic taxa. As Sterelny and Griffi ths note, the view that 
‘there is no such thing as a reptile’ follows directly from the cladist 
metaphysical thesis—it follows from the claim that reptiles do not form 
a real group. One could it seems hold that there is no reptile taxon, yet 
hold that reptiles are a real group, and thus that there are reptiles, 
just as Sterelny and Griffi ths appear to hold that there is no terrestrial 
mammal taxon (as they accept the cladist view on classifi cation) but 
there is a terrestrial mammal real group (see Devitt 2011).
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I do not here propose to offer a verdict on the reality of particular 
paraphyletic groups. In the fi nal section I will suggest a criterion for 
reality that may be used to decide on such questions. My point here is 
simply that if we reject the strict cladist metaphysical view then we 
are not committed to denying the reality of taxa such as reptiles, fi sh 
and so on merely on the grounds of their non-monophyletic character. 
Whether these traditional taxa, or other paraphyletic groups, are real 
groups or kinds will depend on whether they satisfy the criteria I will 
outline in the fi nal section; the point here is just that we are not com-
pelled to rule them all out automatically just on the grounds that they 
are not monophyletic.

In this context it is worth considering Griffi ths’ suggestion in an 
earlier paper that ‘reptiles’ is example of reference failure, because the 
reptile taxon is paraphyletic, and thus there is no real division in na-
ture corresponding to it (1994: 210).13 On the view I am defending it 
might be correct to say that there is reference failure here, but not 
because the group is paraphyletic. On my view paraphyletic groups can 
be real but often are not. Whether ‘reptile’ names a real group (and thus 
whether or not it refers) depends not on whether it is monophyletic or 
paraphyletic, but on whether it is explanatory (I will say more about 
this criterion in the fi nal section). And it is worth noting that Griffi th’s 
position here—that all paraphyletic groups are unreal—confl icts with 
his and Sterelny’s position (ibid) that some paraphyletic groups, such 
as terrestrial mammals, are real. Thus ‘terrestrial mammal’ presum-
ably refers, despite referring to a paraphyletic group.

3.1.1 Species and monophyly
Species have always presented a problem for cladism, on both the clas-
sifi cation and metaphysics fronts, given that to the extent that species 
may be ancestral to other species, they may fail to be monophyletic 
(Sober 2000: 166). Different species concepts will have different impli-
cations about when and why species may fail to be monophyletic. For 
instance, on Mayr’s Biological Species Concept (BSC), which defi nes 
species in terms of interbreeding and reproductive isolation, one inter-
breeding population may give rise to another from which it is reproduc-
tively isolated. These would each count as separate species despite the 
parent species being paraphyletic (Ereshefsky 1998: 105–106). Cladists 
tend to adopt one or other of the various historical species concepts, ei-
ther a version of Simpson’s evolutionary species concept, according to 
which ‘a species is a lineage evolving separately from others and with 
its own unitary evolutionary role and tendencies’ (Wiley 1992), or a ver-
sion of the phylogenetic species concept, according to which a species 
is a branch of the phylogenetic tree, beginning at a speciation (branch-
ing) point, and terminating either at another speciation point, or at the 

13 See also Rieppel, who argues that ‘Reptilia’ doesn’t designate a natural kind 
because it is not monophyletic. It is rather an ‘artifi cial’ kind (2005: 467).
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extinction of the lineage.14 But even on these species concepts, species 
will, on the face of it, still be paraphyletic, if they have any descen-
dants.15 Even if, as the phylogenetic species concept states, new species 
may not arise through phyletic evolution in a lineage without split-
ting, but may only arise through branching (subdivision of an existing 
lineage), it will still be the case that some species will be ancestral to 
others, and thus will be paraphyletic. Of course cladists are notoriously 
wary of the ancestor-descendant relation. But phylogenetic cladists do 
have to accept, as an ontological claim, that there are such things as 
ancestral species that give rise to daughter species. Their point is the 
purely epistemological (and reasonable) one that we can never know on 
the basis of the evidence which species have been ancestral to others.

The uncontroversial case in which admitting the existence of an-
cestral species confl icts with the cladist principles is where a species 
continues to exist after budding off a daughter species (as some cladists 
e.g. Wiley (1992), and others sympathetic to cladism e.g. Hull (1979), 
think can happen). The parent species will then be paraphyletic, and 
thus illegitimate: after the split, there will be organisms/populations in 
the parent species that are more closely related to (share a more recent 
common ancestor with) organisms/populations in the daughter species 
than they are to organisms/populations in the earlier phase of the par-
ent species before the split, yet are being classifi ed with the latter and 
not with the former (just as, in the case in which the stem species does 
go extinct when the lineage divides, so that species a gives rise to spe-
cies b and c, b and c are grouped together in the cladogram apart from 
a: the group a and b, apart from c, would be paraphyletic). Yet even if 
we follow Hennig and other cladists in their view that a species always 
goes extinct when it splits, it will still seemingly be the case that the 
parent species will be paraphyletic, as we are excluding from it some of 
its descendants.16

Hennig originally intended his criterion of monophyly only to apply 
to supra-specifi c taxa (Ereshefsky 1998). Later cladists went to the op-
posite extreme and merely assumed species were monophyletic, which 
assumption underlies the popular defi nition of monophyly: a species 
along with all (and only) its descendants if it has any. On this view ‘(s)
pecies are taken to be monophyletic a priori’ (Brandon and Mishler 
1987: 118). Subsequent cladists, such as Brandon and Mishler, urged 
that species need to be, as it were, internally monophyletic. After all, 
if a species comprises, say, three disjoint populations, and does not in-

14 There are several phylogenetic species concepts (Baum and Donoghue 1995; 
Wilkins 2009), but the differences between them are not important for our purposes.

15 This hasn’t always been recognised, for instance Ereshefsky in his (1998) 
seems to suggest that there are no paraphyletic ancestral species on the phylogenetic 
species concept, as do other cladists: see below.

16 Ridley disagrees (1989). He suggests that in such a case, the species that goes 
out of existence at the point of branching counts as monophyletic. I criticise this 
view below.
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clude the common ancestor of those populations, the species will be 
non-monophyletic even if terminal. Thus Brandon and Mishler sug-
gested replacing the above defi nition of monophyly with the following 
defi nition: ‘A monophyletic taxon is a group that contains all and only 
descendants of a common ancestor, originating in a single event’ (118). 
The common ancestor here is thought to be an individual organism or 
local population (118-119). One consequence of this conception is that 
populations below the species level may be monophyletic, though the 
species is the least inclusive monophyletic taxon.17

This shift in perspective to a more fi ne-grained understanding of 
monophyly is well motivated. But the problem of ancestral species re-
mains, as we shall see. In this section I will survey some attempts to 
reconcile species with the principles of monophyly.

Ridley (1989) accepts the cladist classifi cation principle (that all 
and only monophyletic groups are taxa), but argues that all species 
satisfy it on the cladistic (phylogenetic) species concept. Other species 
concepts, such as the BSC, fail to satisfy it. The BSC allows paraphy-
letic taxa, because in the case when a species splits, with one branch 
diverging and the remaining branch remaining much the same, while 
the cladistic concept (as he understands it) says the unchanged species 
has become a new species at the branch point, the BSC says it remains 
the same species, as former and later segments could potentially inter-
breed (13). Ability to interbreed is not suffi cient for conspecifi city on 
the cladistic concept. On the cladistic concept, species are monophy-
letic in the sense that they are monophyletic up to the next speciation 
event (if there is one). All the descendants of the species are included in 
the taxon so long as no speciation takes place. This is a bit like saying 
my grandfather is alive because he was alive up to the point when he 
died. It’s true that paraphyletic taxa are monophyletic if you ignore the 
branches that make them non-monophyletic.

Ridley’s view is that only if the parent species continues to exist 
after budding off a daughter species does it count as paraphyletic; if it 
goes extinct at the point of branching it counts as monophyletic. ‘The 
species before and after the split are different branches of the phyloge-
netic tree, and both branches are monophyletic.’ (13) Again, this seems 
to involve an unmotivated revision of the standard understanding of 
monophyly: an ancestor along with all and only its descendants. Even 
if a species ceases to exist at the point at which it gives rise to descen-
dant species, insofar as it has descendants, the taxon consisting of that 
species minus its descendants is paraphyletic.

Brandon and Mishler, in their infl uential (1987);18 similarly argue 
that species are monophyletic on their version of the phylogenetic spe-

17 If this is accepted, we would need to revise the cladist classifi cation principle, 
since it is no longer the case that all monophyletic groups are taxa.

18 They follow Mishler and Donoghue (1982); see also Donoghue (1985) for similar 
position.
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cies concept, according to which a species is ‘the least inclusive taxon 
into which organisms are grouped due to monophyly’. (Monophyly is 
their grouping criterion, while they adopt a pluralistic ranking crite-
rion, to accommodate the plurality of evolutionary forces responsible 
for making species into coherent and separate lineages. Monophyly 
is only the grouping criterion because taxa other than species can be 
monophyletic; thus being monophyletic is necessary but not suffi cient 
for being a species.) But ‘the least inclusive monophyletic group’ can 
only apply to species as terminal taxa. Ancestral species are, as we 
have seen, not monophyletic.

Brandon and Mishler attempt to get around this problem by deny-
ing that any species are ever ancestral. Only smaller units (e.g. organ-
isms or populations) are ancestral to species. Their point seems to be 
that the full implications of the rejection of anagenetic speciation have 
not been understood, inasmuch as the idea of species being ancestral 
to other species has been retained in a cladogenetic setting. But with 
the acceptance of the idea of speciation by splitting, the idea of ances-
tral species can be rejected. This doesn’t appear to solve the problem 
of ancestral species however. Take the individual or population X that 
is considered the ‘ancestor’ of all members of monophyletic species S 
in Brandon and Mishler’s analysis. X did not spring into being from 
nowhere; it itself descended from ancestors. Those ancestors belonged 
to a different species, ex hypothesi. Call it S*. The members of S*, let’s 
suppose, all descended from a common ancestor, X*. So S* contains 
only descendants of X*. But S* does not contain all the descendants of 
X*, since it does not include the members of S. Thus S* is not mono-
phyletic.

The theorists I’ve been discussing can only continue to uphold the 
cladist metaphysical and classifi cation principles if they revise the 
defi nition of monophyly to include all phylogenetic species (species as 
understood on the phylogenetic species concept) by defi nition. Instead 
of defi ning a monophyletic group as ‘an ancestor and all and only its 
descendants’ we would have to defi ne it as follows:

A taxon is monophyletic so long as it satisfi es one of the following 
conditions:
1. It is a phylogenetic species
2. It consists of an ancestor plus all and only its descendants
So in the case of a stem species a budding off two terminal daughter 
species b and c, rather than there being three monophyletic groups as 
per usual—b, c, and a+b+c—there would be four: a, b, c, and a+b+c. 
Such a revision would appear ad hoc, if motivated in no other way than 
by a desire to maintain the cladist principles. The alternative is to ac-
cept that ancestral species are non-monophyletic, and revise the cladist 
principles accordingly.

Eldredge and Cracraft, in their classic text (1980), accept the point 
I have been urging against cladists such as Ridley, that ancestral spe-
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cies cannot be monophyletic (90). They note that a strict application of 
cladistic principles would require all taxa to be terminal (as all taxa 
must include every descendant species in order to be monophyletic). 
Thus if we are to accept some ancestral taxa, cladist principles would 
need to be modifi ed.

Eldredge and Cracraft are robust realists about species. Throughout 
their book they defend the view I have adverted to above, that species 
are ontologically real, discrete, objective, mind-independent units in 
nature (particular, concrete things, or individuals), while higher taxa 
are subjective and more or less arbitrary projections of our minds. Thus 
if, as they accept, ancestral species are non-monophyletic, we have here 
a clear counterexample to the cladist metaphysical principle: it’s not 
the case that only monophyletic groups are real. (They are also implic-
itly rejecting the view that all monophyletic groups are real, in their 
view that higher taxa are conventional projections of our minds.)

At times however they appear to wish to continue to defend the tra-
ditional cladist metaphysical principle. So they claim elsewhere in the 
book (266) that non-monophyletic groups are ‘non-existent’, which would 
imply that ancestral species are non-existent, which directly contradicts 
their above-mentioned realism about all species. This illustrates the 
tension that exists in cladist thought with respect to this question. Cla-
dists cannot say both that all species are objectively real, and that only 
monophyletic groups are real. One of these has to give way.

The best solution, I would suggest, is to reject monophyly as a nec-
essary condition of reality. All phylogenetic species are real, including 
those that are paraphyletic, and thus it’s not true that only monophy-
letic groups are real.

Christofferson (1995) accepts that ancestral species are not mono-
phyletic and that this creates a prima facie problem for traditional 
cladism (446–447). His response is that there are fundamentally two 
(equally real and important) types of taxa, species and monophyletic 
higher taxa, and these belong to quite different ontological categories. 
Species are understood dynamically as evolving lineages (we take a 
transformational view of them), while monophyletic higher taxa are 
understood statically as hierarchically organised sets of taxa (we take 
the taxic view of them). ‘Phylogenetic systematics involves integration 
of these two world views [the transformational and taxic] by recogni-
tion of two ontological kinds of taxa: species, which are continuous 
strings of ancestor-descendant populations ranked serially (the trans-
formational approach), and monophyletic taxa, which are discontinu-
ous taxa ranked hierarchically (the taxic approach)’ (444). Thus species 
are exceptions to the strict cladist metaphysical principle.

It would seem to be an implication of Christofferson’s view that no 
species, even terminal species, are ever monophyletic. Treating any 
species as monophyletic is akin to a category error. This is a return 
to Hennig’s original view. I would argue that terminal species can be 
monophyletic if they satisfy Brandon and Mishler’s conditions on mono-



52 S. C. Boucher, Cladism, Monophyly and Natural Kinds

phyly. But Christofferson is right (as against Brandon and Mishler and 
Ridley) that (a) there are ancestral species, and (b) they are non-mono-
phyletic, and thus we need to revise the cladist metaphysical principle.

I have been focusing on the need to revise the cladist metaphysical 
principle to accommodate realism about species. But of course if ances-
tral species are non-monophyletic, they are also a counterexample to 
the cladist classifi cation principle (all and only taxa are monophyletic). 
If ancestral species are taxa, then the cladist classifi cation principle 
would need to be modifi ed. The only other option would be to deny that 
ancestral species are taxa. This may seem like a radical proposal, but 
it is a straightforward implication of, for instance, the defi nition of spe-
cies taxa advanced by Mishler and Donoghue: ‘a species is the least 
inclusive taxon recognised in a classifi cation, into which organisms are 
grouped because of evidence of monophyly’ (1982), or that advanced 
by Mishler and Theriot: ‘taxa are ranked as species because they are 
the smallest monophyletic groups deemed worthy of formal recognition’ 
(2000, quoted in Wilkins 2009: 213). If these defi nitions are accepted, 
ancestral species are not species taxa. The only species taxa are termi-
nal species (species that are either extant, or went extinct without spe-
ciating). This appears to have been Hennig’s view (1966; see Richards 
2016: 163). Hennig suggested there were no stem species taxa apart 
from the entire clades they gave rise to, that is, a stem species is iden-
tical to the entire clade it is the stem species for: ‘in the phylogenetic 
system [the stem species] … is equivalent to the totality of species in 
the group’ (1966, quoted in Richards 2016: 163). Similarly, Mishler and 
Donoghue (1982) raise the possibility of peripheral isolate-type allopat-
ric speciation, where the parent species would be paraphyletic (499). 
Their solution is that in such a case we should say that the parent spe-
cies is not in fact a species at all. In other words, since species cannot be 
paraphyletic, there are no ancestral species. All species are either still 
living, or went extinct without branching.

I have suggested above however that ancestral species are real 
groups (and thus that the cladist metaphysical principle should be 
modifi ed). The notion that ancestral species are real groups but are 
not taxa may seem strange, but one of the main themes of this paper is 
that the issue of metaphysics and the issue of classifi cation should be 
kept distinct. I am suggesting that there are likely to be a wide range 
of real groups that are not monophyletic, so are not taxa, if we accept, 
as I think we should, the cladist classifi cation principle. Sterelny and 
Griffi ths’ terrestrial mammals are an example. They are a real group 
on their criterion for reality, but do not count as a taxon on their cladist 
criterion of classifi cation. Ancestral species would just be just another 
example, and do not seem to raise any special, further diffi culties.
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3.2 Questioning the suffi ciency19

Whether or not it is too strict in ruling out some real groups, the mono-
phyly criterion of reality is arguably too liberal. It holds that every 
monophyletic taxon is a real group. The fi rst potential worry is that 
this commits one to the reality of a vast number of groups or kinds. If 
monophyly is a suffi cient condition for the reality of groups we end up 
with a proliferation of real groups, organised hierarchically, that may 
seem metaphysically profl igate. There is after all a separate monophy-
letic group for every species that has ever lived (assuming all species 
are monophyletic in Brandon and Mishler’s sense): the group consist-
ing of that species along with its descendants if it has any, or that spe-
cies alone, if it doesn’t. 

Ridley (1993: 369-70) notes the huge number of evolutionary branch-
ing points in the history of life. Each represents a distinct monophyletic 
clade, so are all equally taxa for the cladist, but there are obviously far 
too many to all be given a Linnaean rank (see also Eldredge and Cra-
craft 1980: 221, Ereshefsky 1997: sect. 3). He argues that this doesn’t 
matter because Linnaean ranks are subjective and conventional any-
way, so in assigning them we can ignore lots of ‘real’ taxonomic levels. 
Each monophyletic clade is a taxon, but very few of them can or should 
be assigned a Linnaean rank.20 Equally, one may argue, many of them 
should not be considered real groups or kinds.

To bring the question of ontological profl igacy into sharper focus, 
consider three ontologies: according to the fi rst, we ought to accept as 
real all phylogenetic species, and all monophyletic groups: call this the 
S+M ontology. According to the second, we ought to admit only species, 
not higher taxa, into our ontology: call this the SO ontology. According 
to the third, we ought to admit only monophyletic groups into our ontol-
ogy (where ancestral species are ruled out as paraphyletic): call this the 
MO ontology. How do these ontologies score for ontological parsimony? 
Suppose a species a splits and gives rise to two species b and c, each of 
which splits and give rise to two species d and e, and f and g. 

19 I focus in this paper mainly on the real groups/natural kinds interpretation 
of the suffi ciency thesis, but it should be noted that treating all monophyletic taxa 
as (objectively existing) concrete individuals (not kinds) may be an alternative way 
of elaborating the thesis. Some defenders of the species-as-individuals thesis have 
argued that monophyletic higher taxa are individuals in much the same sense, i.e. 
chunks of the genealogical nexus. See Boyd (1999) for a critique.

20 I agree with the widespread (though not universal) view that cladism requires 
the abandonment of the Linnaean ranking system (Ereshefsky 1997; Griffi ths 1994; 
Richards 2016: 153) and its replacement by an alternative. The Linnaean system, 
even in its greatly expanded modern form, doesn’t contain anywhere near enough 
ranks for all the monophyletic taxa in the tree of life to be given a Linnaean rank.
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d  e      f  g

  b      c

     a
According to S+M, there are ten real groups or kinds here: a, b, c, d, e, 
f, g, b+d+e, c+f+g, and a+b+c+d+e+f+g. According to SO there are seven 
real groups: the seven species. According to MO, there are seven real 
groups—d, e, f, g, b+d+e, c+f+g, and a+b+c+d+e+f+g. So SO and MO are 
equally parsimonious, but S+M is less parsimonious than both. Per-
haps then, other things being equal, SO and MO should be preferred 
to S+O.

This may not be considered a very serious worry. The appeal to par-
simony here may be questioned, and in any case parsimony consider-
ations will only count against those who accept S+M, not those who ac-
cept MO (assuming that SO is the only serious alternative), and I have 
suggested that MO, not S+M, is the appropriate ontology for adherents 
of the cladist metaphysical principle.

A more telling concern may be that the suffi ciency of monophyly 
position confl icts with the widespread view (including among cladists) 
mentioned above, that species are real in a way that higher taxa are 
not. According to the cladist metaphysical principle, all monophyletic 
taxa are equally real. So a monophyletic higher taxon is just as real as 
a monophyletic species. This runs contrary to the views expressed by 
at least some cladists (e.g. Eldredge and Cracraft 1980: 249) concern-
ing the reality of species vis-à-vis higher taxa. Although the confl ict 
between these views has not always been recognised, if21 we think that 
species are real but higher taxa are not, we obviously have to reject 
monophyly as a suffi cient condition of reality.22

21 I am not endorsing this view, merely noting that if it is correct, it undermines 
the suffi ciency view.

22 It may be tempting to assimilate this view to the pragmatic view about 
classifi cation I mentioned above: that the erection of higher taxa is purely a matter 
of convention or convenience, not answering to facts about nature. In the case of 
the cladists who hold the view (such as Eldredge and Cracraft), this would be a 
mistake. These theorists are cladists after all, meaning minimally that they accept 
the claim that classifying by phylogeny, and thus erecting monophyletic higher 
taxa, is a more objective and thus a superior approach to classifi cation than rival 



 S. C. Boucher, Cladism, Monophyly and Natural Kinds 55

So there may be reasons for thinking that many monophyletic 
groups are not real groups or kinds, and thus that monophyly fails 
as a suffi cient condition for reality. But further, once we have distin-
guished the classifi cation and metaphysical questions, and noted that 
the (persuasive) arguments for the cladist classifi cation principle do 
not obviously carry over to the cladist metaphysical principle, arguably 
we are left with few positive arguments for the view that all monophy-
letic groups are real. It is worth comparing the debate over the reality 
of species. A number of arguments have been offered for the view that 
species are objectively real, including the fact that anthropological evi-
dence seems to show that many different kinds of human societies and 
cultures identify the same species taxa in nature (Atran 1999); the fact 
that species realism follows from certain well-supported macroevolu-
tionary theses, such as Punctuated Equilibrium (Gould and Eldredge 
1972, Gould 2002); and the fact (sometimes connected to the previous 
point) that species have a certain ontological status—they are concrete, 
cohesive, spatiotemporally bounded individuals, and thus are real, ob-
jective, discrete objects (Eldredge and Cracraft 1980).23 Whatever we 
think about the cogency of such arguments, they do not appear to carry 
over to monophyletic groups in general, which should not be surpris-
ing, since the thrust of such arguments tends to be that species are 
ontologically special: they are real units or agents, in a way that higher 
taxa, whether monophyletic or not, are not (Mishler and Donoghue 
1982: 491).

We can however interpret Griffi ths’ defence of the value of cladistic 
classifi cations (1994: 216–217) as an argument for the suffi ciency view. 
Cladistic classifi cations (of both organisms and traits), he argues, are 
more informative than functional-adaptive classifi cations, because they 
are more predictively and explanatorily useful. If we know that a spe-
cies belongs to a certain clade, we can predict more about its traits than 
we can on the basis on knowing that it occupies a certain ecological 

approaches that make use of criteria other than ancestry. It is more plausible to 
interpret the view as a version of the one I am defending in this paper: classifi cation 
by strict monophyly is objective, in that it respects real, objective divisions (‘joints’) 
in nature (the branching order of the tree of life), hence cladism with respect to 
classifi cation is justifi ed; however the higher taxa erected by such classifi cations 
(unlike species) may fall short of qualifying as real groups or kinds. Of course an 
alternative interpretation is that these thinkers are simply confused, not realising it 
is not coherent to endorse cladism while rejecting the reality of monophyletic higher 
taxa. I reject this interpretation since I do not regard this position as incoherent.

23 We tend to be unrefl ective realists about particular, concrete, individual 
objects—tables, trees, horses, etc. So if species are, as the species-as-individuals 
(SAI) view claims, concrete, particular individuals, it may be hard to resist species-
realism. Of course SAI may not be necessary for species-realism: one could hold that 
species are natural kinds (not individuals), for instance, and still be a species-realist. 
But SAI may still be suffi cient for species-realism (or at least, strongly support it). 
Thank you to an anonymous referee for urging me to clarify the connection between 
SAI and species-realism.
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niche. Species may share some superfi cial similarities with unrelated 
species that occupy the same niche, as a result of evolutionary conver-
gence; but they share a great deal more similarities with other species 
in their clade, as a result of common ancestry. ‘Kiwis owe more of their 
characteristics to their descent from the common ancestor of birds (and, 
more recently, of the New Zealand rattites) than to adaptation to their 
current role as nocturnal, forest fl oor omnivores’ (216). Griffi ths’ argu-
ment might be seen as supporting the view that all monophyletic clades 
are real kinds in the following way. Fundamentally, natural kinds sup-
port inductive inference, explanation, prediction, and generalisation. 
Knowing that an organism belongs to a particular monophyletic clade 
allows us to predict and explain a large number of its characters. Hence 
all clades are natural kinds (albeit of a historical nature).

One problem with the line of argument I’m attributing to Griffi ths is 
that in its focus on relations of similarity, it may give too much ground 
to pheneticism. So Griffi ths, following Fink, notes that crocs and birds 
share important, deep similarities (especially behavioural), as a result 
of their being closely related (216). The standard way of thinking about 
the relationship between similarity and phylogeny in this case is that 
on phenetic criteria, crocs would be grouped with lizards apart from 
birds (due to the divergence of the birds), while on phylogenetic criteria, 
crocs would be grouped with birds apart from lizards. But Griffi ths is 
suggesting (I take it) that this is superfi cial: it may be that even on phe-
netic grounds of similarity of form and function (including behaviour), 
a good case could be made for grouping crocs with birds apart from the 
other ‘reptiles’. (Ridley (1986: 4–5) makes the parallel point about con-
vergence: on a superfi cial interpretation, barnacles would be grouped 
with limpits apart from crabs (to whom they are more closely related 
as crustaceans) by pheneticists due to morphological convergence; but 
a closer study of the morphology of barnacles may well fi nd that they 
more closely resemble crabs than limpits, such that the phenetic and 
cladistic classifi cations would agree with one another in this case.)

But the cladist holds that we should not go down the path of similar-
ity at all: even if crocs share more similarities with lizards that they do 
with birds, they should still be grouped with birds because they share 
a more recent common ancestor. The similarity justifi cation of cladistic 
classifi cations seems inherently risky, in its assumption that phylo-
genetic and phenetic classifi cations well tend to line up. What hap-
pens if they don’t? The whole motivation for cladism was precisely that 
arguments about similarity are irresolvable: no doubt crocs do share 
many interesting similarities with birds due to common descent (sy-
napomorphies for the bird-croc clade); they also share many similari-
ties with other ‘reptiles’ due to common descent (synapomorphies for 
the reptile-bird clade). Which set of similarities is more important for 
classifi cation? Of course, in the context of crocs, birds and lizards, the 
shared characters of crocs and birds are synapomorphies, while the 
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shared characters of crocs and lizards are symplesiomorphies. But this 
presupposes the cladist framework where the reconstruction of phylog-
eny is the goal. For pheneticists focusing on shared characters, with 
no interest in phylogeny, all shared characters are equivalent, and the 
question whether crocs are overall ‘more similar to’ lizards or birds 
may have no objective answer.

The second point I would make here is that there are challenges 
facing any attempt to vindicate the idea of clades as natural kinds in 
terms of the traditional notion of kinds as sets of similar entities that 
support induction and explanation, and are defi ned by an essence that 
explains why the members of the kind possess the features they do. 
As Griffi ths notes, clades are fundamentally historical entities. If they 
are kinds defi ned by an essence, it would be a historical essence, pre-
sumably the clade’s evolutionary origin in a common ancestor (Riep-
pel (2005) explicitly endorses this view). To count as the essence of a 
clade on the standard understanding of essences, this ancestry would 
need to be causally responsible for, and help to explain, the traits of 
the organisms in the clade. This would be the clade-level analogue of 
the historical essence view about species defended by Griffi ths (1999), 
LaPorte (2004) and others. Even when applied to species, however, the 
historical essence view faces serious objections. Okasha, for example, 
has argued that an organism’s ancestry (and indeed any other rela-
tional properties, such as ability to interbreed with other members of 
the species, that might be candidates for the species essence) does not 
cause, or help to explain, the organism’s morphological traits (2002: 
203–204).24 ‘…the causal explanation of why an organism has the par-
ticular morphological traits it does will cite its genotype and its devel-
opmental environment … its belonging to (a particular chunk of the 
genealogical nexus) is not the explanation—or at least not the proximal 
explanation—of why it has the morphological traits that it does’ (204). 
Okasha is not in fact rejecting the historical essence view: he thinks 
relational properties such as ancestry can count as species essences 
even if they don’t cause or help to explain the traits of organisms. But 
most defenders of the historical essence view of species or clades do 
accept the traditional requirement that essences play this causal and 
explanatory role. If we accept the requirement, and if Okasha is right 
that a species’ ancestry does not satisfy it, it follows that that ancestry 
cannot be the essence of a species. If that is true for species, it is just as 
true (if not more true) for clades.

A further problem for the historical essence account of clades is pre-
sented by Pedroso (2012; see also 2014). He notes that the main argu-
ment for the historical essence view is that it is required by cladism. 
That is, it follows from cladism that the essence of a biological taxon is 
its ancestry in the sense that if taxon X is the common ancestor of the 

24 See Nanay (2011) for a more metaphysical argument against the view that 
species essences cause and/or explain the features of organisms.
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members of clade C in the actual world, then X is the common ances-
tor of the members of C in every possible world in which C exists. It 
is not possible to be a member of C and not to have descended from X. 
But, Pedroso argues, this does not follow from cladism. It is consistent 
with cladism that there are possible worlds in which C exists but its 
members do not have X as their most recent common ancestor. All that 
is required by cladism is that C be a monophyletic clade in every pos-
sible world. The common ancestor of the members of C can vary across 
worlds. Cladism entails only that the cladogram true of the clade in the 
actual world is true of the clade in all possible worlds. But of course the 
same cladogram is consistent with multiple incompatible phylogenetic 
trees, specifying different ancestors for the members of the clade. Thus 
it is not a necessary truth that some Y is a member of C just in case Y 
descends from X. Historical essentialism fails.

Pedroso, like Okasha, has presented serious problems for the his-
torical essence approach to justifying the suffi ciency thesis. In particu-
lar, in line with the argument of this paper, Pedroso has shown that 
one may be a cladist about classifi cation without accepting (at least the 
historical essence version of) the suffi ciency thesis. Of course, this does 
not show that there might not be ways of defending the suffi ciency the-
sis other than that associated with the natural-kinds-defi ned-by-his-
torical-essences view. But I am not aware of any plausible candidates.25 

We have seen that one motivation for confl ating the metaphys-
ics and classifi cation questions is the idea that both taxonomy and 
the metaphysics of kinds aim to ‘carve nature at the joints’. There is 

25 It has been suggested by some theorists (e.g. Rieppel 2005) that the homeostatic 
property cluster (HPC) account of natural kinds associated with Richard Boyd (1991, 
1999) (possibly in connection with the historical essence account) can be applied to 
taxa, including higher taxa, in a way that would justify the suffi ciency (and possibly 
the necessity) thesis. Rieppel suggests that monophyletic taxa are HPC natural 
kinds (the suffi ciency thesis), and that nonmonophyletic taxa are ‘artifi cial’ (the 
necessity thesis). I do not have the space to consider in detail HPC theory and its 
relation to monophyly; suffi ce it to say that it is questionable whether HPC theory is 
compatible with cladism. Ereshefsky (and his co-thinkers) have been arguing for a 
number of years that while cladism classifi es by ancestry and genealogy irrespective 
of similarity, HPC kinds are ultimately similarity-based kinds, with the result 
that cladistic kinds will not always map onto HPC kinds (see Ereshefsky 2010, 
Ereshefsky and Matthen 2005, Ereshefsky and Reydon 2015). If that is correct, HPC 
theory will not be compatible with the suffi ciency or necessity theses. Indeed this is 
how Boyd sees matters. He argues that some HPC kinds are paraphyletic and some 
are polyphyletic (2010: 693); and he suggests that to be a real kind it’s not enough 
that a higher taxon be monophyletic—it has to satisfy other conditions as well (to 
do with his ‘accommodation thesis’). Thus he rejects the necessity and suffi ciency 
theses, though on different grounds from those presented here. Boyd’s views about 
kinds, monophyly, and higher taxa are complex and subtle, and I can’t hope to do 
justice to them here. But the following upshot of his argument seems in any case 
highly congenial to the line of reasoning I have been pursuing: ‘We need not think of 
monophyletic groups as occupying some especially privileged … position relative to 
other natural kinds in evolutionary biology in order to insist that higher taxa must 
be monophyletic’ (2010: 694).
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no question that monophyly, and the objective order of evolutionary 
branching, represent real ‘joints’ in the natural world and its history. 
That there is an objective fact about the order of branching in the tree 
of life, and hence about evolutionary relationships, is the main argu-
ment supporting phylogenetic systematics (an argument I accept). But 
it does not follow, I have urged, that taxa formed on this basis are nec-
essarily real groups or kinds. My rejection of monophyly as a suffi cient 
condition for real groups or kinds can be understood as the claim that 
the kind of joint-carving that the construction of monophyletic taxa 
exemplifi es is not of itself suffi cient for carving up organisms into real 
groups or kinds. I do not claim that the cladist metaphysical principle 
does not carve at joints. I claim that carving at joints in the minimal 
sense is not suffi cient for identifying real kinds. Other conditions must 
be satisfi ed.26

As an analogy, consider Kitcher’s discussion of real kinds in as-
tronomy (1992: 105). Kitcher, in his discussion of shifting ‘reference 
potentials’ of theoretical terms in science, highlights the ways in which 
the term ‘planet’ has shifted its reference throughout history; at one 
time referring to the known planets of our solar system excluding the 
earth; later referring to all the planets of our solar system including the 
earth; and fi nally referring to all the planets orbiting all the stars in 
the universe. He suggests that in the fi rst case (reference to planets of 
our solar system excluding the earth) the term did not pick out a natu-
ral kind, but in the two subsequent cases it did. Thus, there is a natural 
kind comprising all and only the planets of our solar system. But this 
is, I’d suggest, implausible. There is certainly an objective ‘joint’ of a 
sort here—an objective division in nature—and ‘planet’ as referring to 
all and only the planets of our solar system carves at this joint. But 
despite this, many, I am assuming, would hesitate to regard the set of 
objects thus designated as a genuine natural kind (as opposed to the 
set of all planets of all stars, which has a stronger claim to constitut-
ing a natural kind). The predictive and explanatory value of the kind 
term ‘planet’ used in this restrictive sense is very limited indeed, and 
there are presumably no interesting laws true of all and only the ob-
jects picked out by it. Thus, a term can carve at a natural joint without 
picking out a natural kind.

26 Here I follow Bird (2018), who distinguishes natural divisions in nature from 
natural kinds. He notes that green things are naturally similar to one another, such 
that there is a natural division of the world into green and non-green things, but 
green things do not form a natural kind. And he suggests we can imagine a world in 
which there are natural divisions but no natural kinds. One could thus be a weak 
realist about natural divisions without committing to the reality of natural kinds. I 
suggest that if our concepts correspond to natural divisions, they ‘carve at the joints’. 
But only some natural divisions correspond to natural kinds. Thus, I claim that 
there is a natural division of the tree of life into monophyletic clades, but that this is 
not suffi cient for those clades to count as natural kinds. Thank you to an anonymous 
referee for encouraging me to be clearer on this issue.
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One may be tempted then to retreat to the claim that carving at the 
joints is necessary, but not suffi cient, for picking out real kinds. That 
may be true, but I don’t fi nd any support here for the necessity of mono-
phyly thesis, since there is no reason to suppose that monophyly is the 
only relevant ‘joint’ at which to carve up organisms into real kinds. If, 
say, ‘predator’, picks out a real kind then it carves at a joint: just not 
the ancestry joint (see below).

I conclude that since (a) there are no very convincing arguments for 
monophyly as a suffi cient condition of reality, and (b) there are some 
good arguments against it, we should reject monophyly as a suffi cient 
condition of reality. In the previous section I argued it is not necessary 
either. To paraphrase Dupre,27 monophyly makes good sense for clas-
sifi cation; it is something of a disaster for metaphysics.

4. Beyond monophyly
So monophyly does not appear to be the right criterion for determining 
the reality of groups and kinds. If not monophyly, what should be our 
criterion? A clue to this can be found by considering again Sterelny and 
Griffi ths’ suggestions about paraphyletic groups.

Sterelny and Griffi ths’ discussion makes clear the differing motiva-
tions for, and differing status of, the compromise classifi cation view, 
and the compromise metaphysics view. With respect to the former, 
evolutionary taxonomists have wanted to allow paraphyletic taxa in 
large part because of morphological considerations. It is the great mor-
phological dissimilarity of birds and reptiles, due to divergence,28 that 
motivates the desire the keep Reptilia as a respectable higher taxon, 
and to elevate the birds to the same rank as the reptiles. And it is the 
inability of evolutionary taxonomy to consistently and non-arbitrarily 
apply this morphological criterion that ultimately undermines it, ac-
cording to Sterelny and Griffi ths and many others.

27 ‘Strict monophyly is an obvious desideratum from the point of view of mapping 
evolution. But from the point of view of classifi cation it is something of a disaster’ 
(2002: 431). Dupre, unlike me, is of course rejecting the cladist classifi cation principle.

28 In fairness, evolutionary taxonomists have not appealed merely to 
morphological criteria to justify their taxonomic decisions. They have also elaborated 
the concept of an adaptive ‘grade’: reptiles, mammals and birds are legitimate taxa 
of the same rank (traditional classes of chordates) because they possess different 
integrated adaptive complexes—they are each characterised by certain sets of 
adaptive innovations. Reptiles possess a certain suite of characters adapting them 
to a certain broad niche, as do mammals, and birds (Ridley 1986: 32-33; Brysse 2008: 
305). So we have adaptive, not purely phenotypic, divergence and differentiation. 
The concept of adaptive grades has been criticised by cladists as being vulnerable 
to the same problems of subjectivity and arbitrariness as the purely morphological 
criteria (Ridley 1986, 33). Whether a putative taxon has evolved a suffi ciently novel 
suite of adaptive innovations to count as a new ‘grade’ is not something that may be 
determined using objective criteria. The emphasis on adaptation in the notion of a 
grade has also been criticised by anti-adaptationists.



 S. C. Boucher, Cladism, Monophyly and Natural Kinds 61

With respect to the metaphysical question on the other hand, the 
considerations are quite different. The reason Sterelny and Griffi ths 
give for keeping paraphyletic groups is not primarily morphological. 
If the non-marine mammals constitute a real group or kind it is not 
primarily because the marine mammals have diverged morphologically 
from their non-marine ancestors and cousins, with the latter retaining 
a suite of features uniting them into a coherent higher taxon. Rather, it 
has to do with whether there are respectable evolutionary hypotheses 
about the non-marine mammals. It has to do with their role in evolu-
tionary explanations. Thus we can frame an alternative explanatory 
criterion for the reality of groups or kinds: groups or kinds are real 
to the extent that positing them does important explanatory work for 
scientists.29

Devitt (2011) has defended a similar explanatory criterion for bio-
logical natural kinds, focusing on whether an entity’s being a mem-
ber of a putative kind is explanatory of the features of the entity. But 
he suggests that the question of realism—whether certain kinds exist 
objectively—has been confl ated with the question of which kinds are 
natural kinds. ‘…the non-natural is being confusingly described as the 
non-real.’ (165) On the realism question, reptiles obviously exist, he 
argues: the reptile kind is clearly a real kind that exists objectively. 
The interesting question is whether it is a natural kind: this depends 
on whether it is an explanatorily signifi cant kind. Being a reptile may, 
he says, be like being a cousin: cousins exist, but being a cousin is not 
explanatorily signifi cant. Against Devitt, I agree with Griffi ths and 
others that if ‘reptile’ does not name a natural (explanatory) kind, then 
it does not name a kind at all: there is no reptile kind and reptiles 
do not exist. ‘Reptile’ would be non-referring. The appropriate anal-
ogy is not with ‘cousin’, but with ‘witch’, or ‘phlogiston’. The latter are 
posits of false theories: when we reject the theories, we reject the ex-
istence of the kinds posited by the theories, and declare the putative 
kind terms non-referring. ‘Witch’ does not refer to a non-explanatory 
but real kind—it doesn’t refer to a kind at all (which is not to say, of 
course, that the women who this term was applied to did not exist); 
‘phlogiston’ does not refer to a non-explanatory substance—it doesn’t 
refer to a substance at all. ‘Reptile’ is theory-laden in just the way that 
‘witch’ and ‘phlogiston’ are; if the theories that treat the reptile kind 

29 This is a version of the Quinean explanatory criterion for ontology, which says 
that we should be ontologically committed to the entities the positing of which is 
required for our best scientifi c (and perhaps philosophical) explanations, or those 
that enhance the explanatory power of our theories. As in the literature on the 
broader Quinean criterion, the notions of  ‘explanation’, ‘explanatory power’, and 
‘best’ in ‘best explanations’ will here be assumed to be suffi ciently intuitively clear. 
But for a summary of different accounts of the nature of scientifi c explanation see 
Woodward and Ross (2021); and for a useful discussion of what makes for a good 
inference-to-the-best-explanation, in particular in biology, see Lewens (2007: ch. 4). 
Thank you to an anonymous referee for suggesting I clarify this point.
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as an explanatorily signifi cant natural kind are false, there are no rep-
tiles.30 Thus, while I agree with Devitt about the explanatory criterion 
for natural kinds, unlike Devitt I take this to be a criterion for reality, 
not just naturalness.

On this way of looking at it, Sterelny and Griffi ths’ sympathy for 
the compromise metaphysical view, but lack of sympathy for the com-
promise classifi cation view, is intelligible. While the latter involves a 
‘mixed’ criterion that attempts to do justice to both similarity and re-
latedness in classifi cation, and as such cannot avoid subjectivity and 
arbitrariness with respect to the aims of classifi cation, the former is an 
application of a quite straightforward explanatory criterion of natural-
ness and reality. The criteria have different statuses, so it is not sur-
prising that the compromise paraphyletic-friendly positions they give 
rise to inherit these different statuses.31

This is relevant when considering the following natural response 
to my view. If we think there are paraphyletic real groups or kinds, 
then why not allow paraphyletic higher taxa corresponding to those 
kinds? Conversely, if we are rejecting paraphyletic taxa, how can we 
allow paraphyletic real groups? The response to this is that there are 
persuasive arguments against allowing paraphyletic taxa, but that 
these don’t carry over to paraphyletic real groups/kinds. As we have 
seen, paraphyletic higher taxa (at least, in the evolutionary taxonomy 
tradition) can only be justifi ed on phenetic grounds of similarity and 
dissimilarity.32 And such grounds do not provide for objective classifi -
cations. Only strict monophyly, corresponding to the objective order of 
branching of the tree of life, can provide objective classifi cations.33 But 

30 I do however agree with Devitt that it is not obvious that such theories are 
false, i.e. not obvious that paraphyletic kinds such as Reptilia are not explanatorily 
signifi cant kinds.

31 Another way of putting this is that the evolutionary taxonomy position on 
classifi cation involves a compromise with phenetics, whereas the explanatory 
argument for allowing paraphyletic groups does not. (So really it’s wrong to call the 
compromise metaphysical view a compromise view.)

32 Paraphyletic ancestral species are a somewhat different case.
33 That paraphyletic taxa should be rejected is common ground among cladists, 

but there has not always been suffi cient clarity about why they should be rejected. 
For instance, Eldredge and Cracraft (1980) argue that the problem with paraphyletic 
taxa is that they are ‘not-A’ groups, i.e. groups defi ned by the lack of some property or 
set of properties. They suggest (a) that not-A groups are less natural than A groups 
(defi ned by possession of positive properties); (b) that eliminating them has been 
important in making progress in systematics; and (c) that cladism is the natural 
culmination of this tendency. Only A groups. i.e. monophyletic groups, should 
be allowed in a classifi cation. The problem with this is that A groups are defi ned 
phenetically: by possession of certain defi ning (essential) properties. If cladistic 
groups are not defi ned by (but rather are identifi ed using) synapomorphies (Ridley 
1986) then being monophyletic is not suffi cient for being an A group (one whose 
members all possess the defi ning property); and if A groups can be phenetic (not 
phylogenetic) groups, then being monophyletic is also not necessary for being an A 
group. Eldredge and Cracraft suggest (164) that reptiles, fi sh etc. are illegitimate 
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this argument does not apply to the paraphyletic real groups/kinds my 
analysis allows, because these are not identifi ed using phenetic crite-
ria. They are identifi ed using explanatory criteria.

The explanatory criterion is more general than the criteria that de-
fi ne the different schools of classifi cation, in that it says nothing about 
either similarity or evolutionary relatedness. It says that we should 
be ontologically committed to all and only those groups that feature in 
in well-confi rmed scientifi c explanations and hypotheses. It does not 
say ‘and these must be groups of organisms that form a coherent evo-
lutionary unit (i.e. are monophyletic)’ or ‘and these must be groups of 
organisms that are united by similarity’. No doubt often the groups 
that satisfy the former, general, condition will also satisfy one or both 
of the more specifi c conditions. But they need not. Groups that satisfy 
the general condition may not be defi ned by relations of similarity, and 
may not be monophyletic.

Arguably they need not even be paraphyletic. There is no reason 
in principle why the explanatory criterion could not certify the reality 
of some polyphyletic groups. It is generally agreed that polyphyletic 
groups defi ned phenetically (merely in terms of shared characters)—
creatures with wings; creatures with eyes etc.—are not legitimate taxa, 
and do not form real kinds. That they don’t form real kinds is sup-
ported by the explanatory criterion: there are no interesting biologi-
cal hypotheses concerning these ‘kinds’. They play no role in biological 
explanations. Other polyphyletic groups may have a greater claim to 
being real kinds however (even if they are not legitimate taxa in the 
context of systematics), for example ecological kinds such as ‘predator’ 
(Wilson et al. 2007: 194–5) or ‘parasite’. In ecology ‘predator’ has real 
biological signifi cance, appears to play an essential role in ecological 
explanations, and so on.34 It plausibly count as a real kind on the ex-

because they are not-A groups. But this just shouldn’t be the issue from a cladist 
point of view: even if they were defi ned by a particular (positive) property or set 
of properties, so counted as A-groups, they would still be illegitimate because 
paraphyletic. The cladist ought to insist that the whole question of possession of 
(intrinsic) properties, and thus the issue of positive vs. negative properties, is a red 
herring. The sole issue for classifi cation is common ancestry and monophyly. It is 
this that makes birds and mammals, but not fi sh and reptiles, legitimate taxa, not 
any issue to do with A vs. not-A groups.

34 ‘…biologists see [categories such as ‘predator’] as corresponding to kinds 
because of their explanatory and predictive value. Individual predators are predators 
not in virtue of being integrated parts in a larger individual, but in virtue of certain 
intrinsic and relational properties that they tend to share and which underwrite 
certain explanations, predictions, and generalisations…’ (Wilson et al 2007: 195. 
See also Devitt 2011. However see Griffi ths (1994) for reasons to be sceptical about 
the value of ‘purely’ functional/ecological categories such as ‘predator’. All useful 
functional categories, he suggests, are historically constrained, and historically 
constrained functional kinds can be paraphyletic, but not polyphyletic; 218). Wilson 
et al are here arguing that some real kinds in biology are not individuals, but their 
point also supports my claim that some real kinds of organisms in biology are not 
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planatory approach.35 Griffi ths notes that generalisations  about such 
ecological kinds occur at the functional-adaptive level of biological ex-
planation, in which organisms and traits are classifi ed in terms of their 
adaptive or ecological role (Griffi ths 1994: 215–217). Such (abstract) 
functional roles are multiply realised by underlying cladistic kinds (the 
kind ‘predator’ is realised by many different lineages within different 
clades).36 On this picture there are polyphyletic real kinds, identifi ed at 
the functional-adaptive level, but the taxa that realise those kinds are 
monophyletic clades, identifi ed at the historical-phylogenetic level.37

Thus, as with the above paraphyletic examples, on the explanatory 
criterion such putative ecological (polyphyletic) kinds are not ruled out 
simply by virtue of being non-monophyletic. It is a major virtue of that 
approach that it is fl exible enough to potentially accommodate a wide 
range of biological kinds quantifi ed over by workers in different areas 
within biological science.

Here the difference between the classifi cation question and the 
metaphysical question is especially clear. The explanatory argument 
for admitting polyphyletic kinds such as ‘predator’ is not at all im-
pugned by the widely accepted (even by evolutionary taxonomists) and 
persuasive arguments for rejecting polyphyletic taxa. There is clearly 
no predator taxon, but it is plausible that there is a predator real kind.

The explanatory criterion provides, I suggest, a sounder criterion 
for identifying real groups or kinds of organisms than does the cladist 
metaphysical principle of the necessity and suffi ciency of monophyly. 
Of course, these may not necessarily have been in confl ict: it might 
have turned out that in applying the explanatory criterion, the neces-
sity and suffi ciency principles were vindicated. Indeed this is likely to 
be the response from supporters of the cladist metaphysical principle to 
my opposing to it the explanatory criterion—that these are not in com-
petition, that rather the cladist principle is justifi ed by the prior and 

monophyletic (given the close relationship between cladism and the species-as-
individuals thesis, this should not be surprising).

35 In this respect Sterelny and Griffi ths’ defence of the reality of paraphyletic 
groups proves too much (for their liking). They appear to want to allow paraphyletic 
but not polyphyletic kinds. But the criterion they appeal to—whether there are 
interesting biological hypotheses about the group in question—would appear, 
as we have seen, to certify the reality of at least some polyphyletic groups. That 
is, the compromise metaphysical view ((5) above) is unstable. Once you recognise 
paraphyletic groups on those grounds, you also have to recognise polyphyletic groups. 
There is no argument of this sort to show paraphyletic groups can be admitted that 
does not also show polyphyletic groups can be admitted.

36 Griffi ths presents this two-level picture and acknowledges its attractiveness 
but goes on to criticise it somewhat later in the paper.

37 Consider, as another example, Hull’s suggestion (1988: 215) that ‘cosmopolitan 
species’ is a candidate for a natural kind that may feature in laws of nature, 
presumably by virtue of its explanatory credentials. If this is a real kind it is a 
polyphyletic one that is realised by cladistic taxa (i.e. species) but is not itself a 
taxon.
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more general explanatory principle (or something like it). But it should 
be clear why I hold that in fact they do confl ict. It is very plausible 
that positing paraphyletic ancestral species, and polyphyletic ecologi-
cal kinds, is explanatorily valuable. And I have challenged the claim, 
implicit in Griffi ths and others’ work, that all monophyletic groups are 
explanatorily signifi cant kinds. The explanatory principle undermines, 
rather than supports, the necessity and the suffi ciency theses.

It is important to see, fi rstly, that the explanatory criterion I have 
proposed is a criterion for determining only which groups of organisms 
are real, it is not intended to be an account of the nature of natural 
kinds in biology generally, much less a theory of natural kinds in gen-
eral. Secondly, it is intended to be a criterion for determining whether 
certain groups of organisms are real groups or kinds, not a complete 
account of the metaphysics or epistemology of these kinds, or natural 
kinds in general. There has been much philosophical work recently de-
voted to the question of whether or not natural kinds are mind-inde-
pendent, whether they should be defi ned in metaphysical or epistemic 
terms, and if the former, what their metaphysical status is—whether 
they are reducible to sets, universals, or something else, or are sui ge-
neris entities (for important recent contributions see Bird 2018 and 
Franklin-Hall 2015).

These are interesting and important questions but I do not need to 
take a stand on them. In particular, the fact that their role in biological 
explanations is our criterion, that is, best (perhaps only) evidence, for 
the reality or naturalness of groups of organisms does not entail that 
their explanatory role or value is constitutive of their naturalness, in 
a way that would suggest an anti-realist or epistemic account of natu-
ral kinds, such as those defended by (on some interpretations) Boyd 
(1991, 1999), Magnus (2012, 2014) and Ereshefsky and Reydon (2015). 
Groups of organisms may be natural kinds in virtue of entirely mind-
independent facts, yet it might still be the case that we only know they 
are natural kinds in virtue of their role in scientifi c explanations. As far 
as I can see the explanatory criterion I have defended is consistent with 
all (or at least most) of these more abstract theories of the fundamental 
nature of natural kinds.

Conclusion
It has been assumed that if one accepts cladism with respect to clas-
sifi cation, one must accept what I have called the cladist metaphysical 
thesis, the claim that all and only real groups or kinds of organisms 
are monophyletic. In section 2 I argued that this is not the case, that 
the classifi cation and metaphysics questions are logically distinct, such 
that cladists (with respect to classifi cation) can reject the cladist meta-
physical thesis. In section 3 I argued that the cladist metaphysical the-
sis is implausible: there are real groups or kinds that are not monophy-
letic, and plausibly monophyletic groups that are not real or natural. 
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Thus cladists with respect to classifi cation (and others) should reject 
the cladist metaphysical thesis. In section 4 I explicitly endorsed an 
alternative and superior explanatory criterion for the reality of groups 
or kinds (implicit in my earlier criticisms of the cladist metaphysical 
thesis). This need not amount however to a rejection of cladism in gen-
eral, so long the metaphysical question is sharply distinguished from 
the question of classifi cation. Cladistic classifi cation may survive the 
rejection of cladistic metaphysics.
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Identity of Dynamic Meanings
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Czech Academy of Sciences, Institute of Philosophy, Prague, Czech Republic

Inferentialism has brought important insights into the nature of mean-
ings. It breaks with the representationalist tradition that sees meanings 
as constituted primarily by representing some extra-linguistic reality. 
Yet the break with tradition should be pursued further. Inferentialists 
still regard meanings as static, and they still do not entirely abandon 
the idea of fully determined meaning. Following Davidon’s ideas about 
meanings as constituted only in the course of a specifi c conversation, I 
propose a dynamic account of what meanings are. They are described 
as entities belonging to the dynamic realm of Henri Bergson’s duration. 
The inhabitants of this realm live in constant movement and develop-
ment which is more essential to them than the stages that this develop-
ment goes through. My account brings about a rejection of the notion of 
strict literal meaning and therewith also of the contrasting notions such 
as ambiguity. Meaning is understood as a dynamic entity that is char-
acterized rather by its history than by its nature.

Keywords: Meaning; identity; development; rule; inferentialism; 
Bergson.

1. Introduction
The notions of ambiguity and vagueness belong to the usual conceptual 
toolkit of linguists. They surely have their justifi cation in the usage the 
linguists make of them, yet they bear an understanding of linguistic 
meaning which I believe poses some important problems. I will indicate  
how our understanding of what meaning is should be modifi ed and 
what understanding of vagueness and ambiguity it will bring about. 

* This article was supported by grant 20-18675S The Nature of Logical Forms 
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Czech Academy of Sciences.
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Our concern will ultimately be with the identity criteria of meaningful 
expressions.

Both ambiguity and vagueness are of importance also for the phi-
losophy of language, which is documented by the attention these phe-
nomena have been paid to in philosophical literature such as William-
son(1994), Keefe (2000) and Smith (2008). An account of ambiguity and 
vagueness determines what understanding one has of linguistic mean-
ing and of language. In particular, it determines the identity criteria of 
meaning, i.e. the question of how you understand what the boundaries 
of meaning are. Where does one meaning end and another begin?

How are ambiguity and vagueness usually understood? Let us re-
view them in order. Ambiguity means that a given expression has more 
than one meaning. This can obviously lead to confusion, as it can some-
times be problematic to decide which meanings are meant in a given 
context. Even worse, such a misunderstanding can be abused by ma-
nipulators who switch between the various meanings in the course of 
an argument and thus beguile the audience. If the possible confusion is 
considered as particularly dangerous, an obvious remedy is to disam-
biguate which means to keep only one of the meanings associated with 
the given expression and, if it is requisite, reserve different expressions 
for the other meanings.

Vagueness is closely related to ambiguity. A vague expression has 
a strongly context-dependent meaning. The adjective high is typically 
considered as vague, as it points to a different height when we speak 
about elephants than when we speak about rabbits. A vague expres-
sion can behave in a manner similar to that of ambiguous expressions 
and can pose similar threats. Nevertheless, vagueness also has many 
specifi cs which would complicate my argument too much. Therefore, I 
will limit my attention to ambiguity, as it is important enough.

Ambiguity can be evaluated from many perspectives. It would be a 
great exaggeration to claim that it is generally seen as defective. Lin-
guists certainly do also investigate the positive aspects of these phe-
nomena. But still, there is a tradition, quite characteristic of analytic 
philosophy, to regard ambiguity as problematic. Think of the widely 
shared ideal of Carnapian explication, as it plays a role already in Car-
nap (1928). Other things being equal, it is considered more or less by 
default as progress when a common expression is replaced by less am-
biguous one. Or, in the best-case scenario, all the ambiguity vanishes. 
Such a view presupposes quite a strong notion of an identity of a given 
expression.

I will focus on the inferentialist understanding of what a meaning 
consists of. I will argue that this account presupposes the possibility of 
a fully determinate meaning in its usual understanding. I argue that 
this, nevertheless, is a confused idea, as meaning always leaves some-
thing open. My thesis is stronger than contextualism or pluralivalua-
tionism which presuppose that meaning can be determined by context. 
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My thesis is more radical, namely that the meaning is indeterministic 
and the contexts in which it enters cannot be fully specifi ed in advance. 
I illustrate my idea of the dynamic nature of meaning by exploiting 
the ideas about a dynamic reality by Henri Bergson. This changes the 
understanding of ambiguity and of the identity of meaning. Although 
my discussion is primarily focused on meaning as understood by infer-
entialists, it is purported to confound other accounts which presuppose 
the idea of a determinate meaning. Nevertheless, there is still so much 
I endorse in inferentialism that my view can be still seen as a variety 
thereof. My position could be called dynamic inferentialism. We begin 
by considering what constitutes meaning in the fi rst place. At least for 
the inferentialists.

2. Inferential relationships
Certainly, lots of theories trying to explain what meaning consists of 
have been proposed, and I cannot hope to consider all of them and then 
choose the best. I will focus on one which I believe is particularly strong 
and enables an illuminating view of the identity of a given expression. 
I choose this view because I think it can be modifi ed in a fruitful way to 
suit what I want to say about meaning here.

The approach I will start with here is inferentialism, as it was hint-
ed at by Wittgenstein and then subsequently formulated as a doctrine 
by Sellars, Brandom and Peregrin.1 What is meaning according to the 
inferentialists? In the fi rst place, the meaning of a sentence is explained 
by the inference relations it is featured in. These function according to 
rules2 that specify what can and cannot be inferred from a given set 
of propositions. The meaning of a sentence is constituted by what it 
follows from and what follows from it, possibly with further premises. 
Thus, the meaning of a sentence such as Rex is a dog is constituted by 
such relations as those which tell us that we can infer it from Rex is 
a dachshund and we can infer Rex is a mammal from it. These infer-
ences, then, are correct due to certain general rules. For example, that 
every dachshund is a dog and that every dog is a mammal. 

This account has been subjected to many discussions since Bran-
dom presented it.3  I fi nd it quite satisfactory, yet I will not spend time 
going back to the old controversies, particularly about the worries as to 

1 The most relevant sources are Wittgenstein (1953), Sellars (1974), Brandom 
(1994) and Peregrin (2014).

2 I should note that when speaking about rules, I primarily mean inference rules 
in the whole article. Nevertheless, it is not just for brevity that I speak of rules more 
than of inference rules. A deeper reason is that I consider inference rules which 
constitute our language as intelligible only in the context of many other rules, in the 
spirit of paragraph 7 of Wittgenstein(1953):´I shall also call the whole, constisting of 
language and the actions into which it is woven, the language game.´

3 Brandom was attacked in Lepore (2007), replies to the criticism can be read for 
example in Peregrin (2014).
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whether it might not be all too idealistic, as it makes too much depend 
on the rules which we institute. It has great advantages, particularly 
in showing how meaning is not something enshrined in our mutually 
inaccessible minds or platonic heaven. But here, I will focus mainly 
on the fact that it particularly well represents what the idea of a com-
pletely defi ned meaning could be. By this I mean a meaning without 
ambiguity. The idea is simply that of having the inference rules speci-
fi ed, saying exactly what sets of premises the given sentence is a con-
sequence of and exactly which consequences it has with which further 
premises.

Peregrin (2014: 50) expresses the inferentialist notion of the mean-
ing of a sentence with particular clarity and technical precision. I will 
not reproduce his defi nition in detail but the basic idea is that for any 
sentence A, one can determine both what it is inferable from and what 
can be inferred from it, possibly with further premises. So, on the one 
hand, there is the set S of all sets of sentences from which A can be 
inferred. On the other hand, for any set of premises P, what follows 
from P and A together is specifi ed. Taking these two ingredients to-
gether, we have a specifi cation of inferential behavior of A, denoted as 
the inferential potential of A, abbreviated as IP(A). And for inferential-
ism, this means specifying the meaning of the sentence A. One can call 
this the proposition which is expressed by A. Regarding subsentential 
expressions, they are defi ned by their contributions to the meanings 
of sentences. If we call the meanings of subsentential expressions in 
a slightly idiosyncratic manner concept, then we can say that proposi-
tions determine concepts. The basic idea is that we fi rst get acquainted 
with a limited number of sentences and their inferential relations and 
then, using substitutions extract meanings of subsentential expres-
sions from them, enabling us to compose a potentially unlimited num-
ber of new sentences. This is described in Peregrin (2014: 62), based 
on Quine (1960: 9). This means that it is legitimate in my framework 
to speak indifferently of meaning and cover both the meanings of sen-
tences and words or more complex subsentential expressions, i.e., cover 
both propositions and concepts.

IP(A) thus formally represents what the meaning of a sentence A 
is for an inferentialist. When we strive for a Carnapian explication of 
what meaning is for inferentialists, I think IP is as good as we can get. 
From this perspective, I do not want to replace it by an alternative 
defi nition. I would rather want to explain why we should also look for 
a different kind of understanding besides Carnapian explication. My 
approach will underline the dynamic aspect of inference practices and 
therewith of meaning. I will try to show what IP could prevent us from 
appreciating. I can begin by noting that IP is obviously a great idealiza-
tion. No single speaker of a given language can overview all the pos-
sible inferences a given sentence can feature in. Anyone can thus have 
access at best only to a part of IP.
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But there are more reasons to become suspicious. Let us return to 
dogs. How exactly is the concept of a dog specifi ed? Should I infer from 
Rex’s being a dog that he also has lungs? What if we discover creatures 
that are completely like dogs yet lack lungs? Should we infer that we 
have discovered a new kind of dog? If we are uncertain about this par-
ticular inference, then we should look up the general rules and see if 
the rule that all dogs have lungs holds. Yet we are just as uncertain as 
with the particular case of Rex. The rule that would decide our dispute 
is not available in the best list of rules that we have at our disposal. 
Does it mean that we cannot know what the correct answer is? Such 
an approach would be absurd. Rather than us being ignorant about 
the truth of the matter, there is simply no truth to the matter. At least 
not yet. Of course, we can make a decree one way or another. We can 
decide to regard this inference as valid or as invalid. Such a decree, if 
accepted, will then be normative for further usage. That is, the decree 
will be normative if it is successful.

We see that something in the meaning of the expression dog and 
therewith also of the related expressions such as dachshund and mam-
mal was previously not under our control. It was not explicitly stated 
whether dogs must have lungs and the most adequate thing to say 
would be that it was objectively undetermined which answer was cor-
rect. Yet even this answer is doubtful, as the actual usage might have 
tended to move these expressions into one of the two possible direc-
tions. In this way, the expression is not in our control and the rules 
have to be rendered explicit in order to get the expressions more under 
our control. What is not explicit remains in a shadow and possibly in-
defi nite. The notions of being merely implicit and of being indefi nite are 
thus closely related, even if they are not the same. The relation I am 
hinting at should be clearer by the end of the article when we will un-
derstand how rules work in more detail, in particular how they emerge 
from and interact with our normative attitudes.

But what we have seen illustrated in one suggestive example about 
dogs and lungs can be generalized into more systematic reasons for 
believing that meaning cannot generally be in this manner explicit and 
therewith defi nite. Let us get acquainted with these reasons.

3. Arguments against defi nite meanings
We will present a global and two more local arguments against the no-
tion of defi nite meanings.

3.1 Global argument – the circularity argument 
This argument can be traced back to Wittgenstein and is reiterated, 
among others, by Brandom. The basic idea is that if you defi ne the 
meaning of a given expression, you rely on your understanding of the 
expressions used in that very defi nition. For instance, when you defi ne, 
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say the expression A, then you use the expressions B, C and D to do so. 
These expressions must be clear as they stand. Should they be them-
selves unclear, we can, of course, continue by defi ning them by means 
of E, G and H and the process can go on. Yet if we never stop, then we 
sooner or later have to use A or some other expression from this succes-
sion A, B, C, ... anew and then we are obviously in trouble. This means 
that an ideal of a fully defi ned expression is indeed illusory.

This, however, does not entail that requirements for clarity are il-
legitimate and that we cannot criticize somebody for using an insuf-
fi ciently defi ned expression. Only that the precision is always relative 
to a given context and can later always be found in some way partial. 
This might lead one to a Davidsonian view about how meaning is con-
stituted only in a specifi c dialogical situation. We will return to this 
topic later to see to what degree we can embrace Davidson’s position.

3.2 Local argument number one
A further argument for there being no entirely defi nite meanings is 
local in that it does not need to operate with the perspective of the 
whole of language or its vocabulary. It rather just focuses on the given 
expression and those most closely related to it, although all expressions 
are interrelated to some degree. Let us abstract from the fact that we 
always have fi nite equipment of possible explainers as we speak of a 
language with a fi nite vocabulary. Perhaps we can go on defi ning the 
expression A mentioned in the previous section by always new expres-
sions. So we go beyond B, C, D, E, G, H to I and so on. Why cannot this 
work? The scenario with the sing-post due to Wittgenstein4 will help us 
see where the problem lies.

Do we understand what a signpost instructs us to do? Well, typi-
cally we do, yet maybe we can in some contexts start doubting. Then 
we might get an explanation, perhaps that it is the sharp end of the 
arrow-shape that points in the direction we should go. But then again, 
we might want to get an explanation of this explanation. Obviously 
enough, this process would then continue, and we would embark on 
an infi nite regress. Again, this does not mean that a request for an 
explanation is illegitimate. Only that there are some limits to it, in the 
given context it is only up to a certain stage that a request for further 
explanation is meaningful. As Wittgenstein (in fact, already Aristotle) 
also puts it, every explanation has to stop at some point. It has to stop 
in order to be an explanation at all.

How do we recognize this point? That is in general very diffi cult to 
tell. An answer which would suggest itself would be a point at which 
the explanation is already self-evident. Such an account is in a way 
true but needs to be specifi ed further; otherwise, it can be more mis-
leading than illuminating. The misleading impression that is not easy 

4 The famous sign-post is featured in aphorism 85 of Wittgenstein (1953).
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to eliminate is that the self-evident has to be such in all contexts. Yet 
as I read him, Wittgenstein shows us that anything can be questioned 
and doubted in an appropriate context. Just think of the signpost, the 
explanation of which may itself require an explanation.

And furthermore, think of the example with dogs and lungs, Witt-
genstein’s ideas on number series and of quaddition of Kripke (1982).5 
The self-evidence is therefore itself only relative to a given context. 
Wittgenstein shows us that the doubt stops making sense at a given 
point. It becomes unclear whether the person who pretends to raise the 
new doubt understands the expression she uses. Further explanation 
is not possible at some points but that does not mean that these are the 
points at which all indeterminacy has been eradicated. This is because 
the expressions that might come close to being self-evident in these 
contexts quickly enter new contexts where they lose this status. They 
prove more interesting than they seem.

3.3 Local argument number two – new contexts
The last argument I offer is maybe a little bit less ingenious and more 
straightforward but its straightforwardness leads us directly to the 
particular point I want to make about meaning. The point is simple – it 
is the very essence of any expression or concept to adapt to various new 
and unprecedented contexts it enters into. Every context opens up new 
questions and indeterminacies to which the concept has to react and 
develop correspondingly. Whether all dogs must have lungs usually is 
irrelevant and therefore undecided, yet in some situations it may well 
become the key question, so we have to decide and adapt our original 
concept in a reasonable way.

The idea of a perfectly explicit and determinate expression, all the 
questions of the meaning of which are decided one way or another, is 
also an idea of an expression that is isolated from all the contexts. If we 
do not want to downplay the real infl uence of new contexts, we have to 
consider them as genuinely new. This means that the rules of the given 
language do not in advance establish how these contexts should be ac-
commodated. Of course, many contexts are in various ways analogous 

5 The problem of continuing the number series is presented in paragraph 185 of 
Wittgenstein (1953), while the quaddition problem is introduced in Kripke (1982). 
Wittgenstein notes that even the most simple number series such as ‘2, 4, 6, 8, …’ 
can be continued in countless ways. Besides the naturally looking continuation ´10, 
12, 14, ...’, one can also think, among many others, of ‘2, 4, 6, 8’ so that we continue 
reiterating the quadruple. As for Kripke, he noted that everyone has learned the 
concept of addition by attending to a fi nite number of specifi c additions. Therefore, 
for everyone, there is a highest number x that one has ever added to another number. 
But how do we know in what way the rule for addition applies to numbers higher 
than x? Maybe the rule actually was that the addition of a and b equals a+b, as we 
are used to it, just in case both a and b are lesser or equal to x. But if a or b is larger 
than x, then maybe the result should rather be a+b+1 or anything else. How can we 
know has been meant?
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to the ones we have encountered already. Therefore, it is possible to de-
cide how we should use our language in these contexts to an important 
degree. We can then think of a given expression as switching between 
various related meanings in different contexts. This is done by pluri-
valuationism of Sud (2020). Nevertheless, this is not enough. The plu-
rivaluationist account reckons only with contexts we know in advance 
and therewith does not appreciate suffi ciently the genuinely dynamic 
nature of language and rules. The example with dogs and lungs gives 
us an idea of how the new contexts are open-ended. By the way, this 
does not mean that all accommodations of a new context are equally 
good.

Although the idea that something might remain undecided and that 
meanings are essentially dynamic might seem strange, the idea of an 
isolated meaning is quite idle and misguided and the fi rst has to be 
preferred to the second. We will provide a closer description of how 
this dynamic element in our concepts works but for the moment we see 
that it cannot be explained away and that it shows how misleading the 
idea of a completely defi nite meanings is. This will also modify how we 
understand ambiguity and the identity of meanings. Ambiguity will 
become omnipresent, which will mean that a given expression has to be 
understood as constantly moving in partly unpredictable ways. When 
asking about the identity of the meaning, this movement will become 
a part of it. Furthermore, as the identity of meanings will have to rec-
ognized as dynamic, the same will have to happen with the identity of 
contexts. It is a part of the life of language that just as it is not fully 
clear where a given meaning ends, so it is not clear where a given con-
text stops to apply. But now back to inferentialism, in order to prepare 
the stage for these ideas.

4. Caveats in Brandom and how to get off 
the ground with them – normative attitudes
Brandom himself acknowledges that meanings cannot be entirely ex-
plicit, but it is not clear how he thinks they can work even with that 
proviso. He brings a useful notion of normative attitude which helps 
us understand how rules come into life and how they exist thereafter. 
Normative attitudes are essential to understanding what a rule, and 
therewith also a meaning, is. Yet we cannot overrate them, as I will try 
to show.

What is a normative attitude? Primarily it is an attitude a person 
has towards a kind of behavior. In the most basic form of a normative 
attitude, the given individual simply considers the given kind of be-
havior as right or wrong. Thus we typically judge helping the needy as 
right, as well as drawing inferences according to modus ponens, though 
right in a different sense. On the other hand, stealing or asserting the 
consequent are typically deemed wrong in their own ways. Much could 
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be further specifi ed and discussed as to what precisely the normative 
attitudes are, yet I think one particular point should not be omitted 
here. Namely, we should not understand normative attitudes as men-
tal states or, at the very least, not as mere mental states which belong 
to the private sphere of an individual. Assuming a normative attitude 
should be a public affair, recognizable in one’s overt behavior. Such 
overt behavior can take various guises, yet its basic forms are sim-
ply encouraging others to do what we consider right and discouraging 
them from doing the opposite by sanctions.

Having understood what normative attitudes are, we can examine 
what their relation to rules and thus also to meaning is. The Brando-
mian claim is that normative attitudes are constitutive of rules. It is 
simply by our holding it as such that a rule becomes valid. Just as it 
can become valid, it can also become invalid. Two basic points have to 
be emphasized at this juncture.

First, though normative attitudes constitute the rules, these same 
rules can undergo various developments and these typically cannot be 
traced back to the specifi c normative attitudes of given individuals in 
a society. Thus, the talk about rules certainly cannot be reduced to the 
talk about normative attitudes. The relation between rules and norma-
tive attitudes certainly is not of the straightforward form that we could 
translate statements about the validity of rules into statements about 
the normative attitudes in a given society. Yet the two domains are 
dependent on each other. That is, rules are dependent on normative at-
titudes. We can make this clearer by making a comparison to Wittgen-
stein’s analysis of the talk of mental states. He dedicates some space to 
dispelling the notion of a mental state that only the subject can know 
and which is independent of overt behavior. Surprisingly, though, he 
admonishes the reader that this all should not be understood as advo-
cacy of behaviorism (see paragraph 307 of Wittgenstein (1953)). Simi-
larly to our case, the talk of mental states cannot be translated into the 
talk of behavior but it is dependent on it.

After weakening the dependency of rules on normative attitudes, 
we should also add that the dependency also goes in the opposite di-
rection. Normative attitudes in their more advanced forms depend on 
rules that are unquestioned in the given context. Any person assumes 
a normative attitude, besides other reasons, due to her values and the 
rules she endorses. Yet, despite these caveats, we can say that norma-
tive attitudes help illuminate what rules are and how they work.

What do these observations about rules tell us? First, they are not 
simply here. They have to be kept alive by our normative attitudes. 
From this follows that they never have a completely defi nite shape. We 
have to keep them alive by our attitudes all the time. Though we speak 
of rules as something that holds, they are rather dynamic entities that 
have to be resuscitated all the time. It is also in abstraction from nor-
mative attitudes that we can petrify them and see them as static. Such 
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an idea probably has its role and is at least a useful fi ction, yet in real-
ity, we cannot detach the rules from normative attitudes. This entails 
both that they are not defi nite and that they are dynamic. 

As far as their dynamic nature is concerned, we can say that the 
rules are always developing and changing. Even what can be adequate-
ly described as remaining the same requires our activity and does not 
come from itself. Every rule enters into new contexts and every applica-
tion thus contributes something to its content. This does not mean that 
we cannot in practice, distinguish between establishing the content of 
a rule and its application, but from a deeper perspective, these two 
activities cannot really be separated. The content of the rules points 
to and partly determines their correct application to specifi c cases. But 
also, the application to specifi c cases gives the rules real content. The 
dependence is mutual.

This dependence of rules on normative attitudes also means that 
they are bound to remain indefi nite, besides being dynamic. Not that 
we cannot disambiguate, but this can be only partial. In some sense, 
neither dynamicity implies indefi niteness nor the other way round. 
Theoretically, one could imagine both the situation that a rule would 
be dynamic and fully defi nite and the opposite, namely, a static yet 
indefi nite rule. I, nevertheless, maintain that rules are both dynamic 
and indefi nite.

Let us imagine a rule which would be dynamic yet defi nite, namely 
by constantly moving between some specifi c shapes A and B. Why does 
this not happen and rules are both dynamic and indefi nite? Because 
new contexts, as I already argued in section 3.3 reveal that some of the 
applications have not been established yet. Just think of the example 
with dogs and lungs. Furthermore, there is no way to overview all the 
normative attitudes, which constantly might push the rule in some di-
rection unthought-of previously. Ultimately, I claim that a completely 
defi nite rule does not make sense in a similar, though less obvious, 
way as the notion of a round square. Of course, some aspects of rules 
can return, yet in a new context, the return is then imperfect. There is 
something new added, and therefore we do not fully grasp the shape 
to which we return. Not all modifi cations of rules are radical, let alone 
interesting. But still, we cannot fully fathom where the dynamic will 
go in advance.

And why cannot a rule be still the same and in addition to that stat-
ic and still indefi nite? As I indicated, the normative attitudes appear-
ing in new contexts just force the rule to move. This is partly because of 
the necessity to accommodate the attitudes, to bring them into the one 
fl ow. Furthermore, although the indeterminacy cannot be fully done 
away with, we often tend to remedy it. Therefore, the indeterminacy 
forces specifi cations and disambiguations that typically give birth to 
new generations of indeterminacies.

We see that rules are not simply and without further ado determin-
able and available. They have a very special modus essendi, and, as 
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such, cannot be fully identifi ed with any formulation, we can provide. 
A formulation thus does not truly make the rules explicit as they are 
because there is no fact of the matter as to their exact shape. Rules, 
therefore, have a very specifi c, fl uent identity. Questions about where 
one rules ends and another begins are often meaningless. Or, more cau-
tiously put, one can with equal right say that we have replaced one rule 
with another, just as we can say that the same rule has developed. And 
if rules have this specifi c fl uent identity, so have meanings constituted 
by rules of a specifi c kind, namely by inference rules.

This lesson about the never vanishing indeterminacy is nicely re-
vealed by Wittgenstein in his musings on rule-following. As there is 
no determinate way to continue a given number series and as there 
is nothing to effectively bar deviant interpretations of rules such as 
Kripke’s quaddition, the rules indeed are always in the making. Read-
ing Wittgenstein, we may be unsure whether he speaks only of the 
complications of getting to know what shape the actual rules have or 
whether he doubts even the determinacy of the way the rules are. As 
should be clear, I endorse the second, stronger reading. As it is stron-
ger, asserting it also means asserting the weaker, epistemological in-
terpretation.

Now applying these lessons to meanings, which are constituted by 
inference rules, we see that they are in the same way indeterminate 
and dynamic. Of special help is the observation made by Jaroslav Per-
egrin about what we do when we describe a meaning. When we say 
that a given word means this and that, it is a special speech act, to use 
Austinian terminology. It has to capture the actual usage and in this 
respect it is simply descriptive, yet at the same time, it typically also 
endorses the very usage. By making such a statement, we encourage 
the others to use the expression described. This again points to the fact 
that meaning is never simply here.6

Quine and Davidson also hint at the indeterminacy of meaning. 
Putting aside the differences between these two authors, both radical 
translation and radical interpretation7  show us that meaning remains 
indeterminate. The indeterminacy can be seen as irrelevant in their 
story of a fi eld linguist wondering how to interpret the unknown word 
gavagai,8 yet that would be too hasty a conclusion. The radical inter-

6 Peregrin presents his insight on pages 84 and 85 of Peregrin (2014). The notion 
of the speech act was, of course, introduced in Austin (1962).

7 Radical translation is introduced in Quine (1960), while radical interpretation 
is introduced in Davidson (1973).

8 The tale of the fi eld linguist and gavagai is also from Quine (1960), chapter 
two. To remind ourselves, the linguist is trying to understand a language completely 
unknown to him or her. Furthermore, the language does not resemble any language 
the linguists has encountered so far. Therefore, she can rely only on the immediate 
evidence of overt behavior of the community speaking the new language. Now, 
suppose that the word ‘gavagai’ is used always in the presence of rabbits. Then 
it probably means rabbit. Nevertheless, Quine observes that even such a simple 
case cannot be made conclusively. Maybe the word means rather ‘an undetached 



80 P. Arazim, Identity of Dynamic Meanings

preter cannot use other clues besides the overt behavior of community 
members or, to be more faithful to the scenario, the tribe. The meaning 
thus observed necessarily oscillates between more shapes, so that gav-
agai  can be both a rabbit or merely an undetached part of a rabbit. In 
this specifi c context, these differences are immaterial and they do not 
prevent the interpreter from eventually starting to speak the language 
and thus enter the linguistic community. Yet this does not mean that 
the indeterminacy was a mere illusion. It should neither be overrated 
nor underrated. If we want to hold the meaning fast, it always glides 
away.

4.1 Is there a stable core?
Probably many would agree with seeing language as essentially dy-
namic, yet would be tempted by the idea that every meaning or at least 
some meanings must have a stable core that is not subject to change. 
In the inferentialist framework, this would correspond to the view that 
although many inferential links between statements can change, some 
have to remain the same. Peregrin (2014: section 3.6) comes close to 
this when he distinguishes between meaning constitutive inferences 
and merely accidental inferences. I believe that meanings, in general, 
do not have stable cores and that we also cannot make the distinction 
Peregrin does. Let me explain why.

What speaks in favor of reckoning with a stable core of meanings? 
Meanings must be, to a degree, stable because otherwise, we could not 
communicate. So much is true, but I believe it is enough if we allow 
for only relative stability. Some aspects of a given meaning are more 
central, and therefore the rules which constitute them would be more 
sorely missed. An example from logic can illustrate this. Although the 
law of the excluded middle is very important in logic, intuitionists have 
shown that it is possible to have a logical system that lacks it. Now, 
one might think that other laws are more fundamental, such as the 
elimination of conjunction, i.e., the law that states that each conjunct 
follows from conjunction. Would it even make sense to call an expres-
sion conjunction if it did not follow this rule of inference? It does not 
seem probable, but we cannot know all the contexts we will get into. 
Russell (2018) comes up with counterexamples for the elimination of 
conjunction. Of course, one is free to doubt the cogency of those coun-
terexamples, but the possibilities to cast even this rule into doubt can 
hardly be blocked.

Speaking about the meanings of sentences, Recanati (2003: 64), 
considers whether we need what he calls the minimal proposition. His 

part of a rabbit’ or ‘the time slice with the occurrence of rabbits’ or something else, 
related to ‘rabbit’, yet different from it. It is part of Quine’s point that although 
these alternatives are not the same and there is therefore a genuine dilemma for 
the linguist, the differences between them might seem as good as irrelevant for most 
purposes.
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background philosophy is different from inferentialism, but he still 
speaks of a structurally similar problem, namely whether meanings 
must have immutable cores. And he concludes that it is not clear what 
positive roles they would play. He gives an example of a mother who 
tells her child who is crying after a minor injury, ´You are not going 
to die.´ Taken literally, the mother would be proclaiming the child im-
mortal. But obviously, her utterance is not meant to mean that and this 
meaning typically would not even occur to the child and would play no 
role in their exchange.

Furthermore, drawing any such line would not only go against the 
way language works but would also be very arbitrary. Who is to decide 
what would belong to the core and what not? Such an arbitrary step 
should be omitted if it is not necessary. And in this case, I believe we 
do not need it to secure some language stability. This is because it is 
enough when the stability is only relative and not absolute. Although I 
am sympathetic with much of inferentialism, my rejection of the notion 
of a stable core of meaning and the emphasis on the constant develop-
ment of meaning make my position differ somewhat from inferential-
ism of Brandom and Peregrin.

And let us not forget that meaning is inherently holistic accord-
ing to (by far not only) inferentialism.9 Meanings are what they are by 
their relations to other meanings and therewith to the whole of lan-
guage to which they belong. Then, the same has to be the case for rules 
that constitute meanings. Therefore, the idea that some inference rules 
could be given up while others could not be is very problematic. Imag-
ine that a sentence A would obey fi ve inference rules a, b, c, d and e.10 
Now, let us say that, according to the core theory, we can eliminate 
just the rules d and e, but not a,b and c. But a,b and c are what they 
are also partly due to their relation with d and e. The rules a, b and 
c cannot play the role they normally play when they cannot be paired 
with d and e. And in this role consists what they do and what they are. 
Therefore, we cannot speak even of keeping the fi rst three rules in such 
a simple manner. The identity criteria of rules, just like meanings, are 
very elusive and tricky.

5. Meaning as constituted only in a particular conversation
Davidson was led by the phenomena described or very similar ones to a 
conclusion that might be even more radical than mine. Let us examine 
his ideas and to what degree we can adopt them. After the period that he 
dedicated mainly to the idea of radical interpretation, Davidson turned his 
attention to the specifi cs of individual conversational situations.

9 And I believe that this holism is inevitable. Nevertheless, arguing why it is 
preferable to its possible alternatives, would go beyond the scope of this paper.

10 From my overall treatment, it should be clear that I do not believe that it is 
ever possible to exactly enumerate all the rules that a given sentence obeys. This is 
therefore indeed just a thought experiment.
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In his famous Nice derangement of epitaphs, Davidson pays atten-
tion to the phenomenon of malapropism. We can understand each other 
despite mistakes we make when speaking or writing. Such a mistake 
can even be systematic and never corrected by the speaker, yet still, we 
can manage to understand each other. So much can be readily acknowl-
edged but Davidson seems to draw too strong a conclusion from this 
observation, namely that there is no such thing as a language:

I conclude that there is no such thing as a language, not if a language is 
anything like what many philosophers and linguists have supposed (David-
son 1984: 446).

There are two basic ways of reading this statement. Either we can be 
led to conceive of communication as something that, completely ad 
hoc, happens only between specifi c agents here and now, and therefore 
there is no such thing as meaning shared in a linguistic community. 
Or we can choose a more careful reading, namely that meaning has a 
different character than is usually conceived and that the specifi c situ-
ations of the speakers play a much more critical role in the constitution 
of meaning than one might think.

I choose the second option because there is hardly an explanation 
of how we can understand someone committing a malapropism besides 
claiming that the speaker in fact almost conforms to the general rules. 
The guesswork that includes empathy and openness towards others 
would be hopeless if it could not be embedded into the shared practice 
and the rules that constitute language. Far from revealing the unim-
portance of general rules, our capacity to communicate despite mala-
propisms rather bears witness to their importance. But still, it shows 
that rules do work in a more sophisticated manner than one could na-
ively suppose.

We must admit that language has to be considered differently, as 
something less static. A specifi c situation can indeed bring a lot about 
how we understand each other. It would be tempting to say that what is 
specifi c for a given situation does not concern meaning itself but rather 
how we manage to grasp it in a given context. Such a remark is not 
entirely illegitimate but there hardly can be a fi rm line between what 
indeed belongs to language and what only belongs to a given situation. 
Taking such a boundary all too seriously would ignore the lessons we 
learned from Quine (1951) and others a long time ago about the unten-
ability of the fi rm distinction between analytic and synthetic statements 
and truths. Indeed, this strategy of explaining Davidson’s insights away 
would amount to claiming that what is specifi c about understanding 
each other here and now is that we have to gain the synthetic knowl-
edge, the lack of which might prevent us from grasping what the other 
person means. It would also come close to endorsing some inference 
rules as meaning constitutive, which is a position I have already argued 
against. Every inference rule is, to some degree, meaning constitutive. 
But every rule is also revisable. When we communicate, we understand 
that language is dynamic and relative stability is enough for us.
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Here I again agree with Recanati (2003), who endorses contextual-
ism as an alternative to literalism. In any real conversation, we have to 
heed to its specifi cs and thus pragmatically modulate our understand-
ing of what is said. Meaning is thus created during the conversation. Of 
course, we enter every conversation somehow prepared and have some 
idea of which rules hold and what specifi c expressions typically mean. 
But no cogent boundary can be drawn between the pragmatic modula-
tion and what it modulates.

The refusal of the stable core also means that the contexts are not 
wholly available to us in advance; we cannot evaluate the specifi c situa-
tion as forming a context for which we have antecedent rules. Although 
what we know already is an essential guide in the new context, this 
context is radically new and its rules have to be formed yet. In this 
way, the notion of ambiguity as the list of possible meanings of a given 
expression is not fortunate. In advance, we have a tentative list of pos-
sible meanings that are to be revised continually. And every expression 
is, in this sense, ambiguous that its meaning can modify. The general 
notion of ambiguity thus fails to delimit a specifi c set of expressions.

5.1 What one means
Davidson (1984) frames his account in terms of how we manage to 
guess what our interlocutor means. It would be futile to refute the obvi-
ous, namely that when speaking with someone, we try to fi nd out what 
our interlocutor has in mind. It is quite common for us to ask the others 
what they mean and treat them as those who bear the meaning hidden 
inside them and are trying to convey it to us.

But caution is necessary from the very beginning of this debate. In 
fact, putting too much weight on what is inside a given individual ren-
ders the debates about meaning impossible. Only if we consider what 
the interlocutor means as somehow accessible to the others, can we res-
cue the intelligibility and rationality of the account. But furthermore, 
even if somebody can be in a specifi c state of mind when uttering a sen-
tence, this does not mean that the state of mind determines what the 
sentence means. Not only what it means in general but even what it 
means in his or her mouth, in the specifi c situation. It is quite common 
that we only subsequently discover what we actually expressed when 
we said this and that. The meaning continues being created and formed 
in the course of the conversation. It would be misguided to think of it 
as something that was ready from the very beginning and only had to 
be transmitted.

The specifi c state of mind of the speaker certainly plays a role in a 
specifi c conversation, yet it does not determine what the specifi c utter-
ances of the speaker mean. My account is thus rather far away from 
psychologism. Having something on one’s mind and intending to say 
something is only a preparation to begin the linguistic interaction and 
therewith also to let any meaning come into play. From a certain point 
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of view, this is quite an obvious observation, yet identifying meaning 
with what one merely means contradicts this very platitude.

5.2 Modifying meaning
The Davidsonian insight that meaning is constituted only in a specifi c 
conversation thus has to be taken with great reserve. Yet it can help us 
start describing the mechanism of how meaning changes and how we 
can start such a change. This was undertaken by Ludlow (2014) and a 
very good summary can be read in Drobňák (2017). In order to initiate 
a change of meaning, it does not suffi ce to start using a given expres-
sion differently than people use it normally. You also must have a cer-
tain authority in the community and the modifi cation you are pushing 
forward has to be reasonable in some ways. Typically, you should be 
able to provide arguments in favor of this change.

My account emphasizes the dynamic side of meaning but its stabil-
ity must also be appreciated. Changing meaning is no simple affair and 
cannot be done by simple fi at. By far, not every conversation that peo-
ple have leads to groundbreaking changes in how we use our language. 
Lots of changes instead need an inspiring charismatic personality to 
realize them. It can be a politician who starts using an old expression 
in an inspiring new way or coins an altogether new expression; it can 
be a popular singer or a genius author such as Shakespeare. Some of 
the changes might be seen as fortunate, others can be harmful but we 
will not examine how these can be distinguished. At any rate, what any 
such modifi cation brings can hardly be foretold before it actually begins 
to function and live in the community.

6. Elusive meaning
Although it is very important that we can decide to change the mean-
ing of an expression under appropriate conditions, I focus rather on a 
different phenomenon. Namely, that meaning that can never be fully 
explicit is never fully in our hands. It is always unstable and tends 
to change automatically as we use it. Such a spontaneous change can 
take a long time to happen, lots of individual dialogues it is featured in 
bring gradual and imperceptible modifi cations until we realize that a 
qualitative change has occurred. At least, when we succeed in making 
this change explicit.

The fact that meanings are never fully explicit and thus never fully 
in our hands should not be treated as a passing observation but as a 
fundamental feature. Only in this way can language live with us in 
the constantly changing world. This also differentiates my view of lan-
guage and meaning from Ludlow (2014) and Cappelen (2020). Both 
these authors share my general attitude regarding language as dy-
namic. Nevertheless, from my point of view, they regard language as 
too much in our control. I, in contrast, believe and will yet illustrate 
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in the next section, that we in many ways do not decide what is cor-
rect and what is not and that, therefore, language is in an important 
way independent of us. Ludlow speaks a lot of how we negotiate the 
meanings of expressions in a given conversation, while Cappelen in a 
related manner speaks of conceptual engineering. This means that we 
can improve our concepts by attaching pragmatically better meanings 
with our expressions. I do not doubt that we negotiate about what we 
mean in a given situation, as I witnessed by my sympathies for David-
son who went in a similar direction. I also do not doubt that we can try 
to change the meanings of our expressions and have good reasons for 
it. But nevertheless, meaning is, in my view, dynamic even if we do not 
actively try to change it.

I shall illustrate this difference in the next section. I believe it can 
be instructive to understand language and individual expressions as 
living beings. A closer illustration of what this can mean is provided in 
the philosophy of Henri Bergson.

6.1 Bergsonian meanings
Before presenting how Henri Bergson can help us understand rules 
and meanings better, we will have to review some of the basic tenets of 
his overall philosophy, though very briefl y. Bergson considers reality to 
be fundamentally dynamic and living. He considers movement as the 
veritable foundation of all we experience, although we tend to overlook 
it and consider it as secondary in an essentially stable world.11

According to Bergson, movement is a fundamental happening in the 
world and is irreducible. When observing a given object moving from 
point A to point B, we can describe the positions between them which 
it successively goes through but the movement itself is something over 
and above these mere positions, indeed it is even something completely 
different. Reducing it to these positions amounts to banishing move-
ment from the picture altogether. When we consider one of these posi-
tions occupied or one of the stages of the movement, we in fact abstract 
the movement from our consideration and render the moving object 
stable. The temptation to do so is, among other things, an important 
source of Zeno’s paradoxes. Concerning the arrow paradox, we indeed 
conceive the fl ying arrow as motionless when we consider it in the in-
dividual positions. By the same token, Achilles can never surpass the 
turtle in the race. At least when we think of the positions occupied dur-
ing the movement or stages of movement rather than of the movement 
itself. That is, when we falsely try to reduce movement to its stages 
which are static phenomena.

11 I am only giving a sketch of these basic Bergsonian motives. A good introduction 
to them is Bergson’s fi rst major work, Bergson (1889).
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A dynamic phenomenon that Bergson pays particular attention to 
is consciousness. We tend to see it as a succession of certain states, be 
they emotional or intellectual. Though, such a conception is a distor-
tion, as consciousness is essentially a fl ow. Even what seems to be re-
maining in the same state is a kind of movement.12

We tend to take a misguided perspective on dynamic and living phe-
nomena because we misconceive time. Science understands time as a 
further dimension of space and thus neutralizes it. Space is the locus of 
homogeneity and stability, while real, original time, which Bergson calls 
durée, is characterized by heterogeneity and a dynamic structure. It is 
unpredictable what will happen, and the new is bound to be radically new.

In this way, I believe, we should also consider language to be a liv-
ing phenomenon. But why does it happen that we tend to disrobe real-
ity of its dynamics? According to Bergson, it is no simple mistake, from 
a certain point of view it is a reasonable way of coping with reality. In 
this way we consider reality to be something predictable and stable and 
thus can much better plan our actions and predict their outcome. Such 
a utilitarian perspective is indispensable but should at the same time 
not be considered as absolute and to be the only one.

As it can render our lives more agreeable, it can also fl atten and 
make us forget who we are and what language itself is. In the case of 
meaning, which is our topic, it causes us to see it as a ready, static and 
dead thing. But we have seen arguments as to why meaning cannot be 
fully explicit and thus in our control and change only if we decide to 
change it.

This by no means amounts to advocacy of linguistic anarchy. Clear-
ly, there are rules and I believe inferentialism reveals much about the 
meaning and what it is. Yet those rules are much more fl uid than they 
might seem and this should not be ignored or abstracted from. And the 
line between breaking these rules and inventing new ways in which 
our language can function is also very unclear and unstable. Enrich-
ing inferentialism by this Bergsonian element leads to what might be 
called dynamic inferentialism.

Bergson (1932) speaks of two ways our rules can force themselves 
on us, one being coercion, the other aspiration and élan.13 The fi rst force 

12 Bergson’s account of consciousness thus radically differs from Hume’s bundle 
theory of the self from Hume (1738).  Bergson’s position is succinctly formulated 
in this quote Bergson (1907: 11): “Il est commode de ne pas faire attention à ce 
changement ininterrompu, et de ne le remarquer que lorsqu’il devient assez gros 
pour imprimer au corps une nouvelle attitude, à l’attention une direction nouvelle. 
A ce moment précis on trouve qu’on a changé d’état. La vérité est qu’on change 
sans cesse, et que l’état lui même est déjà du changement.” [Translation, p. 2: But 
it is expedient to disregard this uninterrupted change and to notice it only when 
it becomes suffi cient to impress a new attitude on the body, a new direction on the 
attention. Then, and then only, we fi nd that our state has changed. The truth is that 
we change without ceasing and that the state itself is nothing but change.]

13 Bergson (1932: 53): “Dans la prèmiere, l’obligation represente la pression que 
les éléments de la société exercent les uns sur les autres pour maintenir la forme 
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mainly serves to preserve and conserve the rules we have, the other 
serves to give them new life. We need both these and both should be 
reckoned with if we want to understand how language works. There-
fore, the identity of a meaning of a given expression cannot consist 
merely of a set of rules, although such a set is an important ingredi-
ent. The other essential ingredient is the irreducible movement. This 
movement does not break the identity of a given meaning, it rather 
necessarily belongs to it. By movement and change, we are not obliged 
to speak of a different meaning. The irreducibility of movement to its 
stages, no matter how fi ne grained such a reduction would be, entails 
that meaning of a living expressions cannot be reduced to many precise 
meanings. This is because the precise meaning is an illusion caused 
by forgetting the dynamism which is always present. My account thus 
differs, as I already noted, from plurivaluationism of Sud (2020) which 
claims that we typically speak many precise languages at the same 
time. Such a perspective can be useful but we also need the opposite 
perspective, namely that we typically speak one, though dynamic and 
living language.

7. Making meanings explicit and caring about language
Besides inferentialism, Brandom is also a proponent of the related idea 
of logical expressivism. As we already know, inferentialism considers 
inference rules as constitutive of meaning. At the same time, Brandom 
himself admits that these rules are often not explicit. I agree, though 
I argued that in a strict sense no meaning is ever fully explicit, indeed 
the very idea of a fully explicit meaning is misguided.

Logical expressivism claims that logic with its vocabulary is here 
to make the inference rules explicit. Let us come back to our example 
of inferring that Rex is a dog from his being a dachshund and further 
inferring that he is a mammal. These inferences are correct due to the 
rules stating that every dachshund is a dog and that every dog is a 
mammal. These rules are rendered explicit due to the logical vocabu-
lary, such as the word every.

I believe that when Brandom considered logic as a tool for making 
inference rules and therewith meanings explicit, he was on the track of 
an important idea. But it should be added that the meaning cannot just 
be rendered explicit as it was because we modify it slightly by render-
ing it explicit. It is valuable to express the inference rules that regu-
late a given expression and try to express them continuously with the 

du tout... Dans la seconde, il y a encore obligation, si l’on veut, mais l’obligation 
est la force d’une aspiration ou d’un élan, de l’élan même qui a abouti à l’espèce 
humaine.” [Translation: In the former, obligation stands for the pressure exerted 
by the elements of the society on one another in order to maintain the shape of the 
whole... In the second, there is still obligation, if you will, but that obligation is the 
force of an aspiration or an impetus, of the very impetus which culminated in human 
species.]
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actual usage. But any such expression at least stabilizes the meaning, 
impedes its natural movement. That is already a change of the mean-
ing as it was before. Therefore, there is nothing as pure expression, free 
of any modifi cation of what it expresses.

Indeed, logic with its vocabulary and language in general is, among 
other things, a force of stabilization, even rigidization. This is the light in 
which Bergson typically characterizes both language and logic. As insti-
tutions that not only describe the world as stable but even render it such. 
I am proposing to extend the Bergsonian appreciation of the dynamics of 
the world we live in even to language and consider it a dynamic, living 
entity constituted by the normative attitudes of a given community.

When we make a rule explicit, we act as if this rule was a ready and 
fi rm part of the meaning we just brought to the fore. Yet we also help to 
render it valid. Making rules and therewith meanings explicit is thus 
not just theoretical observation of the meanings and how they are but 
rather a specifi c form of interaction with them. Such an interaction is 
an important part of our freedom concerning language and it is correct 
to take advantage of that.

On the other hand, it should be acknowledged that clear-cut mean-
ings are chimerical and that meaning is always dynamic and to some de-
gree elusive. The search for full clarity is thus misguided and we should 
treat language with due respect, which also means acknowledging that 
it always partially escapes our control. That is the reason why it is such 
a fascinating thing and it would be a great pity if it were otherwise.

Let me note that classical inferentialism of Brandom or Peregrin 
does leave some space open for the dynamic character of meaning but 
it is not enough in my view. Indeed, Brandom acknowledges that mean-
ing is partly perspectival.14 Peregrin (2014: 51) notes that when some-
one says, “The man over there left the room with blood on his hands,” 
then clearly, someone who believes that the person is a doctor who 
has just fi nished an operation understands this sentence differently 
than someone who thinks that a murder is being described. But on 
this view, we still have to choose from a completely fi rm and stable 
basis of inference rules and apply those that suit the given context. 
When a given sentence is paired with one set of premises, it enables 
us to judge something different than when it is paired with a differ-
ent set. But this is just an illustration of the point that meanings are 
constituted by inference relations rather than somehow intrinsic to a 
given expression. This point might be seen as a good fi rst step of infer-
entialism towards understanding meanings as live and dynamic but a 
much longer path has to be undertaken to make inferentialism indeed 
appreciate the true dynamics of meaning. On the view presented here, 
it is not only the choice of relevant inferential relations that has to be 
taken into account but rather the fact that these very relations change 

14 See Brandom (1994: 594–597), where he discusses how meanings can be both 
perspectival and objective.
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their character and develop. As I already said, the notion of inferential 
potential, IP, is a good model but should not be taken all too literally. 
IP only gives us an idea of what gets changed and modifi ed all the time 
when language is used.

 Conclusion
We started by considering the identity of an expression or its mean-
ing. We did this in particular using the idea of an expression that is 
ambiguous concerning its meaning. This idea is naturally paired with 
its opposite, that is with the idea of an expression to which just one 
clear meaning is associated. Meaning and its identity are more compli-
cated than expected, as should be abundantly clear from the course of 
my considerations. Rather than being associated with a specifi c set of 
rules or with a specifi c shape, the meaning is constituted by its history. 
Rather than being a thing, it is a happening, a process. And as such, it 
hardly possesses any clear criteria of identity. Maybe one could speak 
of dynamic criteria of identity for dynamic expressions, in line with 
dynamic inferentialism. The dynamic and indeterminate criteria of 
identity of meanings is mirrored by the criteria of identity of contexts, 
which possess the same characteristics.

Understanding an expression thus amounts not so much to readi-
ness to give a satisfactory defi nition, although it can be manifested by 
such a readiness, but rather by the ability to participate in the very 
happening which it is and its history. It also amounts to taking a cer-
tain responsibility for how we use the expression and develop it in the 
new contexts that both we and the expression in question enter into. 
It should also be clear that if the notion of defi nite meaning has to go, 
then so does that of ambiguity, which is just its reversed side. Or at the 
least, it needs to be rethought anew.

It makes perfect sense to characterize a given expression as am-
biguous, as contrasted to the tidier ones in specifi c cases and contexts. 
Sometimes, it is also meaningful to consider such expressions problem-
atic. But this is a perspective of a more practical linguist. From a philo-
sophical point of view, ambiguity pertains to all expressions, though in 
variegated ways and degrees. From my point of view, the notion of am-
biguity is therefore not very useful, as it is a feature of all expressions 
and thus does not delimit an interesting class. However, it points to the 
necessity of regarding every meaning as a dynamic and living entity.
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According to higher order (HO) theories of consciousness, a mental state 
is conscious when there is a HO state about it. However, some HO states 
do not seem to be about other existing mental states. It is possible to 
resolve this problem since targetless HO states resemble HO states that 
misrepresent but the assumption that HO states always target other ex-
isting mental states is at odds with the theory since HO states are not 
only necessary but also suffi cient for phenomenal consciousness accord-
ing to the theory. Given the suffi ciency of the HO states for consciousness, 
there is a need to understand the emergence of HO states as a non-ran-
dom phenomenon to avoid the diffi culties caused by targetless HO states. 
I suggest it is possible to develop such an understanding by thinking of 
HO states as predictive states in accordance with the predictive process-
ing theory of the mind.

Keywords: Consciousness; higher order theories; empty higher or-
der states; predictive processing.

Introduction
According to higher order (HO) theories of consciousness, a mental state 
is conscious when its subject is aware of it in a suitable manner. Among 
different accounts of this awareness (see Gennaro 2004 for an overview), 
one view states that the awareness involves a mental state that is distinct 
from the mental state one gets to be aware of. For instance, according to 
Rosenthal’s (2005) higher order thought (HOT) theory, a mental state is 
conscious when its subject is aware of the state by way of having thought 
about it. The mental state one gets to be aware of is the target state or the 
lower order (LO) state and the thought about it is the HO state.
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It is important to note that according to the HOT theory, HO states 
are not only necessary but also suffi cient for phenomenal conscious-
ness. I will refer to this as the suffi ciency principle. Accordingly, the 
subject does not necessarily have to be in some LO state for the HO 
state to represent its subject to be in that LO state. Also, even if the 
subject is in some mental state, it does not necessarily follow that she 
will be phenomenally conscious of it in the absence of a HO state. This 
“division of phenomenal labor” between the LO and the HO state has 
been a source of criticism directed at HO theories.1

Higher order states may accurately represent the mental state that 
the subject is in, or misrepresent it, or represent the subject to be in 
some mental state that she is not even in. Criticism of the division of 
phenomenal labor is particularly powerful in this last case, viz., the 
case of empty HO states where there is a HO state without a target 
state (see for instance the discussion between Block 2011a, 2011b, 
Rosenthal 2011 and Weisberg 2011a and 2011b). I refer to this criti-
cism as the empty HO state objection. In the case of empty HO states, 
there is an additional concern about which particular state is conscious 
in virtue of the HOT since the possibility of an empty HO state shows 
that the theory is committed to saying that subjects can be phenom-
enally conscious of mental states that they are not in.

Wilberg (2010) emphasizes this particular problem when he raises 
the question of which existing token mental state is conscious in virtue 
of the empty HOT and fi nds Rosenthal’s suggestion that the conscious 
mental state “… may be a merely notional state and may not actually 
exist” (2000: 232) to be in confl ict with the fact that his theory is a the-
ory of state consciousness, according to which consciousness would be 
a property of a  mental state token. Wilberg denies that consciousness 
is only a matter of appearance and consequently denies that when it 
seems a certain way to a subject then she must be in a conscious state. 
Otherwise, one would be forced to simultaneously say that the mental 
state token exists and does not exist in the case of empty HO states. 
The mental state token does not exist because the HOT is empty and 
it exists since it seems a certain way to the subject, i.e. it seems to the 
subject as if she is in a specifi c mental state. To remove this incoher-
ence, Wilberg’s account of empty HO states consists in what he calls 
the “no consciousness account” according to which a subject is not in a 
conscious state in the case of empty HO states.

Berger (2014) undermines Wilberg’s (2010) argument for incoher-
ence and reinstates the notion of consciousness as a matter of appear-
ance, more specifi cally as a matter of which mental state it seems to 
oneself to be in. Hence according to Berger, one’s awareness of a men-
tal state strictly speaking should be understood as one’s awareness of 

1 This critique of higher order theories was fi rst taken up by Byrne (1997) and 
then by Naender (1998), and Levine (2001). Later, others such as Kriegel (2003) and 
Mandik (2009) have addressed the same issue. The phrase “division of phenomenal 
labor” appears in Naender (1998).
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oneself as being in a mental state. As such, he argues that despite the 
terminology of state consciousness, the property of consciousness really 
attaches itself to individuals (2014: 831). Therefore, Berger says that 
there is no problem with empty HO states if consciousness is taken as 
a property of subjects and not existing mental states.

Block (2011a) makes a distinction between the ambitious and the 
modest version of HO theories and contends that when faced with the 
question of why putting together an unconscious pain with an uncon-
scious thought about it results in a conscious pain, the ambitious the-
ory must provide a meaningful answer since unlike the modest view it 
aims at an account of the nature of what it is likeness. He then argues 
that the HOT theory cannot achieve this because it abuses the notion of 
what it is likeness as can be seen in its response to the empty HO state 
problem. Block (2011a: 426)  says that “If what it is likeness is sup-
posed to matter in the same way whether it exists or not, that just shows 
that ‘what it is like’ is being used in a misleading way” (his italics).

Farrell (2017) argues that if empty higher order states are endorsed 
by HO theories, then one should deny that these theories account for 
what-it-is-likeness, and without such an account a theory of conscious-
ness is no longer an ambitious theory. According to Farrell, to under-
mine the problem of empty HO states and of misrepresentation for 
that matter, HO theorists adopt what he calls an occurrent reading of 
there being something it is like for the subject to be in a mental state 
(2017: 2748) and a loose reading of there being an occurrence of what-
it-is-likeness associated with a mental state (2017: 2750). According to 
these readings, there being something it is like for the subject to be in 
a mental state entails that there is an occurrence of what it is likeness 
associated with that mental state but the subject does not have to be in 
some mental state for there to be a what it is likeness associated with 
that mental state. Farrell then argues that neither of these readings fi t 
with our ordinary conception of consciousness based on the Nagelian 
defi nition and therefore HO theorists either would not really be re-
sponding to their opponents’ arguments in adopting these readings or 
they become non-ambitious theories of consciousness since they cannot 
provide an account of what-it-is-likeness.

Gennaro (2012) tries to resolve the issue by developing another ver-
sion of the HOT theory, viz., WIV (Wide Intrinsicality View) theory, 
according to which the HO state is actually a part of the lower order 
state and together they form a complex conscious state, hence the LO 
state is not numerically distinct from the HO state.

I contend that the empty HO state objection arises as a consequence 
of not taking the suffi ciency principle seriously enough and relies on 
the false assumption that a HO state must target a LO state. As Rosen-
thal (2000: 232) points out, the so-called LO state can be a non-existent 
or a notional state. However, the suffi ciency principle is not welcomed 
because there is not enough literature discussing the emergence of HO 
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states or how they may be related to LO states when and if they are 
related to them.2 Thus, the emergence of the HO states seems like a 
random phenomenon that further fuels the empty HO state objection. 
By providing some theory about the emergence of HO states, both the 
dichotomy between the LO and the HO state and the suffi ciency prin-
ciple would be better understood. While the HO theory that I focus on is 
Rosenthal’s HOT theory, most of the things discussed here are relevant 
to any HO theory where the HO state is distinct from the LO one.

In this paper, I fi rst discuss a way to undermine the empty HO state 
objection which relies on the arbitrariness between the empty HO state 
phenomenon and misrepresentation and then explain what is wrong 
with this approach. The right approach should be compatible with the 
tenets of the theory viz., the suffi ciency principle. This, I suggest, is 
possible by taking HO states to be similar to predictive states in accor-
dance with predictive processing theory of the mind (see Clark 2016, 
Metzinger and Wiese 2017). My purpose is not to develop a complete 
theory of the HO states as predictive states but only to pave the way for 
a theory of the emergence of HO states.

1. The so-called accurately represented targets, misrep-
resented targets and absent targets  
Consider the following examples according to which I am in a,
(1) LO mental state of seeing a green apple
(2) LO mental state of seeing a green ball
(3) LO mental state of seeing a red bowl
According to the HOT theory, it is possible for the subject to have a 
HOT with the content “I’m seeing a green apple” in all these cases and 
be phenomenally conscious of seeing a green apple. I follow Weisberg 
(2011a: 416) in calling a case like (1) veridical representation, (2) mis-
representation and (3) as involving a HO state with no target or an 
empty HO state.

Wilberg (2010) says that it is possible to understand cases of mis-
representation as cases where the target of the HOT does not exist. 
Similarly, Rosenthal (2004: 32) fi nds the “distinction between an ab-
sent target and a misrepresented target … arbitrary” and says,

Suppose my higher-order awareness is of a state with property P, but the 
target isn’t P, but rather Q. We could say that the higher-order awareness 
misrepresents the target, but we could equally well say that it’s an aware-
ness of a state that doesn’t occur. The more dramatic the misrepresentation, 
the greater the temptation to say the target is absent; but it’s plainly open 
in any such case to say either.

2 When it comes to the relation between HO states and LO states, Rosenthal 
(1993a) denies it to be causal and the best scenario is that of an accompaniment. 
This being the case, one wonders if there is any limit—and on what grounds to the 
way a HO may represent a LO state.
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One may then say that if misrepresentations are unobjectionable, so 
should empty higher order states be. However, I contend that this is 
not the right approach to defend the HO theory from empty HO state 
objection. While it may be tempting to resolve the issue about which 
token state gets to be conscious in the case of empty HO states by liken-
ing absent targets to misrepresented ones and thereby assigning tar-
gets to them, such an approach only reinstates the assumption that a 
HO state always targets a LO state. This would overlook the suffi ciency 
principle.3

The mental state the HO state represents its subject to be in may 
coincide with a certain existing LO state that the subject is in but this 
is neither a necessary aspect of the theory nor is it a necessary feature 
of the relation between the HO state and the LO state, assuming there 
is a relation. It is interesting to note that the so called veridical cases 
where the notion of ‘HO state targeting a LO state’ is perhaps the most 
powerful may also be redescribed in a way to involve misrepresenta-
tions. For instance, in the case of (1) the subject may be phenomenally 
conscious of seeing the apple’s color as a generic green rather than the 
particular shade of green the LO state represents the apple to have. 
The orthodox way of thinking about this is usually as a case of veridi-
cal representation where certain subtleties are lost in the HO repre-
sentation of the LO state. However, given the suffi ciency principle, it 
is just as reasonable to think of the HO state independently of the LO 
state. Similar to Rosenthal’s earlier suggestion one might say that the 
subject’s HO awareness is of a state with property P (generic green) 
but that the target isn’t P but rather Q (the particular shade of green). 
Hence one might suggest that there is a certain sense of arbitrariness 
concerning the distinction between veridically represented LO states, 
misrepresented LO states and absent LO states. While that may be 
true, it would be wrong to use this idea and contend that there are no 
empty HO states to undermine the empty HO state objection since the 
idea relies on the false assumption that a HO state must always target 
an existing LO state.

2. Randomness and empty higher order states
Resembling the empty HO state phenomenon to misrepresentation and 
thereby rendering the HO state non-empty reinstates the idea that a 
HO state must always target a LO state and therefore is at odds with 
the suffi ciency principle. If the suffi ciency principle is dispensable for 
HO theories, then the above approach might work but I don’t think it 
is dispensable. Hence the HO theorist needs to address why the suf-

3 I’m not suggesting that Rosenthal’s purpose (2004: 32) in the quotation above 
is to undermine the empty HO state objection based on the arbitrariness. Instead 
it should be understood as providing some clarifi cation on the notion of an absent 
target or an awareness of a state that doesn’t occur.
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fi ciency principle which is really at the core of the empty HO state 
objection is not welcomed.

As Gennaro (2012: 60) and before him Levine (2001: 108) have 
discussed,4 since HO states are suffi cient for phenomenal conscious-
ness, there seems to be no point of there being a lower order state, espe-
cially a numerically distinct one.5 The presence of an actually existing 
LO state is possible but neither necessary nor suffi cient for conscious-
ness and empty HO states stand out because they make the suffi ciency 
of HO states for consciousness more obvious.

Without articulating why and how HO states come about, an in-
evitable sense of randomness threatens the theory. The concept of an 
absent target makes this randomness obvious, while a misrepresented 
target promises a story about how the HO state is still about the LO 
state and fi ts better with our general understanding of mental lives 
by making them seem less random. It seems that this sense of ran-
domness fuels the empty HO state objection. Therefore, one could be 
tempted to argue that there are no genuinely empty HO states but only 
misrepresented targets. However, as mentioned before, I consider this 
at odds with the very tenets of the theory.6

If randomness is to be avoided and some theoretical background is 
to be provided for the emergence of HO states, I’d like to suggest that 
this is possible by incorporating the mental history of the subject into 
the emergence of HO states. While LO states may be a part of that 
history, they would not stand out in any special way in terms of their 
relation to the HO states.

I will not try to articulate in detail what the mental history of a sub-
ject refers to but it is meant to be the kind of thing that gives rise to the 
phenomenal differences between for instance Mary’s7 fi rst experience 
of seeing a red chair after leaving the black and white room and her 

4 Gennaro (2012: 60) says that one faces the question of “… what the point of 
having both a LO and HO state is if only one of them determines the conscious 
experience.” Likewise, Levine (2001: 108) says that “the fi rst-order state plays no 
genuine role in determining the qualitative character of experience.”

5 This is probably why Gennaro (2012) develops his version of a HO theory of 
consciousness, viz. WIV (Wide Intrinsicality View) theory according to which the 
higher order state is a part of the lower order state and together they form a complex 
conscious state, hence the LO state is not numerically distinct from the HO state. 
My purpose is to assess the empty HO state objection for theories where the LO 
state is numerically distinct from the HO state, not when it is a part of the HO 
state. Obviously, the question whether WIV is able to tackle the empty HO state 
objection while remaining to be a higher order theory is worth examining but I 
cannot undertake this task here.

6 Besides, even if absent targets are replaced by misrepresented ones, one still 
faces the question of why HO states would misrepresent their targets in this radical 
way or in what sense a HOT with the content ‘I’m seeing a green apple’ would still 
be about ‘perception of red bowl’ LO state.

7 Jackson’s (1986) example of the super scientist who is omniscient concerning 
physical knowledge and knows all about colors but was grown up in a black and 
white room and has never seen a colored object before.
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experience of the same red chair two years after she leaves the room. 
These differences, while taken for granted, are not addressed suffi -
ciently with the exception of Rosenthal (1991: 33-4, 2002: 413-4) who 
argues that one of the advantages of the HOT theory is in its ability to 
explain how one’s conceptual resources infl uence the phenomenological 
features of one’s experiences since the HO state is a thought.8

Consider the following example of the impact one’s mental history 
has on one’s consciousness. A woman is sitting in the lobby of a build-
ing, waiting anxiously to meet her long-lost brother. She is constantly 
checking the sliding doors that open to the lobby. Then a strong wind 
causes a plastic bag to fl y in. It is conceivable that being phenomenally 
conscious of seeing her brother, the woman gets off her seat to meet 
him and soon realizes it was just a plastic bag. Perhaps one might sug-
gest that given the ‘perception of the plastic bag fl ying in’ as the LO 
state, along with the desire to see the brother, the anticipation etc., 
the brain is in some sense forced to predict that her brother has ar-
rived resulting in the HOT ‘I’m in a mental state of seeing my brother.’ 
One might even suggest that this prediction is for the organism’s well-
being, for instance, to momentarily reduce the stress the subject suffers 
from. Hence even though the HO state is targetless, there is a certain 
background, a certain mental space in which this particular HO state 
comes about.

This is a direction in which HO theories may further be developed, 
viz., by providing an account according to which empty HO states arise 
for the organism’s well-being given its mental history. This would elimi-
nate randomness for two reasons. Firstly, empty HO states would be 
driven by a purpose. This purpose could be to sustain a certain level of 
equilibrium in the subject’s mental life by avoiding too much stress. It 
could be a reaction to the mental history of the subject. Just as blinking 
is a physical reaction to protect one’s eye when something gets close to 
it, empty HO states could be a mental reaction to protect one’s mental 
health under conditions where the subject needs to have an experience x 
even though she is not in that particular mental state x. Secondly, empty 
HO states would be grounded in some mental space rather than being 
randomly generated since they arise in relation to the subject’s history.

In fact, it is possible to think this way about HO states in general 
and not just empty ones. One way to do this is to think of HO states as 
the predictive states in accordance with the predictive processing theo-
ry of the mind (PPT) (see Clark 2016, Hohwy 2013, Metzinger and Wi-
ese 2017). Given the subject’s history, the HO state’s representation of 
its subject to be in some mental state would actually be a prediction of 
what the subject would be phenomenally conscious of. PPT emphasizes 
the constructive nature of mental episodes, such as perception and the 
top-down processing that is involved. Hence perception is not merely 

8 He gives the example of wine tasting, musical experience (1991: 33–4) and the 
experience of hearing the sound of an oboe (2002: 413–4).
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passive and stimulus-driven. Instead, it is active and also hierarchical. 
This top-down processing is not something that is effective only when 
sensory input cannot be relied on but it is essential to and constructive 
of perception. Put simply, the brain makes use of computational models 
in accordance with Bayesian inference as a computational method to 
make predictions about the external world that the subject is in and 
the possible causes of the effects that the subject is receiving informa-
tion about through sensory signals. A more dramatic way to put this is 
to say that the brain dreams in a world where dreaming is not random 
but very much controlled (Metzinger 2003: 52).

The next step, again put simply, involves the brain asking to itself 
if the prediction it’s made is correct. This is done by taking into account 
the sensory input and checking if there is a mismatch between the sen-
sory input and the prediction, provided that the sensory input is reli-
able. If the sensory input is not to be trusted, i.e., if it is too noisy or am-
biguous, even if there is a mismatch, the sensory input is undermined 
and prevented from being further processed. However, if the sensory 
input is reliable and there is a mismatch between it and the prediction, 
the computational model that the brain uses to make its predictions is 
revised to decrease errors in future predictions.

Given the suffi ciency principle and the relevance of conceptual re-
sources to one’s phenomenal consciousness in HOT theory, granted 
that the HO state is a thought, I contend that the HOT theory of con-
sciousness is the most compatible one with PPT since it allows for the 
top-down process that PPT endorses rather than a bottom-up process. 
Interestingly enough, the evidence for this lies in the phenomenon of 
empty HO states even though empty HO states are usually the source 
of an objection to HO theories, as discussed in the beginning. The simple 
fact that being in a conscious state does not necessarily involve being in 
that state in the HOT theory may be seen as evidence for the top-down 
process. Just as the sensory input in perception according to predictive 
processing is used to check if the prediction is correct, and therefore 
not initially essential to the prediction in the top-down framework, the 
mental state that the subject is in may be considered to be non-essential 
to the HOT about it but may later be used to check the accuracy of the 
HOT, that is if the subject is indeed in such a mental state.

So instead of the subject being in a mental state and there being a 
HO representation of that mental state the subject is allegedly in, which 
would be a bottom-up process, the HO representation can be taken to 
be a prediction of the mental state the subject would be in regardless of 
whether or not the subject is in that state. Hence technically, the HO 
representation would not be the representation of a LO state strictly 
speaking but a thought of a predictive nature about some LO mental 
state that the subject might be in, given the circumstances. And again 
in accordance with PPT, the next step would involve checking if the 
prediction is correct. In the example given above, since the subject does 
not see her brother in the moments that follow as she approaches the 
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doors, the prediction would need to be corrected. If empty HO states are 
typically taken to be rare or not to last long, this prediction-checking 
followed by a revision when needed would provide an explanation for 
the rarity or short duration of empty HO states. Another analogy that 
may be observed between PPT and HOT theories is that just as the 
predictions are not experienced as predictions by the subject, the HOTs 
are not typically conceived as thoughts that the subjects are conscious 
of having.9

This way of thinking about the emergence of empty HO states, or 
HO states in general calls for a change in our ordinary ways of think-
ing about consciousness which usually include a bottom up process of 
being in a mental state and then being aware of being in it. However, 
as Rosenthal (2004: 41) notes, consciousness is not actually about being 
in a state and being conscious of being in it. The fi rst part of this con-
junction is in fact somewhat irrelevant to the second part. Studies in 
predictive processing have paved the way for this top-down framework 
and there is no obvious reason to refute a similar framework in theories 
of consciousness. As Metzinger  (2003: 52) also says,

[A] fruitful way of looking at the human brain, therefore, is as a system 
which, even in ordinary waking states, constantly hallucinates at the world, 
as a system that constantly lets its internal autonomous simulational dy-
namics collide with the ongoing fl ow of sensory input, vigorously dreaming 
at the world and thereby generating the content of phenomenal experience.

Undoubtedly further work on how HOT theory of phenomenal con-
sciousness and PPT can be brought together is needed and for reasons 
discussed this seems to be a promising way to enhance our understand-
ing of the mind and of consciousness.
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Symbol Grounding Problem (SGP) (Harnad 1990) is commonly consid-
ered one of the central challenges in the philosophy of artifi cial intelli-
gence as its resolution is deemed necessary for bridging the gap between 
simple data processing and understanding of meaning and language. 
SGP has been addressed on numerous occasions with varying results, 
all resolution attempts having been severely, but for the most part justi-
fi ably, restricted by the Zero Semantic Commitment Condition (Taddeo 
and Floridi 2005). A further condition that demands explanatory power 
in terms of machine-to-human communication is the Non-Stupidity 
Condition (Bringsjord 2013) that demands an SG approach to be able to 
account for plausibility of higher-level language use and understanding, 
such as pragmatics. In this article, we undertake the endeavour of at-
tempting to explain how merging certain early requirements for SG, such 
as embodiment, environmental interaction (Ziemke 1998), and compli-
ance with the Z-Condition with symbol emergence (Sun 2000; Tangiuchi 
et al. 2016, etc.) rather than direct attempts at symbol grounding can 
help emulate human language acquisition (Vogt 2004; Cowley 2007). 
Along with the presumption that mind and language are both symbolic 
(Fodor 1980) and computational (Chomsky 2017), we argue that some 
rather abstract aspects of language can be logically formalised and fi -
nally, that this melange of approaches can yield the explanatory power 
necessary to satisfy the Non-Stupidity Condition without breaking any 
previous conditions.

Keywords: Artifi cial intelligence; symbol grounding; pragmatics; 
language; computationalism.
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1. Introduction
Artifi cial intelligence is as hot a topic as any during the last few de-
cades, with debates on it ranging from AI ethics to its development 
to whether it is achievable at all. Currently, a lot of progress is be-
ing made in the development and production of neural networks and 
machine learning systems, yet it would seem that those systems are 
still not much more than just increasingly sophisticated software on 
increasingly sophisticated hardware. The key difference between them 
and artifi cial intelligence is, well, intelligence. Here we reach a whole 
different debate: what exactly does it mean to be intelligent? There is 
an abundance of answers, or at least attempts at answering, but let us 
make it simple and agree that intelligence is inextricably linked with 
understanding – therefore, in order to be intelligent, a machine has 
actually to understand the data it is processing, and not just merely 
process it. And that is only the beginning in the long process aimed at 
achieving human-like intelligence or even superintelligence.

In this article, we will overview one of philosophers’ favourite ap-
proaches to making AIs understand their data – solving the Symbol 
Grounding Problem, which we shall introduce in the next section. We 
will study several proposed solutions, cherry-picking certain elements 
to comprise a strategy with a decent chance of success. Afterwards we 
will address the issue of whether any approach to grounding has the 
explanatory power as to how human-level artifi cial intelligence could 
be achieved and explain how this may be within our reach if we explain 
how complex features of language such as speech acts, metaphors, and 
humour may be grounded in simpler features (non-connoted sentences, 
words) that are in turn grounded directly.

2. Symbol grounding problem
The Symbol Grounding Problem was fi rst formulated by Stevan Har-
nad (1990) and is derived from John Searle’s (1980) Chinese Room 
thought experiment. Searle describes a room containing a vast number 
of monolingual resources in Mandarin Chinese, from dictionaries to 
encyclopaedias and novels. There is also an English-speaking man in 
this room who has no knowledge whatsoever of the Chinese language 
or writing. Next, we insert a paper page with a number of questions 
in Chinese that our man in the room must answer. Searle claims that 
with enough time (or processing power) he can fi nd corresponding pat-
terns of symbols in the available resources and copy the symbols that 
follow the question mark until the end of the sentence or paragraph. 
Then he outputs the paper with what are likely perfectly correct an-
swers. However, through this process, the man in the room never un-
derstood a single Chinese symbol he was looking up or copying and 
had no idea what the input questions or his own output answers were. 
This is analogous to how computers process data: they operate based 
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on an algorithmic script. When they receive an input X, they ‘look for’ a 
part of their code that says something like “if X then Y,” and output Y 
accordingly. Thus, when a command is typed into a computer and the 
computer performs this command, it does so without understanding 
what it just did, what the input meant, or what the output meant. 

Harnad (1990) says that symbol grounding problem comes in two 
forms, the fi rst of which is not unlike learning Chinese as a second lan-
guage, using only a monolingual Chinese dictionary, which is a rather 
diffi cult task. The second form is like trying to learn Chinese as one’s 
fi rst language using only such a dictionary – an impossible task. Since 
symbol grounding that we are talking about when speaking of AI is es-
sentially a form intended to ground a fi rst language, such learning is 
impossible. What we need are external (real-world) referents to which 
we can relate the symbols we are manipulating.

2.1. Approaches and conditions
Harnad (1990) himself proposes a representationalist approach to-
wards symbol grounding. The approach is based on the notion that the 
distal objects are projected onto the perceiver’s sensory surfaces when 
they are perceived via any available means, be it sight, hearing, touch, 
or any other sensory tool, and is drawn from the work of Shepherd 
and Cooper (1982). Harnad dubs these projections as representations 
and defi nes several kinds of representations that manifest throughout 
the process of transcription of distal objects into symbols within one’s 
mind as a symbolic system (for further details on mind as a symbolic 
system see Fodor 1980). When we are exposed to a particular referent 
in the outside world, an iconic representation of it is created; a group of 
referents with similar properties, in turn, yields categorical represen-
tation. Two cognitive mechanisms manipulate those representations: 
discrimination allows us to distinguish between different categories, as 
well as different tokens within a category; identifi cation lets us recog-
nise something in the outside world as a token belonging to a category. 
When related to a particular symbol (spoken/written word or such), 
the symbolic representation of a token or a category is formed. Regier 
(1992) attempts to recreate a similar bottom-up procedure by taking 
artifi cial agents equipped with cameras and presenting them with a 
number of photographs, which served as a base for him to teach them 
some basic two-dimensional spatial relations – the experiment was not 
entirely unsuccessful, but it seems apparent that it achieved only basic 
machine learning rather than grounding.

The approaches above are both cognitivistic; that is to say they be-
long in the group of approaches to various mind-related problems that 
distance themselves from agents’ behaviours and rather focus on un-
derlying processes within the mind that elicit said behaviours. How-
ever, neither of them yielded desired results, which some saw as bad 
news for cognitivism in symbol grounding in general. Ziemke (1998) 
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argues that this is because they are simply tagging things out there 
with prescribed symbols, and do not interact with them enough to be 
able to achieve grounding. Ziemke therefore proposes what he calls en-
active grounding. This approach is based on true interaction between 
the artifi cial agent and its environment, which calls for agent embodi-
ment, i.e., the agent must be given a physical form that allows it to 
interact as much as possible, therefore including visual, audio, and any 
other possible receptors. With such a system, it is also possible to arrive 
at behaviour emergence (a behaviour emergent from agent’s interac-
tions, independent from its source code or such), and, by extension, 
grounding emergence. Another example of an enactive approach is 
Sun’s (2000) approach, which mainly relies on phenomenology, claim-
ing that an agent has to be embodied to be in the world and to be able 
to make itself available for recognition in the world. Both of these enac-
tive approaches are facing the externalist trap, which is the reduction 
of agent’s behaviour to mere reactions to external factors in its envi-
ronment, placing the environment fi rst. If all behaviour of the agent is 
nothing but a reaction to outside stimuli, then the agent cannot be con-
sidered autonomous (Ziemke 1998). This is part of a more fundamental 
question of how exactly an artifi cial agent and the environment would 
interact, beyond the AI simply recording the environment and again, 
merely tagging things with symbols.

Enactivism has generally proven to be a rather popular approach 
within cognitive science and can be primarily described as a position 
that seeks to explain cognition and mental processes as a complex set 
of interactions between a living agent, its immediate environment, and 
the world in general (Varela, Thompson and Rosch 1991). According to 
these authors, enaction itself is the process in which a perceiving agent 
acts (either consciously or automatically) to the requirements of its en-
vironment and given situation. This basic form of enactivism is known 
as autopoietic enactivism, where autopoiesis refers to the process of 
self-maintenance and autonomy It is supposed to both present an al-
ternative to dualism in the sense that the distinction between mental 
and biological processes is almost eliminated, and the former seem to 
supervene on the latter, as well as distance itself from representation-
alism (Maturana and Varela 1992).

The notion of this distancing is better shown within the theory of 
sensorimotor enactivism, which claims that perception is an active, 
rather than passive process, where perceiving agents actively explore 
and intentionally seek to interact with the world. In those interac-
tions, they appeal to sensorimotor expectations about how objects in 
the world will change depending on the agent’s angle of perception, 
physical interactions with said objects, etc. (Noe 2004). These expecta-
tions are what then defi nes cognition, and are considered to be non-
representational, although it could be argued that they still demand 
some degree of mental modelling of the expected states of the world.
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Finally, theories of radical enactivism seek to eliminate representa-
tion altogether. Hutto and Myin (2013) for example go to great lengths 
to deconstruct various preceding views of cognition, including those 
found in autopoietic and sensorimotor enactivism, in order to explain 
them purely in terms of enaction and without any need for representa-
tion. Surprisingly, they arrive at the conclusion that representations 
can be avoided only on the level of basic cognitive and perceptual pro-
cesses, i.e., when dealing with concrete objects and concepts, and that 
complex processes such as language nevertheless need to rely on repre-
sentations to process abstractions and symbols in language.

These enactive approaches are therefore all still based in repre-
sentationalism. Although they seek to distance themselves from rep-
resentationalism, autopoietic approaches never claim they have done 
so entirely, sensorimotor approaches seem to revert to them at least 
partially when one considers how exactly “expectations” are mani-
fested in the agent, and radical approach admits it is only possible on 
rather basic levels. Theories of enacted cognition have great potential 
in pursuit of grounding in artifi cial agents as they complement embod-
ied cognition remarkably well, as well as present an adequate basis for 
(symbol) emergence, which we will mention later. Now, however, we 
shall return to our analysis of other various approaches.

Next to be explored is the functional model developed by Mayo 
(2003), where what Harnad considers categorical representations are 
interpreted in a functionalist sense. Every category is considered a 
set that contains functionally relevant elements. A single symbol may 
evidently therefore exist in several functional categories. Mayo claims 
that it is this very overlap in functions of one discrete symbol that 
characterises it as distinct from those who share some but not all its 
functions. These various representationalist approaches are important 
because newer approaches to the symbol grounding problem tend to 
return to representationalism at least in the early stages of the ground-
ing procedure. Still, we shall briefl y mention semi-representationalist 
and non-representationalist approaches as well.

One of the semi-representationalist is, for example, the physical 
symbol grounding problem, where a symbol is considered a physical 
form of what is represented. A semiotic symbol system consisting of 
form, meaning, and referent, is introduced; in that, the form is the 
physical tag of a symbol, the meaning the semantic content of the phys-
ical tag, and the referent is the “thing” in the outside world to which 
the tag applies. Artifi cial agents then attempt grounding through an 
imitation game consisting of speaker agents and hearer agents. The 
speaker agents vocally express the symbolic tag of the referent, while 
the hearer agents must fi gure out what it applies to. The idea is that 
the symbol (symbolic tag) is grounded in the hearer agent when it can 
accurately recognise the referent upon hearing the tag (without inter-
mittent mistakes) (Vogt 2002). Finally, non-representationalist mod-
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els entirely disregard representations’ role in the symbol grounding 
problem and instead fully rely on the interaction between the artifi cial 
agent and its environment.

A breakthrough is made by Taddeo and Floridi (2005), who review 
all signifi cant research on the topic since Harnad, fi nding that none of 
the approaches above, as well as numerous others we left out in this 
analysis, satisfi es what they call the Zero semantic commitment condi-
tion or Z-condition for short. The latter is formalised as follows:

1) No form of innatism is allowed; no semantic resources (some virtus se-
mantica) should be presupposed as already pre-installed in the AA; and
2) no form of externalism is allowed either; no semantic resources should be 
uploaded form the “outside” by some deus ex machina already semantically-
profi cient.
Of course, points (a)-(b) do not exclude the possibility that
3) the AA should have its own capacities and resources (e.g., computation-
al, syntactical, procedural, perceptual, educational etc., exploited through 
algorithms, sensors, actuators etc.) to be able to ground its symbols. (Taddeo 
and Floridi 2005: 423)

Most forms of approaches we described above rely on innatisms, which 
are indeed problematic for symbol grounding, but some merely rely on 
certain externalisms, that we will later argue can be sometimes justi-
fi ed in analogy to human grounding.

The same authors later (2007) establish their approach to symbol 
grounding that they claim satisfi es the Z-condition and brings one as 
close as possible to solving the problem in question. The fi rst principle 
they introduce is the Action-Based Semantics, which assumes that 
meanings are in their fi rst stage internal states of the agent, where-
after they trigger actions, which proves them to cause semantic emer-
gence in the agent (without innatism). The second principle is the divi-
sion of the agent into two machines that both communicate with the 
environment and each other, thereby allowing the agent to refl ect on 
its actions. This latter principle allows access to communication ca-
pacities, categorisation/abstraction capacities, and representational 
capacities within the agent, as well as access to feedback. The former 
principle provides a sensomotorical interactive approach, as well as an 
evolutionary approach and the satisfaction of Z-condition.

As successful as this approach may seem, Bringsjord (2014) empha-
sises that Taddeo and Floridi’s approach lacks the explanatory power 
as to how an artifi cial agent, functioning based on their design, could 
reach the level of grounding where it could communicate on the same 
level as a competent human speaker. Bringsjord invokes an example of 
a letter written by a girl to her boyfriend, which a human reader (such 
as me or you) can plainly understand to be sarcasm; a good approach 
to grounding must be able to explain how an artifi cial agent can reach 
the level of understanding sarcasm, humour, pragmatics, metaphors, 
etc. Bringsjord himself notices that Z-condition might be blocking that 
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possibility entirely on higher levels of grounding, while evolutionary 
approach to grounding also seems to be quite faulty.

The issue with the evolutionary approach is that there is no con-
crete evidence that human linguistic competence developed strictly 
through evolution since some early linguistic features were quite re-
dundant as per humans’ needs at the time (Bringsjord 2014); it is also 
hard to grasp how simulating the entirety of human language evolu-
tion in an individual artifi cial agent would make any sense. As Harnad 
(1990) implies in the Chinese Merry-go-round description, an artifi cial 
intelligence attempting symbol grounding is not unlike a baby learning 
its fi rst language, and by no means does a baby lying in her crib have 
to invent words for things she sees around here. She will not replicate 
linguistic evolution and emerge at 18 months old with a private lan-
guage, rather, she will learn the language(s) of her parents by interact-
ing with them and their environment, and it is likely this principle of 
human language development we should follow when pursuing symbol 
grounding.

2.2. Human grounding simulation
The fi rst thing that seems to be quite on point about this notion is that it 
is evident that children learn their fi rst language – for which they have 
to acquire symbol grounding – through interaction with their environ-
ment (Vogt 2007). The children learn their fi rst language by attributing 
meanings to symbols depending on the symbols’ context in terms of both 
other symbols as well as perception data available (e.g., if someone is 
pointing at a particular thing when uttering a symbol). The agent must 
decide on a symbol’s meaning depending on all of its contextual features. 
Vogt serves an example where a linguist hears a native speaker of an 
unknown language utter “Gavagai” when a rabbit appears on the scene. 
Purely logically, the auditory symbol “gavagai” could mean numerous 
things, but for humans it is intuitively very easy to determine its most 
likely meaning is “rabbit.” We may remark here that the original use 
of the Gavagai example appears in Quine (1960), where the linguist 
in question undergoes a tedious procedure of verifying her assumption 
that “gavagai” is more likely to mean “rabbit” than “white” or merely 
“animal” by studying the natives’ affi rmative and negative responses to 
her using “gavagai” in those varying contexts. Our point here, however, 
relates to none of these. Rather, what we wish to take away from this 
example is how easy it is for humans to intuitively grasp the most likely 
meaning of a new word, immediately favouring the more likely “rabbit” 
over less likely but plausible “white” or “animal.”

An artifi cial agent, however, may have trouble recognising instances 
on its own, therefore it would likely require some prerequisite compe-
tencies that would allow it to be able to make such a connection as the 
one between “gavagai” and a rabbit. It should, for instance, somehow 
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know what it means when somebody points at something, as humans 
seem to intuitively even at a very young age. We are, again, not claim-
ing that humans can determine with utmost certainty the meaning of 
any new word; we are simply observing that we seem to have a predis-
position to pick out the most likely of various possible meanings with a 
decent degree of success.

Cowley (2007) offers a solution to this dilemma when he describes 
that a (human) baby primarily relies on the role of its parents when 
learning to communicate. Namely, it relies on the notion that its par-
ents will demonstrate, by communicating to it and each other, an ap-
propriate pattern of actions, vocalisations, and relations between ac-
tion and vocalisation. What happens in this procedure is that children 
learn to speak by being explained or shown symbols their parents have 
already grounded. Children fi nally become competent speakers by co-
ordinating with the others consistently in a certain cultural or social 
environment. In reference back to Quine and Vogt’s Gavagai example, 
a child gets to know the meaning of “rabbit” from being shown a rab-
bit (or an image thereof) by her parents, accompanied by them utter-
ing the word “rabbit,” presuming they know what a rabbit is and that 
the symbol “rabbit” refers to that particular fl uffy creature. In a later 
circumstance, the same child, now adult, will assume (likely correctly) 
that “gavagai” means “rabbit” rather than “white”, because that is how 
her parents demonstrated new symbols. Of course, in this later context, 
Quine’s verifi cation procedure applies, as it does for artifi cial agents, 
which we will show later, noting also that for artifi cial agents all pos-
sible meanings of a symbol carry the same probability value, which is 
not true for human agents. For Cowley, there is also no pure symbol 
as far as humans are concerned – rather, symbols are a posteriori and 
derived from the use of language, grounded in behaviour and action. 

Another type of simulation that we may require to achieve ground-
ed cognition is a more direct simulation of cognition itself (Barsalou 
1999, 2008; Pezzulo et al. 2013). Barsalou (1999) proposes an approach 
named Perceptual Symbol Systems theory, which acknowledges that 
modal symbolic operations are of great importance for interpreting ex-
perience and suggests that natural implementation of such operations 
can be achieved by the means of mental simulations. According to the 
theory in question, there is “a single, multimodal representation system 
in the brain that supports diverse forms of simulation across different 
cognitive processes” (Barsalou 2008). Such cognitive processes include 
several types of perception, various levels of memory, as well as concep-
tual knowledge. This allows for (multimodal) states to be captured in 
memory and retrieved to be simulated when required. These processes 
occur within human cognition, as well as, according to Barsalou, in 
non-human agents (in this case, animals). Reasonable assumption is 
that such systems of mental simulation should also be computationally 
emulated within artifi cial agents to achieve grounded cognition and in 
turn symbol grounding (Pezzulo et al. 2013).



 B. Borstner, N. Šetar, Non-Stupidity Condition and Pragmatics 109

Barsalou (2008) emphasises on the link between language and 
simulation, pointing out several examples: situation models, percep-
tual simulation, motor simulation, affective simulation, and gestures. 
Situation models are spatial representations, or better yet, spatial 
situation simulations that occur when scenes from written texts are 
described to people verbally, showing a tight relation between visual 
and verbal comprehension of spatial situations. Perceptual simulations 
refer to the representations an agent constructs when a concrete ob-
ject is described to them; when a description of an object is vague, the 
representations contain implicit perceptual information about the ob-
ject, which is more than likely drawn from the agent’s memory. Next, 
motor simulations occur when verbs for actions of various body parts 
are described to the agent, which triggers a reaction in their motor 
system; according to Barsalou (2008) neurological research had shown 
this happens on the level of the central nervous system even when the 
corresponding action does not manifest physically. Fourth, affective 
simulations are those that occur when an agent is exposed to a word, 
or a text, that carries some form of emotional value for the agent. Fi-
nally, gestures are an expression of embodiment in language that con-
nect bodily movements with the meanings of words they accompany. 
Barsalou (2008) provides numerous examples from empirical studies 
that support all of the above types of simulation-language relations. 
However, such examples are hardly in the scope of this paper, but we 
encourage the reader to refer to the original text by Barsalou. 

Grounded cognition through mental simulations as summarised 
above can greatly contribute to achieving symbol grounding; a great 
additional illustration of this can be found in Pezzulo et al. (2013) 
where the authors explain the “cascade of effects on cognition” from 
grounding through embodiment to situatedness. It also concurs with 
the requirement for human-grounding simulation we have discussed 
at the beginning of this section (in Vogt 2007 and Cowley 2007), as well 
as with requirements for multimodality and embodiment (e.g. Ziemke 
1998; Cangelosi and Riga 2006).

We would like to pause to address the issue we mentioned with 
Taddeo and Floridi’s Z-condition. Particularly that the second point of 
their condition, which prohibits any and all kinds of externalism is too 
stringent. If we look back to Cowley, we see that children seem to learn 
at least in part by being explained symbols by agents who are already 
semantically profi cient, that is to say they have already grounded those 
symbols. A simple example of this would possibly be a child’s mother 
pointing at herself and saying “momma” when interacting with her 
toddler. Eventually, every healthy child will successfully learn that 
“momma” is that female fi gure that feeds her, consoles her, plays with 
her, etc., and learn to point at her and say “momma” as well. At later 
stages, the child may be attending school, where she is very plainly 
explained the meaning of the word “addition” in mathematics or “grav-
ity” in physics. If such externalist explanations do not violate human 
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grounding process, why should they be considered as violations of ar-
tifi cial agents’ grounding processes? Indeed, without such externalism 
we seem to be forever stuck on a version Harnad’s impossible version of 
the Chinese Merry-go-round where we expect an agent to learn a fi rst 
language from a dictionary. To prevent such conundrums, certain ex-
ternalisms have to be allowed in the grounding process. Of course, the 
process should not be fully reliant on them, as children learn plenty by 
simply observing what others vocalise in different contexts and learn to 
replicate that quite successfully on their own.

This can greatly contribute to what is already known in robotics as 
the epigenetic model and can feature in Emergent symbol grounding ap-
proaches (Tangiuchi et al., 2016). The latter proposes that in humans, 
symbols emerge throughout the language learning process, wherein 
they automatically connect to referents and each other, thereby ground-
ing themselves in perceptions, internal representations of those percep-
tions, and actions. Tangiuchi et al. introduce their own requirements for 
this model to be successful. One of those is, for instance, multimodal cat-
egorisation, which requires agents to ground every category (of things) 
in multiple modalities, i.e., visual perception, audio perception, haptic 
perception, and any others available. Thus grounded (categorical) sym-
bol includes all perceivable features of the thing or all common perceiv-
able features of the category of things in which it is grounded.

An interesting example of an early epigenetic model is Cangelosi 
and Riga’s (2006) experimental embodied agent. They suppose two 
grounding mechanisms: the fi rst grounds basic vocabulary directly in 
environmental interaction; the second one is transferred grounding 
that allows the agent to join two basic grounded elements and ground 
in them a more complex symbol. We will not go into many details of 
the experiment. The robots had a number sensomotoric actions in their 
programming but lacked any symbol to connect them with – upon 
receiving a symbolic order, such as “Close left arm,” they randomly 
performed one of those actions and received positive feedback if right. 
The fi rst phase consisted of repeating this procedure on several basic 
phrases. The second phase contained phrases such as “Grab” and the 
agents had to “fi gure out” that “Grab” consists of “Close left arm and 
Close right arm.” In the third phase, they had to ground phrases that 
were conjunctions of the second phase phrases. The experiment was 
rather successful with a high rate of accuracy on all three stages; how-
ever, even the basic stage required a large number of repetitions, with 
the second and third requiring respectively more. This can be partially 
ascribed to the processing power of computers fi fteen years ago, or we 
can say that perhaps symbol grounding is a procedure that is just as 
long and complex as fi rst language learning is in children.

What have we ended up with at this point? It seems like that in 
order to achieve grounding, we require:
1. An embodied agent with multimodal capacity
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2. An epigenetic approach to symbol grounding (simulating human 
fi rst language acquisition and human cognition in terms of mental 
simulations)

3. A multi-phased approach to symbol grounding (allowing complex 
symbols to be grounded in baser symbols, or to be simply explained)

4. For the purposes of 2 and 3: dropping the second requirement of the 
Z-condition

5. To be prepared the procedure may take a very long time (as a conse-
quence of 2)

6. Explanatory Power for the Non-stupidity Condition
It is this last point the second half of our article will focus on.

3. Explanatory power for pragmatics
If we are to move on to satisfying the Non-stupidity condition, the fi rst 
thing we ought to do is explain how grounding abstract symbols can 
be achieved as some nth phase of our multi-phase grounding model, 
wherein the early phases involve grounding very concrete, physical 
symbols with increasing complexity. What we consider an abstract 
symbol is a symbol without a physical or directly perceivable (by means 
of multimodal sensory apparatus) referent in the outside world (Cange-
losi and Riga 2006; Šetar 2020b; Tangiuchi et al. 2019)

Initially, some basic symbol grounding is quite correctly described 
already by Harnad, albeit in a representationalist way. Harnad claims 
that once we have grounded both the symbol “horse” and the sym-
bol “stripes” – in this case we are grounding them nicely and slowly 
through epigenetic, multimodal interaction – we can ground the term 
“zebra” without actually having any experience with the primary refer-
ent for “zebra.” It is enough that an agent experiences pictures or fi lms 
of a zebra but can also form an idea of a zebra as a black-and-white 
striped horse similarly as “horn” and “horse” can lead to the idea of a 
unicorn. However, these sorts of conjunctions only seem to function as 
far as concrete symbols with physical referents are concerned.

To understand how grounding might proceed for abstract concepts 
and pragmatic elements, we can look at four requirements proposed by 
Tangiuchi et al. (2019): 

– Creating holistic language processing systems that involve physical, psy-
chological, social, conceptual, and experiential constraints.

– Inventing machine learning methods to represent the recursive property 
of background beliefs for holistic language processing.

– Developing computational models for collaborative tasks in the physical 
world, leading to the emergence of dialogue.

– Inventing methods to enable a robot to make use of contexts, e.g., situa-
tion and culture, and to grow the ability to use language to exchange mean-
ing by referring to social factors: fi eld, tenor, and mode. (Tangiuchi et al. 
2019: 20)
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While developing computational models is a matter best addressed by 
those with more technological prowess than the authors of this article, 
and inventing machine learning methods, even just theoretically, is 
a detailed and tedious task that falls out of the scope of this article, 
the fi rst, and especially the latter requirement may shed some light on 
the issues at hand. Tangiuchi et al. (2019) look for a solution in Hal-
liday’s functional linguistics, where the semantics of a word depends 
on its contextual use, depending on culture and particular situation. 
And while situational and cultural contexts may be taught to artifi cial 
agents with some additional effort, we shall seek a solution elsewhere 
– namely, Chomsky’s theory of universal grammar (1957). The idea we 
are focusing on here is that every sentence has a kernel unit, while the 
sentence is a transformation of that kernel. The transformation itself 
is not a matter of semantics but rather a tool for the disambiguation of 
meaning based on socially defi ned functional semantics. This offers us 
an option to pre-equip our artifi cial agent with a non-semantic gram-
matical apparatus that enables syntactic formation and transforma-
tions; the latter are defi ned by the interaction of our agent with its 
environment, which teaches it, by providing examples to be analysed, 
which transformation is correct in what context. The sentence kernels 
are those symbols that need to be grounded in the traditional sense. 
Additional insight is offered in more recent Chomsky (2017), where the 
author determines that given the speed at which language is acquired 
by children and the low amount of presentation required for them to 
learn and ground a new linguistic symbol, language itself or at least 
the basis thereof must be deeply internalistic and supervene on simple 
computational processes, with all externalisms coming in later, allow-
ing for communicative faculties of language. While some other aspects 
of the article in question pose some new issues for language ground-
ing in artifi cial intelligence, mainly in the environmental interactivity 
department, there is an important new point to be made. If language 
is, when suffi ciently reduced to its evolutionary core, indeed a simple 
computational process, then this computational process may be quite 
easily replicated in artifi cial neural networks once it is determined how 
it works on a formal computational level in humans. The notion that 
the (generative) acquisition of one’s fi rst language is deeply internalis-
tic and requires very few presentations, also entails that the internal-
ist trap (the opposite of the externalist trap defi ned earlier) is not in 
fact a trap, but a necessary fi rst step in language development. Refer-
ring to Vogt and Quine’s example, we learn the word “rabbit” via a 
computational, internalist process that pertains to acquiring one’s fi rst 
language, and later affi rm it and attempt to disambiguate “gavagai” 
in virtue of second-order externalist processes that pertain to effective 
communicational use of our fi rst language as well as acquiring further 
languages. Much further ado is necessary here, which would only con-
fuse the rest of this article, but may serve as a basis for an entirely 
separate one in the future.



 B. Borstner, N. Šetar, Non-Stupidity Condition and Pragmatics 113

Going back to allowed preconditions for symbol grounding – fi eld, 
tenor, and mode: all of the elements are in and of themselves non-se-
mantic and could therefore be used as a tool in an epigenetic model 
for symbol grounding. However, the fi eld requires an understanding 
of topics, and cultural and social context, which can only be learned 
through interaction and communication; therefore, it cannot be pre-
cluded in an agent. We have similar issues with mode, which charac-
terises discourse structure, way of expression, etc; again, slangs, regis-
ters and such must be learned as part of satisfying the Non-stupidity 
Condition. Lastly, however, some parts of tenor may be precluded in a 
learning agent. While it will develop social relations with other agents 
on its own, it is in no contradiction with epigenetic modelling to pre-
equip an artifi cial agent with devices that allow it to perceive certain 
tones of voice, pitches, etc. as negative or positive, seen as a baby has 
no issue distinguishing between, for example, a parent being upset and 
a parent being caring.

Another concept that may be required to proceed from concrete sym-
bol to abstract symbol grounding is the concept of semantic affordance 
(Glenberg and Robertson 2000). A chair, which can basically be defi ned 
as a piece of furniture with four legs affords humans with a function 
of sitting but does not afford the same function to an elephant, while 
it affords this function to a cat only incidentally but not intentionally. 
There are also contingent affordances, such as the affording the func-
tion of being stood on to reach a higher location. 

It is multimodal sensory experience that fi rst helps ground the no-
tion of “chair” and it also helps extend this notion to a variety of chairs 
– those with three legs, those without a back, etc. It is at a later stage 
that “leg [of a chair]” is grounded as part of a chair and distinctly from 
“leg [of a human].” However, “chair” is a very simple, concrete symbol, 
and so is “leg [of a chair],” even though it is located a phase higher in 
grounding hierarchy than “chair.”

Finally, let us look at how one could ground “[a] painting.” In the 
earliest multimodal grounding phase, we would need an experience of 
seeing a number of depictions of things, which are not photographs and 
not printed in any other form; haptic perception (i.e., touch) could be of 
help here in recognising the texture of a painting. Next, we would need 
to have already grounded concepts of “form [in general]” and “content 
[in general],” which an agent would then have to specialise to “form [in 
painting]” and “content [of a painting]” – this can be done by explaining 
the agent how these concepts work in painting just as an art teacher 
would explain it to students. Several stages later, a complex grounded 
scheme like “(if ‘form’ is ‘dynamic’… and ‘content’ is ‘exaggerated,’ ‘twist-
ed’…)” can mean “expressionism.” These notions are extremely diffi cult 
to describe in humans, not to mention in artifi cial agents. The point 
is, however, that in humans such multi-layered approach to grounding 
evermore complex and abstract symbols seems to work – therefore, why 
should it not in a sophisticated epigenetic artifi cial agent?
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3.1. In speech acts
While speech acts were fi rst formulated by Austin (1962), we will not 
use his threefold classifi cation (locution, illocution and perlocution) in 
our attempt to describe possible grounding mechanism for speech acts 
because we argue (Šetar 2020a and b) that locution, illocution and perlo-
cution are in fact features of speech acts that every speech act possesses.

Instead, we will use a more contemporary classifi cation of speech 
acts into the assertive, commissive, constative, directive, and impera-
tive speech acts (Jary 2010; Kissine 2013; Jary and Kissine 2014). As-
sertive speech acts are statements that are truth-bearing and convey 
truth-value information without explicit intention of altering the hear-
er’s belief; commissive speech acts are ones that speaker uses to com-
mit themselves to fulfi l their content, such as promises and threats; 
constative speech acts are ones intended to alter the hearer’s belief 
regardless of their de facto truth value; directive speech acts intend to 
convince the hearer to fulfi l their content by providing suffi cient reason 
to do so; lastly, imperative speech acts instruct the hearer to fulfi l their 
content without providing a reason but rather do so by other means, 
most commonly by being uttered from a position of authority. The fi ve 
classes of speech acts can be formalised as follows:

Assertive: “A is and assertive speech act containing proposition p if, and 
only if, the speaker believes p to be true and there is justifi cation for p to be 
true.” (Šetar 2020a: 35, drawing on Jary 2010)
Commissive: “All promises are acts of placing oneself under an obligation to 
bring about the propositional content p.” (Kissine 2013: 149) 
Constative: “An utterance is a constative speech act with the content p if, 
and only if, with respect to this background, it constitutes a reason to be-
lieve that p.” (Kissine 2013: 62) 
Directive: “An utterance is a directive speech act with the content p if, and 
only if, with respect to a given background, it constitutes a reason to bring 
about the propositional content of p.” (Šetar 2020a: 44, drawing on Kissine 
2013)
Imperative: “I is an imperative speech act containing proposition p if, and 
only if, it compels the hearer to bring about the propositional content of p.” 
(Šetar 2020a: 46, drawing on Jary and Kissine 2014)

But why do we require such formalisations in the fi rst place? That is 
due to the fact that humans recognise the function and intention of 
speech acts entirely intuitively, that when hearing a certain phrase, 
we do not have to break it down and consciously consider what speech 
act it is, we simply know. This could be an inherent faculty of ours 
being conscious, and since it would be terribly reductive for one to as-
sume that symbol grounding or any other form of artifi cial intelligence 
entails consciousness (see Pierce 2017), we must fi nd a mechanism to 
teach speech acts to an agent that is not necessarily conscious and does 
not necessarily possess intuitions or other such capabilities. Given the 
logical nature of programming and computer operations, logical for-
malisations of speech acts are a reasonable way out. However, we need 
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a concrete symbolic referent through which a speech act can be deter-
mined to belong to a certain class. In Šetar 2020a we found that a vi-
able candidate for this in English may be modal verbs, which can also 
be nicely logically formalised:

Can: p is compatible with the set of all propositions which have a bearing 
on p.
May: there is at least some set of propositions such that p is compatible 
with it.
Must: p is entailed by the set of all propositions which have a bearing on p.
Should: there is at least some set of propositions such that p is entailed by 
it. (Where p is the proposition expressed by the rest of the utterance). (Pa-
pafragou 1998: 50)

Modals “have to” and “ought” to be also considered here; for the pur-
poses of this article “have to” is seen as an equivalent of “must”, and 
“ought” is formalised between “must” and “should,” as it is gener-
ally perceived as deontically weaker than “must”, yet stronger than 
“should”. We explain this in a bit more detail in Šetar (2020a), where 
we draw on Groefsema’s (1995)’s formalisations of modals “must” and 
“should,” also summarised in Papafragou (1998). If in “must,” the con-
tained proposition p is entailed by all prepositions that have a bearing 
on it, and in “should” it only needs to be entailed by some arbitrarily 
small set of such propositions, we can say that in “ought,” p is entailed 
by most of the propositions which have a bearing on p.

What this brings us is the notion that assertive speech acts can be 
those that are either non-modalized or involve entailing modals “have 
to,” “must” and “can” in an epistemic sense, which is to say they convey 
a certain knowledge or belief. The need for strong entailing modals 
arises from the fact that assertive speech acts necessarily convey 
knowledge and not mere belief.

Unlike assertive speech acts, constative speech acts are ones in-
tended to convince the hearer of speaker’s belief (not necessarily 
knowledge), they can feature any modal used in an epistemic sense. 
For example, “there should be a connection between those events” is 
a constative speech act, and so is “they must be brothers.” However, 
“increasing summer temperatures must be related to global climate 
change” is an assertive speech act.

For commissive speech acts we can say they are those using “must” 
and “have to”, as well as sometimes “ought to” in fi rst person, in a deon-
tic way – the latter meaning that they express a duty to do something: 
specifi cally, to bring about the proposition contained in the utterance. 
“Will” can also be considered a modal verb that shows intention to 
do something and can therefore also be an indicator of a commissive 
speech act.

Directive speech acts are also based on deontic use of modals and, 
like assertive speech acts, require entailing modals, albeit not only the 
stronger ones. Thus, “you must fi nish your homework” and “you should 
not be late again” are both directive speech acts. They can, however, 
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also be imperative, depending on what kind of deontic justifi cation lies 
behind their use. If the former is spoken by a teacher and the latter by 
a boss, they are justifi ed by authority and therefore certainly impera-
tive – yet if they are uttered by the hearer’s friend they are directive, 
as they are otherwise justifi ed, for example as “you must fi nish your 
homework [if you wish to pass the course]” and “you should not be later 
again [if you wish to avoid disciplinary action]”. 

It is reasonable to also mention performative speech acts, which are 
diffi cult to formalise in the way presented above, as they are speech 
acts that alter something in social (conventional) reality, if uttered 
from a position of proper authority. Notable examples are “I now pro-
nounce you man and wife” as uttered by a priest, or a parent naming 
their new-born child.

Even though a modal verb can be an excellent cue for the artifi -
cial agent to start identifying a speech act as belonging to a certain 
class and having a certain function, it does not fully defi ne a speech 
act. What is still necessary is for the artifi cial agent to have certain 
conception of epistemic and deontic use, as well as of authority. This 
is where we refer back to the emulation of grounding development in 
humans and pre-given capabilities related to recognising tone, mode, 
and fi eld of discourse. An artifi cial agent with a long enough learning 
process will have grounded the concept of authority relatively early in 
that process and will be able to distinguish different uses of the same 
modal verb depending on the pattern of their use by others. That is to 
say that it should be able to conceive of “you must clean this room” as 
imperative or directive based on the deontic “must”, while also being 
able to understand that “you must try these cookies” is in no way an 
imperative or even a directive, based its interaction with environment, 
i.e. based on how “must” is usually used, in what contexts it is used, 
and how human hearers react to it depending on its uses in different 
contexts.

3.2. In metaphors
An important aspect of satisfying the condition of non-stupidity is ac-
counting for how metaphorical speech may be grounded since that very 
type of speech is commonplace in everyday communication in idioms, 
proverbs, literature, etc. In doing so we will fi rst refer to the notion that 
metaphorical utterances can be understood in two ways: through their 
original domain or through the target domain (Tangiuchi et al. 2019). 
The original domain involves concrete symbols and concepts whose ref-
erents are usually empirically accessible, i.e., the literal meaning of the 
phrase, while the target domain is the translation of those symbols and 
concepts into their abstract meaning, which is semantically related to 
the literal meanings in the original domain.

Let us examine the idiom “she wouldn’t harm a fl y.” If this idiom 
was to be understood in context of its original domain it would be in-



 B. Borstner, N. Šetar, Non-Stupidity Condition and Pragmatics 117

terpreted as if the person in question has an actual, literal aversion 
towards harming a particular type of insect. That sort of interpretation 
is certainly stupid in Bringsjord’s sense. In context of its target do-
main, however, it means that the person to whom the metaphor refers 
is very peaceful and gentle. Where that derives from is the conception 
that striking a buzzing fl y is generally considered an extremely mild, 
or even the mildest conceivable form of violence. To say that someone is 
not willing to cause (even) that much violence is to say that they would 
certainly not commit any act more violent than that, therefore that 
they would not commit any act of violence at all.

The semantic link between the original and target domain implies 
that every metaphor can be broken up into non-abstract elements, 
therefore the primary condition for being able to ground and under-
stand metaphorical expressions is to have already grounded the neces-
sary non-abstract symbols, which we optimistically claim may be well 
achievable through the methods we described earlier.

For the second step, we need to know how an artifi cial agent may 
be able to understand the translation of original domain into the target 
domain. In humans we can claim this happens through being exposed 
to idioms and such simple metaphorical expressions in their interaction 
with others, which, if the embodied symbol-emergence based approach 
we have been advocating for holds, is likely to happen in any learning 
artifi cial agents with proper grounding capabilities described at the 
end of section 2.2. Here, it is also worth noting that some extremely 
common idioms, such as the one used in our example above, may also 
work the other way around: an agent, human or artifi cial, commonly 
exposed to the use of this particular idiom, may, for example, learn that 
harming a fl y is the lowest form of violence through being exposed to 
the metaphor.

Another approach that may yet better coincide with our require-
ments for embodiment and human cognition simulation is found in the 
works of Lakoff and Johnson (1980, 1999, 2003), namely in their no-
tion of a conceptual metaphor. The latter argues that metaphors do not 
pertain only to language but to cognition in general. That is to say that 
humans tend to utilise metaphors not only to express themselves but 
also to think about things on conscious and unconscious levels. The lat-
ter concept of unconscious processing of metaphors is called functional 
embodiment and observes that certain concepts, including conceptual 
metaphors, are used automatically in cognitive processes without con-
scious awareness of the agent, as opposed to only being understood 
on an intellectual level (Lakoff 1987). This leads to some interesting 
implications about metaphorical mapping (i.e. the mental transition 
from the source domain to target domain, as well as translation from 
target to source) as a subconscious cognitive tool used automatically to 
process and describe perceptions and experience, as well as to interpret 
verbal inputs in metaphoric form, which may give rise to the category 
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of metaphorical simulations, which we can fi t in with Barsalou’s (2008) 
mental simulation categories (our thanks to one of the anonymous re-
viewers for pointing this out). Lakoff and Johnson (1980/2003) some-
what controversially go as far as to say that metaphor mapping may 
be directly related to the way our brains are mapped – this, if true, 
practically guarantees that if proper grounding is achieved as we have 
described in section 2, conceptual metaphor mapping will emerge in an 
embodied, interactive agent.

Lastly, we may also conceive of how literary metaphors may be 
grounded – through exposure to common idioms, an agent learns what 
metaphorical meanings certain symbols commonly hold, for example 
that fi re is often metaphorical of life, or fl ame of passion, etc. The pro-
cess is completely analogous to one of function affordance by Glenberg 
and Robertson (2000) that we have described earlier. Further, there 
are certain metaphors in literature that are entirely unique and their 
meaning is speculated about by literary analysts – in these cases it is 
perfectly acceptable for an artifi cial agent to have ability of exercising 
such speculations, making non-stupid guesses based on its previous ex-
perience of metaphors, as we do not expect it to possess a magical insight 
into the mind of the metaphor’s creator. However, this does not need be 
the case; an important part of Lakoff and Johnson’s idea of conceptual 
metaphors is that metaphors may be grounded in simpler metaphors 
(equivalences, such as “love is war”) that can then produce a virtual in-
fi nity of related metaphors (see also Pinker, 2007), and are themselves 
grounded in concrete concepts that are perceptually and experientially 
accessible and then serve as source domains to be related and mapped 
into target domains when metaphors are formed or analysed.

4. Conclusions
What we ultimately provided here is a theoretical approach to symbol 
grounding that merges compatible elements of prior prominent mod-
els of symbol grounding, including embodied agents, long-term learn-
ing that emulates human fi rst language learning process, and symbol 
emergence theory, which has the explanatory power with which it can 
satisfy Bringsjord’s (2014) non-stupidity condition.

The explanatory power lies in being exposed to a vast amount of 
language symbols through interaction with the environment over a 
long period of time, through which process an artifi cial agent builds a 
database of various contextual uses of individual symbols and from it 
learns to correctly determine the meaning of a symbol in certain con-
text – a process which allows for grounding of specifi c contextual affor-
dances of symbols, such as metaphoric ones, and predicting (guessing) 
the meaning of symbols in fi rst-time-seen contexts.

Despite being quite successful at explaining these already high-
order levels of grounding, the approach has certain limitations. For 
example, it remains to be determined, how certain elements of human 
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communication, such as sarcasm, irony, or humour could be understood 
or grounded by artifi cial intelligence, even though we have hinted that 
the solution may lie in pre-given capabilities related to identifying tone 
of discourse and similar elements. Therefore we have approached sat-
isfying the non-stupidity condition, but there are still certain questions 
to be answered before the explanatory power of this working model is 
entirely adequate.
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Both Lowe and Tsai have presented their own versions of the theory that 
both indicative and subjunctive conditionals are strict conditionals. We 
critically discuss both versions and we fi nd each version wanting.

Keywords: Strict conditionals; indicative conditionals; subjunctive 
conditionals.

1. Introduction
In the vast literature on conditionals there are some theories that give a 
unifi ed account of both indicative and subjunctive conditionals in natu-
ral language — see Bennett (2003: ch. 23) for a discussion of the unifi ed 
accounts Davis (1979, 1983), Stalnaker (1975, 1984), Ellis (1978, 1984) 
and Edgington (1995, 2003).  Lowe (1983, 1995) and Tsai (2016)  have 
both also proposed a unifi ed theory of conditionals.1 Whereas Ellis and 
Stalnaker favour a theory according to which conditionals are ‘variably 
strict conditionals,’ which are of the form ϕ □→ ѱ and which are given 
a similarity semantics (Stalnaker 1968; Lewis, 1973), Lowe and Tsai 
favour a theory according to which conditionals are ‘strict conditionals’, 
which are of the form ϕ  ѱ or, equivalently, □(ϕ  ˅ѱ) (Lewis 1912). 
Likewise, Daniels and Freeman (1980), Warmbrod (1983), von Fintel 
(2001) and Gillies (2007) also prefer the analysis in terms of strict con-

1  Lowe (1979, 1980) defends a unifi ed theory based on the claim that, for 
counterfactuals belonging to so-called ‘Adams pairs’ (Adams 1970)  one can fi nd a 
future-tense, indicative conditional that is equivalent to it.
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ditionals, although they limited their analyses to certain classes of con-
ditionals, namely subjunctive or epistemic conditionals. The discussion 
between proponents of the strict conditionals analysis and the variably 
strict conditionals analysis is set against the background of fundamen-
tal discussion about the respective roles of semantics and pragmatics. 
In this short critical reply we will focus only on the work of Lowe and 
Tsai.

Since both Lowe and Tsai defend that natural language condition-
als are a kind of strict conditionals, they have to deal with the so-called 
‘paradoxes of strict implication,’ which can best be understood against 
the background of the so-called ‘paradoxes of material implication.’ 
Suppose that natural language conditionals of the syntactical form ‘If 
p, then q’ are material conditionals or ‘implications,’ i.e., they are of the 
logical form p q, which is equivalent to:
(1) p  ˅q 
Lewis (1912: 524) noted that it would follow that one has to accept ‘If 
Caesar did not die, then the moon is made of green cheese.’ He also not-
ed that it would follow that one has to accept ‘If the moon is not made 
of green cheese, then Caesar died’ (Lewis 1912: 527).  Lewis (1912: 529) 
generalizes this by pointing out that the following implications hold:
(2) p  (p  q) 
(3)    q  (p  q) 
The above are known as paradoxes of material ‘implication.’ Lewis con-
trasted the material conditionals p  q with strict conditionals or ‘im-
plications’ p  q and, correspondingly, extensional disjunctions of the 
form (1) with intensional disjunctions of the following form:
(4) □ (p  ˅q) 
It can be proved that, if one replaces  by  in (2)–(3), then the resulting 
formulas are no longer valid. However, Lewis and Langford (1932, 174) 
noted that there are also paradoxes of strict ‘implication,’ namely:2

(5) ◊p  (p  q) 
(6) □ q  (p  q) 
 We are now ready to turn to Lowe’s and Tsai’s respective theories.

2. Lowe on conditionals
Lowe wants to have a theory according to which all natural language 
conditionals are a kind of strict conditionals.3 However, he does accept 
that (5) presents a problem. Lowe (1995, 48) offers the following ex-

2 While Lewis and Langford (1932) prove this for their so-called ‘non-normal’ 
system of modal logic, they are also theorems in the weakest system of ‘normal’ 
modal logic.

3 Lowe (1995: 50) does rule out so-called ‘Dutchman conditionals’, e.g., ‘if that is 
a Ming vase, then I am a Dutchman.’
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ample: ‘If I had bought a ticket, I would have won,’ where it is assumed 
that it is impossible for me to buy a ticket. Another example is the 
following: ‘If 0 = 1, then the sun will shine tomorrow’ (Heylen and Hor-
sten 2006: 538). As a putative solution, Lowe (1995: 48) considers the 
following variation: 
(7) □ (p  ˅q) ˄ ◊p 
Lowe (1995: 48) offers the following counterexample to (7):
(8) If n were the greatest natural number, 
 then there would be a natural number greater than n. 
However, as Heylen and Horsten (2006: 539) observe, n is a free vari-
able. This means that we cannot directly talk about the truth or falsity 
of the example, but only indirectly, namely via the truth or falsity of 
its universal closure. Better examples in this respect are the following: 
‘If 0 = 1 and 1 = 1, then 1 = 1’ and ‘If Frege Arithmetic is consistent, 
then Peano Arithmetic is consistent’ (Heylen and Horsten 2006: 542). 
In both cases there is a logical connection between the antecedent and 
the consequent, namely an application of the rule of conjunction elimi-
nation and (a corollary of) Frege’s Theorem respectively.  Lowe (1995: 
49) revised his solution by putting forward the following second and 
fi nal variation: 
(9) □ (p  ˅q) ˄ (◊p  ˅□q) 
While according to Lowe natural language conditionals all have (9) as 
their logical form, Lowe (1995: 49-51) states that the interpretations of 
the modal operators □ and ◊ in (9) can vary. Lowe notes that the modal 
operators can be given the redundant interpretation, which turns (9) 
into (p  ˅q) ˄ (p  ˅q) or, equivalently, q. As an example, he points to so-
called ‘biscuit conditionals’, e.g. ‘there are biscuits on the sideboard, if 
you want some.’ Paradigm examples of (present-tense) indicative con-
ditionals involve an epistemic reading of the modal operators, whereas 
paradigm examples of counterfactuals involve an alethic reading of 
those modal operators. An epistemic reading of the □ operator is ‘it 
is certain that.’ An alethic reading of the □ operator is ‘it is inevitable 
that.’

Lowe (1995) has been criticized by Heylen and Horsten (2006: 539), 
who provide the following counterexample:4

(10) If 2 = 3, then 2 + 1 = 3 + 1. 
As before, there is a logical connection between the antecedent and 

the consequent, namely an application of Leibniz’s law and the law of 
self-identity. Furthermore, Heylen and Horsten (2006: 540-545)  claim 
that there is no propositional condition X that can be expressed in 

4 Heylen and Horsten (2006: 539) also gave the following counterexample: ‘If I 
am my father, then my father is my father’s father.’ However, as Lowe (2008: 529) 
pointed out: according to Macbeath (1982) it is possible that someone is his own 
father in some time travel scenario’s.
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terms of proposition letters p, q, the modal operator □, and the classi-
cal propositional connectives such that □ (p  ˅q) ˄ X is exactly strong 
enough in the sense that there are no intuitively false conditionals that 
have that logical form and that there are intuitively true conditionals 
that lack that logical form. They worked with modal system S5 in the 
background, because in S5 every formula is provably equivalent to a 
‘fl at’ formula, which does not contain modal operators inside the scope 
of other modal operators. The latter is important, because they claim 
that ‘it would be scarcely imaginable that the correct interpretation of 
conditionals essentially involves nested modalities’ (Heylen and Hor-
sten 2006: 540). Against this, Tsai (2016) claims that a proper unifi ed 
theory of conditionals involves irreducibly nested modalities. We will 
return to this in section 3.

In reply, Lowe (2008) formulated a methodological criticism and a 
substantive criticism. Let us take these in turn.

The methodological criticism was twofold: fi rst, he accused Heylen 
and Horsten to rely on a very narrow selection of examples and, second, 
he claimed that their examples are not conditionals that are ordinarily 
used in everyday conversation (Lowe 2008: 528). But a tu quoque re-
sponse can be given. After all, Lowe (1995: 48)  gave only one example 
against the hypothesis that the logical form of conditionals is captured 
by (7), and this is a ‘mathematical truism.’ A second response is that 
the use of conditionals like (10) are more wide-spread in ‘mathemati-
cal English.’ There are plenty of examples of conditionals with impos-
sible antecedents and consequents in a textbook on computability and 
(meta-)logic (Boolos et al. 2007: 38, 40, 97, 126, 132, 134, 154, 160, 
192, 223, 227, 228, 271, 284, 303) and in a textbook on algebra (Givant 
and Halmos 2009: 12, 215, 336, 474). For instance, Givant and Halmos 
(2009: 215) write the following:

If q were a strictly smaller upper bound of E in B, then p – q would be a non-
zero element of B, and therefore above a non-zero element r of A, by density.

However, it is clear that very often or almost always those kind of con-
ditionals are used in the following type of reasoning: ‘If ϕ were the case, 
then ѱ would be the case. But ѱ is not the case. Therefore, ϕ is not the 
case.’ This suggest that the following variation on (10) would have been 
more in accordance with the above mathematical practice:
(11) If 2 = 3, then 2 – 1 = 3 – 1. 
It is easy to see how such a counterpossible can fi gure in a proof that 
leads to 0 = 1, contradicting an axiom of arithmetic and, hence, leading 
to the conclusion that 2 ≠ 3. A third response begins by admitting that 
‘mathematical English’ is not colloquial English, although we think 
that it is a fundamental mistake to draw a sharp distinction between 
the two. Moreover, dialectically speaking, one is forced to go look for 
examples from logic or mathematics or metaphysics. Otherwise, Lowe 
could have claimed that the antecedent is not impossible on a narrow 
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sense of impossibility or that the consequent is not possibly false on a 
narrow sense of possibility. For instance, ‘If I had participated as an 
athlete in the Olympic Games, I would fi rst have passed the Olympic 
Trials.’ It is open for an objector to claim that the antecedent is not 
metaphysically impossible.

The substantive criticism starts from the observation that the use of 
‘=’ obscures whether one is dealing with an indicative (‘is equal to’) or a 
subjunctive (‘were equal to’).

Suppose that the conditional is in indicative mode: ‘If 2 is equal to 3, 
then 2 + 1 is equal to ’. Then the modal operators have to be interpreted 
as epistemic operators. Lowe (2008: 529–530) suggests the following 
reading: ‘□’ means ‘it is certain that’ and ‘◊’ means ‘it is uncertain that 
not’. Furthermore, Lowe distinguishes between real (un)certainty and 
feigned (un)certainty. While there is real certainty that 2 ≠ 3, Lowe 
suggests that in some context uncertainty that 2 ≠ 3 may be feigned. In 
those contexts his theory predicts that ‘If 2 is equal to 3, then 2 + 1 is 
equal to 3 + 1’ is acceptable after all.

Suppose that the conditional is in subjunctive mode: ‘If 2 were equal 
to 3, then 2 + 1 were equal to 3 + 1’. Lowe considers a possible world w 
in which only the numbers 0, 1 and 2 exist. Moreover, in w ‘3’ refers to 
2, so the antecedent of the conditional is true. Furthermore, in w the 
adding-one function is partial: only if the input is 0 or 1 is the output 
defi ned (and it the standard outcome). In this world there would be no 
number corresponding to ‘2+1’. Lowe claims that the consequent of the 
conditional is therefore false in that world.5 In addition, Lowe (2008, 
530) claims that a similar strategy works can be used to show that 
there is a possible world in which (11) is false.

These last considerations by Lowe lead to radical views in ontology 
and semantics. One implicit assumption is that natural numbers exist 
only contingently. Most platonists are not happy with that assumption. 
Another implicit assumption is that the natural numbers have pos-
sible existence independently of other natural numbers. Structuralists 
disagree with this assumption. So, nominalist structuralism is not an 
option here. Lowe is also assuming that not all mathematical terms 
are rigid designators (i.e. terms that designate the same object in all 
possible worlds in which that object exists and that never designate any 
other object), while Kripke (1980) illustrated the notion of a rigid des-
ignator with the help of arithmetical terms (e.g. ‘the smallest prime’).

Finally, it appears to have escaped Lowe’s notice that his special 
possible world would also make (8) false. But Lowe had claimed that 
it is intuitively true. Moreover, he has used the intuitive truth of (8) to 
argue against (7).

 In conclusion, Lowe’s version of the theory that natural language 
conditionals are strict conditionals fails to convince.

5 This assumes that an atomic sentence is false at a world if at least one the 
terms occurring in it does not denote anything in that world.
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3.  Tsai on strict conditionals
Tsai (2016: 78) starts with (7), which he labels ‘Default’. He defends the 
extra condition ◊p by reference to the so-called Ramsey Test (Ramsey 
1929: 247): ◊p expresses that p is an epistemic possibility, so it is open 
to add it to the ‘stock of knowledge’. Details aside, what matters most 
here is that the modal operators in (7) are given an epistemic reading. 
We should also mention that Tsai gives a formal interpretation of the 
modal language that does not make use of Kripke models but rather of 
models in the style of Becker (1952), which Tsai has further developed 
in earlier work (Tsai 2012). However, we will not go into the details, 
because Tsai (2012: 107, 112) points out that there is an ‘isomorphism’ 
between Beckerian ‘hi-worlds’ and a defi ned ‘sub-hi-world’ relation and 
Kripkean frames, which contain worlds and an accessibility relation 
between them.6

As we have seen in section 2, Lowe offered (8) as a counterexample 
to (7). Tsai (2016: 82) agrees that (8) is intuitively true. The solution of 
Lowe was to accept (9). Tsai (2016: 79) observes that a consequence of 
(9) is that one has to accept one of the paradoxes of strict implication, 
namely (6). On this basis, Tsai rejects Lowe’s theory and proposes his 
own solution.

Tsai (2016: 80) proposes what he labels ‘Unifi ed’:
(12) (p ˅ q) or (□(p ˅ q) ˄ ◊p) or (□□ (p ˅ q) ˄ ◊p ˄ ◊◊p) 
The idea is that the logical form of a given natural language conditional 
is one of the disjuncts of (12). Like Lowe, he accepts that sometimes a 
natural language conditional can have the logical form of a material 
implication, and he also agrees that this is a rare case. So, it is mainly 
about the last two disjuncts. The implicit assumption here is that mod-
al principle 4, namely ◊◊ϕ→◊ϕ, is not valid, because otherwise the third 
disjunct would be contradictory. This means that according to Tsai the 
modalities involved are irreducibly nested, contrary to the assumption 
made by Heylen and Horsten (2006). This also entails that the modal 
operators in (12) cannot be understood as expressing logical modalities 
(Burgess 1999), mathematical modalities (Hamkins and Linnebo 2019) 
or metaphysical modalities (Williamson 2016), which fi gured promi-
nently in the discussion of Lowe, since adequate systems for those no-
tions all contain at least modal principle 4. Next, Tsai (2012: 80-81) 
makes a puzzling claim, namely that, if one takes material implica-

6 Tsai’s claim needs to be qualifi ed slightly: to each Beckerian model there 
corresponds a Kripkean frame with a serial accessibility relation, whereas there 
are Kripkean frames with a non-serial accessibility relation (i.e. at least one 
of the worlds does not have access to any world). The reason is that Tsai (2012: 
109)  stipulates that a hi-world is of the form U 0,U 1, …, where U 0 is an element 
of the domain D of the model and, for each i ≥ 1, U i is an element of (Ƥ*)i (D), with 
Ƥ* (X) = Ƥ (X) \0. Given Tsai’s epistemic reading of the modal operator, this 
qualifi cation is not important, since it is generally accepted that non-serial 
accessibility relations are inadequate for modelling rational belief and knowledge.
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tions out of consideration and if one accepts the validity of □ϕ → ϕ or, 
equivalently, ϕ → ◊ϕ, (12) can be ‘reduced’ to what he labels ‘Core’:
(13) (□(p ˅ q) ˄ ◊p) or ˄ (□□ (p ˅ q) ˄ ◊◊p) 
However, while (13) logically follows from the last two disjuncts of (12), 
the converse is not true, even on the assumption that Tsai mentions. In 
any case, Tsai (2016: 81) labels the second disjunct of (13) ‘Subjunctive’ 
and he adds that it is relevant when ‘p is deemed impossible.’ Given 
that ◊ is supposed to be the epistemic possibility operator, ◊◊ has to be 
understood as the epistemic possibility of the epistemic possibility.

With the above theory Tsai (2016: 82) tries to account for the in-
tuitive truth of (8). He invites us to imagine a ‘pseudo-mathematical 
system’ in which there is a greatest natural number n. This already 
raises two questions. First, how is imagination related to the epistemic 
possibility of the epistemic possibility? For a mathematician who has 
refl ective knowledge about there not being the largest natural number 
there is no epistemic possibility that there is the epistemic possibil-
ity of n being the largest natural number. Second, what are pseudo-
mathematical systems? Perhaps Tsai could take a cue from Lowe and 
imagine a world in which not all numbers exist and/or in which math-
ematical vocabulary is interpreted in a non-standard way. But even if 
these questions can be answered satisfactorily, there is the problem 
that there is no Beckerian or Kripkean model in which (i) the anteced-
ent of (8) is possibly possible and (ii) (8) is necessarily necessary. The 
reason is that the consequent, which can be formalized as xx > n, is 
logically equivalent to the negation of the antecedent, which can be 
formalized as xx > n. Suppose now that there is some possibly pos-
sible world at which the antecedent is true.7 Then by the necessity of 
the necessity of the material implication the consequent also has to 
be true at that possibly possible world. Yet, there is no Beckerian or 
Kripkean world in which logical contradictions are true, even with the 
countenance of the ontological and semantical views Lowe was willing 
to resort to. Therefore, (8) has to be false on Tsai’s theory.

For another counterexample to Tsai’s theory, consider fi rst the fol-
lowing conditional:
(14) If 1 = 1, then 1 = 1. 
calls it a ‘truism’ and he uses it to argue against Hitchcock (1998: 25), 
to whom he attributes the view that the logical form of a conditional is 
the following:8

(15) □ (p ˅ q) ˄ (◊p ˄ ◊q) 

7 By ‘possibly possible’ we mean that it belongs to U 2 (Becker) or that it is 
accessible from some accessible world (Kripke).

8 Note that Hitchcock (1998) is really talking about logical consequence. He adds 
the condition that it is possible that the premises are true and the condition that it is 
possible that the conclusion is false.
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But if Tsai is willing to accept (14), then he should also be willing to 
accept the following:
(16) If 1 ≠ 1, then 1 ≠ 1. 
Surely, (16) is no less a truism. Note that one does not even need the 
controversial rule of contraposition but only the observation that the 
antecedent and the consequent are the same. Yet, there is no Beckerian 
or Kripkean world in which logical contradictions are true. By the way, 
we take (16) also to be a counterexample to Lowe’s theory of subjunc-
tive conditionals.

Neither Lowe’s nor Tsai’s version of the theory that natural lan-
guage conditionals are strict conditionals has withstood critical scru-
tiny.
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John Perry, Frege’s Detour: An Essay on Meaning, Ref-
erence, and Truth, Oxford University Press, 2019, xii + 
148 pp.
In 1872 Frege wrote an essay titled “On sense and reference” where he 
presented his sense and reference theory of meaning. Since then, the es-
say has gained a canonical status in the philosophy of language literature, 
and philosophy students all over the world have the essay as a reading 
assignment in the philosophy of language classes. The noted philosopher 
of language John Perry does not share this sentiment. On the contrary, he 
thinks that “this essay put philosophy on detour” (1). In the ten chapters 
that this book consists of, Perry explains what that detour is and gives his 
solution to how we can get back on track while simultaneously keep what 
Frege got right about meaning.

The fi rst chapter is introductory. There Perry lays out Frege’s detour. 
It was the doctrine of indirect reference, his solution to a diffi culty for his 
sense and reference theory. The diffi culty is created by indirect discourse 
and attitude report sentences where the principle that the reference of a 
complex expression like a sentence is determined by the reference of its 
parts does not seem to hold. A corollary of the principle is that a part of 
a complex expression can be replaced by another one that is co-referring 
without affecting the reference of the complex expression. Indirect dis-
course and attitude reports, however, do not permit that. To use Perry’s 
example, the sentence “Smith believes that Berkeley is west of Santa Cruz” 
according to the principle and its corollary, keeps its reference, the truth 
value True, when the embedded part that stands for Smith’s true belief is 
replaced by another true sentence, that Mogadishu is the main capital of 
Somalia, despite Smith not believing in this. Frege’s solution is that sen-
tences when embedded in an indirect discourse or an attitude reports do 
not refer to their truth value but they refer either to what they quote or 
their usual sense, the Thought they express. So the substitution is not per-
mitted in such sentences while the compositionality principle is preserved. 
Perry rejects the doctrine of indirect reference because it did not, contrary 
to Frege, give a solution and because it has helped to spread and legitimize 
two thesis about truth and cognition that are in Perry’s opinion false: (A) 
that there is a unique proposition that captures the sentence’s content, its 
truth-conditions, which carries its cognitive signifi cance in the sense that 
it is what the speaker of the sentence means and believes and it is the 
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reference of embedded sentences in indirect discourse and attitude report, 
and that (B) attitudes such as beliefs are a relation between an agent and a 
proposition. An alternative way, says Perry, that can help us stay from the 
detour and the faulty assumptions is found in Frege’s earlier major work 
Begriffsschrift where he had a different theory of meaning that he later 
abandoned for the sense and reference theory.

In the second chapter, Perry lays out the semantic theory in Begriff-
schrift that Frege had abandoned for the sense and reference theory. The 
theory of conceptual content was the theory of meaning under which Frege 
operated while writing Begriffschrift. It acted as the semantic framework 
within which Frege developed fi rst and second-order logic. Perry highlights 
that it was largely implicit, so what he says is his interpretation of Frege’s 
ideas in Begriffsschrift. According to the theory, as it names says, what lan-
guage expressions refer to is conceptual content. The conceptual content of 
a sentence is circumstance (Umstand). It possesses truth-value and if true 
is also a fact. Perry tells us that Frege never elaborates in Begriffschrift 
what circumstances are. He just states several times that sentences refer 
to them. Here Perry goes into interpretive mode. He attributes to Frege the 
view of circumstances as potential facts and complexes made up of objects, 
properties, and relations that objects have either with other objects or prop-
erties. Perry justifi es this reading of Frege’s circumstances by explaining 
that non-idealist philosophers in the 19th century took a realist stance of 
relations and designated them as the third component, next to objects and 
properties, that make up a fact. Frege here also held to the composition-
ality principle. The conceptual content of an expression is determined by 
the conceptual content of its parts. He bifurcates sentences into names and 
predicates. The conceptual content of names are objects and of predicates 
properties. Another crucial aspect of the theory that Perry mentions is that 
sentences with the same conceptual content have the same logical conse-
quences.

The third chapter Perry devotes to the reason why Frege rejected the 
conceptual content theory and which led him to develop his more famous 
theory, the reason being that he concluded that circumstances do not pro-
vide the truth-conditions of sentences which carry their cognitive signifi -
cance. What led Frege to this conclusion, explains Perry, is the general is-
sue of identity that his Begriffschrift theory was unable to solve. Frege’s 
dealings with identity started out with two identity problems that were 
implicitly in the background of Section 8 of Begriffschrift and culminated in 
a general identity problem found in his later article “Concept and function”. 
Perry gives a detailed account of the identity problem and Frege’s solution 
to them. For good measure he adds an identity statement problem formu-
lated by the philosopher George Wilson. The two identity problems in Beg-
griffschrift, which Perry dubs the Name problem and the Co-instatiation 
problem, are about identity statements between names. The identity state-
ments with the same circumstance, “Hesperus = Hesperus” and “Hesperus = 
Phosphorus”, must have the same logical consequence but they do not. The 
fi rst one is trivial, the second informative, and from the second one can infer 
that Hesperus and Phosphorus refer to the same thing. This is the Name 
problem. When an additional premise is added to those sentences, e.g. that 
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the reference of “Hesperus” is determined by pointing to the fi rst planet 
that appears in the evening sky and saying, “That is Hesperus” and that 
the reference of “Phosphorus” is determined by pointing out the last planet 
that appears in the morning sky and saying “That is Phosphorus”, the same 
information must be inferred as they have the same logical consequence, 
but it is not. The second sentence and the additional premise together entail 
that the fi rst planet that appears on the sky and the last planet to disap-
pear from the morning sky are the same, but not the fi rst one. This is the 
Co-instatiation problem. In Section 8, Frege, next to identity, a relation 
between objects, introduces a new kind of identity relation that he calls the 
identity of content, which is a relation between names that have the same 
conceptual content. To distinguish it symbolically from identity, he uses 
the ≡ symbol to represent it. Perry notes that this is the only place in Beg-
griffschrift that the distinction and the ≡ symbol appear. He interprets the 
introduction of this distinction and the writing of Section 8 as only making 
sense if Frege had the Name and the Co-instatiation problem at the back of 
his mind. The solution is that the identity statements are actual identity of 
content statements, “Hesperus ≡ Hesperus” and “Hesperus ≡   Phosphorus”. 
Since they have different contents, they have different logical consequences. 
Here is where it becomes problematic for the conceptual content theory. The 
Wilson problem is the problem of refl exive relations other than identity, 
e.g. if we know there is a planet “Hesperus”, we can infer that “Hesperus is 
the same size as Hesperus” is a true sentence, but without more informa-
tion, we are unable to know that “Hesperus is the same size as Phospho-
rus”. Frege’s solution cannot solve this problem. Neither can it be used to 
solve the General problem of identity, which is that sentences that refer to 
the same circumstances do not have the same consequences although they 
should if circumstances are their conceptual content. This problem fi nally 
convinced Frege to give up on circumstances and the conceptual content 
theory. Perry thinks that the rejection was premature.

In the forth chapter, Perry talks about the sense and reference theory 
as it was presented in a series of articles written during the 1890s and the 
accompanying problems. In contrast to the conceptual content theory, in the 
sense and reference theory, reference is now done indirectly through senses 
who pinpoint the referent. They perform the function of carrying cognitive 
signifi cance of expression that objects, predicates, and circumstances failed 
in Frege’s earlier theory. The sense of a proper name is a property of the 
object it refers to. Names contribute with their senses to the sense of a 
sentence, a Thought, which gives its truth-condition that tells if it is true 
or false. Perry says that there is a continuity between the two theories, 
for senses are property structures with better articulated descriptions. The 
1890s works shows that Frege had a sense for predicates, but he never said 
explicitly what it is. Perry, on the basis of Frege’s later works, suggests that 
the sense of predicates is similar to the sense of names. It is the detailed de-
scription of the property it refers to. Perry also derives the consequence that 
a Thought has two existential quantifi ers, one that affi rms there is a unique 
object and one that affi rms a unique property. A more problematic part of 
his theory are concepts and extensions, which even baffl es experts on Frege. 
In Frege’s time extension was an intuitive concept with no clear defi nition. 
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He considered them to be a special case of what he calls course of values 
(Werthverläufe). What Perry makes of it is that a course of value is a set of 
arguments and values determined by a function, so extensions are courses 
of values for concepts. They are a set of arguments and values with val-
ues being True or False. So concept is to be understood as an unsaturated 
function, and the extension is what turns it into a saturated function, and 
only those concepts that are extensionally individuated can be a reference of 
predicates, i.e they are properties. The problems for the sense and reference 
theory are the Regress problem, the problem that emerges because since 
Thoughts do not have objects, neither must the senses of names, but be-
cause sense of names often have then, a regress emerges fi nding a sense of 
a name not containing objects, Kerry’s problem, the problem of names, who 
refer to objects, saturated entities, referring to properties, which are un-
saturated entities, and the problem of accommodating properties that share 
the same extension. Some of these problem Perry tackles in eight chapter.

In the fi fth chapter, Perry takes under the loop Frege’s sense and ref-
erence theory how he presents it in the article “On Sense and Reference”. 
Senses give the necessary and suffi cient conditions that an object must ful-
fi ll for it to be the reference of an expression, but where commentators get 
it wrong according to Perry is identifying senses with modes of representa-
tion. They are a part of sense but not identical to them. He characterizes 
modes as functions. Their arguments are presenters, and their values are 
presented objects. Sense contains modes and the sense of presenters but 
not objects. Another thing that commentators assume is true is that Frege 
treated proper names as hidden descriptions, when there is no evidence 
for this. Frege actually tells very little about the senses of proper names, 
but where he does mention something what is crucial is his distinction be-
tween a perfect language that is used for scientifi c research where only one 
sense is attached to an expression and imperfect languages that are used 
for everyday communication where an expression has multiple senses. The 
purpose of sense and reference theory is to give an account of the perfect 
language. Frege then applies this theory also to imperfect languages whose 
defi ciencies are tolerable in a nonscientifi c discourse because successful 
communication is possible despite of them. Here Perry says there is a place 
for circumstance in a semantic theory. People successfully communicate 
and exchange information about a thing they attach different Thoughts to 
because they agree about the circumstance. Thoughts exemplify truth con-
ditions and cognitive signifi cance, but they are poor carriers of information. 
This also gives a good reason why circumstances are a good candidate for 
being the reference of sentences, but Frege does not go in this direction. He 
designates truth values as the things that sentences refer to, but he does 
not give a good reason for this.

In the sixth chapter, Perry shows how Frege’s conceptual content theory 
from Beggriffschrift can solve the identity problems that he presented in 
chapter two. What prevented Frege from realizing it was his adherence to 
the doctrine of unique content, though he came near it in Section 8 of Beg-
grrifschrift where he introduces the distinction between identity and identi-
ty of the content. The basic idea is that expressions not only convey informa-
tion about the things they stand for but also information about themselves, 
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which is often the point of using them. It also shows that the doctrine of 
unique content is false, for it means that an expression’s truth-conditions 
about the objects it refers to, the usual content it conveys, are not the only 
truth conditions a sentence has. Perry distinguishes three truth-conditions 
found in Beggriffschrift: (1) refl exive truth-conditions under which a sen-
tences is true, e.g. the sentence “Bratman is taller than Lawlor.” is true iff 
there are objects x and y and a relation Ψ  such that x and y are the objects 
to which “Bratman” and “Lawlor” refer and Ψ is the relation to which “is 
taller than” refers and that the circumstance that x has Ψ to y is a fact, 
(2) referential truth-conditions that specify how the sentence could satisfy 
the refl exive truth-conditions; the referential truth-condition of “Bratman 
is taller than Lawlor.” is that the circumstance that Bratman is taller than 
Lawlor is a fact, and (3) hybrid truth-conditions, the conditions for some ex-
pressions that make up the sentence. Perry uses this Refl exive-referential 
theory as he calls it to solve the identity problems. In the Name problem, 
the identity sentences “Hesperus = Hesperus” and “Hesperus = Phospho-
rus” have the same referential truth-condition, namely that the circum-
stance that Venus is identical to Venus is a fact, but differ in their refl exive 
and hybrid truth-conditions. The refl exive and hybrid truth-conditions of 
“Hesperus = Phosphorus” proscribe the existence of two objects, x and y, to 
which names Hesperus and Phosphorus refer, while the refl exive and hy-
brid truth-conditions of “Hesperus = Hesperus” proscribes the existence of 
two objects, x and y, to which the name Hesperus refers. Because of that dif-
ference, the identity statements differ in their logical properties and convey 
different information. In the Wilson problem and the General problem, the 
difference between sentences lie in their respective hybrid truth-conditions. 
The hybrid truth-condition of the sentence “Phosphorus is the same size as 
Hespherus” is that both names refer to the same sized object, which is not 
the hybrid truth-condition of “Hespherus is the same size as Hespherus”. 
The hybrid truth-condition of “Hesperus is moonless” is that “Hesperus” 
refers to an object that is moonless, while the hybrid truth-condition of 
“Phosphorus is moonless” is that “Phosphorus” refers to to an object that 
is moonless.

In the seventh chapter, Perry responds to Alonzo Church’s Slingshot 
argument for truth-values as references of sentences. The argument states 
that sentences refer to truth-values because they are the only thing that 
remains preserved when we either substitute an expression in a sentence 
with a co-referring expression or when we redistribute parts of sentences, 
and what remains preserved in substantiation and redistribution is what 
sentenced refer to. Perry counters the argument using the refl exive-referen-
tial theory he developed in the prior chapter. Truth values, contra Church, 
are not the only thing that remains preserved. In the case of substitution, 
referential truth-conditions are preserved; in the case of redistribution, hy-
brid truth-conditions are preserved. So the Slingshot argument gives us no 
reason to think that truth-values are the reference of sentences.

In the eighth chapter, Perry shows how the ideas from Beggriffschrift 
and the sense and reference theory can be combined into one single frame-
work he calls the Integrative theory. It has three levels of meaning: sense, 
reference, and extension. The sense is the sense of the sense and reference 
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theory: the sense of names, predicates, and Thoughts. The reference is the 
reference from Frege’s conceptual content theory: circumstances, objects, 
and properties. The extension is reference from the sense and reference the-
ory: objects, courses of values, and truth-values. Perry enumerates many in-
novations of the theory. One innovation of this theory is that in indirect dis-
course and attitude reports embedded sentences behave the same as when 
they are unembedded, i.e. they refer to the same thing, a circumstance, 
which instantiates the Thought. So substitution of co-referring expressions 
in the embedded sentences preserves truth. There is no doctrine of indirect 
reference, and the Fregean sense is relieved of a burden. Another one is 
that, because the thesis of unique content is here abandoned, there is a 
variety of truth-conditions for sentences and expressions that make them 
up. Further, it gives a better account of predicates, properties, and exten-
sions. What was reference in the sense and reference theory is now exten-
sion and, like sense, is unburdened. Perry then gives the truth-conditions 
of sentences. They are determined by their grammar and meaning. Given 
this, the refl exive truth-condition of a sentence is that (i) each expression 
has a sense, (ii) each sense determines a reference, (iii) each reference deter-
mines a denotation, and iv) further requirements imposed on these senses, 
reference, and denotations by the grammatical structure. The referential 
truth-condition is that there is a circumstance and that the circumstance 
is a fact. And fi nally, the truth value of the sentence with its denotations 
given is determined by the course of values which depending on the truth 
values of names attaches the same truth value as the extension of the sen-
tence. Then, Perry deals with four potential problems for the Integrative 
theory that he has to solve since it does not appeal to the doctrine of indi-
rect reference and instead assumes that embedded sentences in indirect 
and attitude reports refer the same way as when they are unembedded. At 
this point he still assumes the second thesis that (B) belief is a relation to 
a proposition. The fi rst three problems he solves in this chapter. The fourth 
problem he solves in the ninth chapter where he replaces the propositional 
thesis with the episode thesis. The fi rst problem is intensionality, the prob-
lem of explaining the case when substituting co-referring expressions does 
not preserve truth. The answer is that expressions cannot be substituted 
though they share the extension because they do not actually co-refer. If 
Elwood believes that humans are creatures with hearts but does not believe 
that humans are creatures with a kidney, the embedded sentences about 
humans do not co-stand for the same circumstance. The second problem is 
the opacity of descriptions, the problem that the substitution of co-referring 
description does not preserve truth. The answer is that the descriptions are 
not co-referring because they refer to different properties despite sharing 
the same extension. If Elwood knows that the author of Tom Sawyer was 
born in Missouri but does not know that the author of Huckleberry Finn is 
born there, then the descriptions do not co-refer. The third problem is the 
opacity of names and predicates, the problem of explaining the case when 
substituting co-referring names and predicates does not preserve truth. The 
answer is the same one for the fi rst and second problem. They might have 
the same extension but they do not refer to the same thing. If Elwood on 
his exam marks the claim that Mark Twain wrote Huckleberry Finn as 
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true and marks the claim that Samuel Clemens wrote Huckleberry Finn as 
false, then this is the refl ection of his beliefs. Lastly, Perry delves into the 
intersection between the Integrated theory and pragmatics. He explains 
that Integrated theory implicitly assumes that indirect discourse and at-
titude reports have appeared for two reasons – to pass along information 
about the agent and to provide an explanation of the agent’s actions. For 
this reason, we as speakers are reluctant to substitute a co-referring expres-
sion in such contexts as using this expression could be potentially mislead-
ing to a listener. One insight of Frege’s sense and reference theory is that 
the way the objects are presented through expressions that stand for them 
is of equally important as themselves are. The Integrated theory keeps that 
insight with the pragmatic explanation of why substitution of co-referring 
expression is in some situation not allowed.

In the ninth chapter, Perry deals with the fourth problem for the Inte-
grative theory, the problem of logical operations on contents. Perry extends 
the Integrative theory by adding a mental component to it. Having a belief 
or other attitude, explains Perry, does not consists of only the relation to a 
proposition but includes a cognitive state or an “episode” made up of ideas 
that causes one to make an utterance. To incorporate this into the Integra-
tive theory, he explores the relationship between a cognitive state’s content, 
the ideas that make it up, and the cognitive state’s causal role. He pres-
ents three insights: One, the content constrains the causal relation between 
cognitive states and actions. Two, the content has refl exive and referen-
tial truth-conditions. And three, the content that motivates action is not 
referential content, but refl exive content. Following this, he formulates a 
psychological principle that regulates the causal relation between cognitive 
states and actions, and so verbal actions, which he calls the fundamental 
principle of folk psychology and which relies on refl exive content: A desire 
and a belief will motivate an action of will have a tendency to do so if the 
belief is made true and the desire is satisfi ed by the object(s) the notions(s) 
are of instantiate the property or relation the idea is of, and if the execu-
tion of the action will guarantee or at least increase the likelihood that the 
conditions for satisfaction of the desire will be met if the truth-conditions 
of the belief are met. Perry then proceeds to apply this episode account 
on various topics in philosophy of language. He uses it to solve a logical 
manipulation puzzle, a type of puzzle where an entailment is drawn out 
from propositions that someone believes, and if he or she is rational, he or 
she must believe in that entailment. If the austere propositional account is 
assumed, the rational person must believe all logical consequences of the 
propositions she believes. But depending on the propositions, this makes 
the person irrational as the consequences of two or more propositions can 
be contradictory. This does not happen on the episode account. The entailed 
content that a rational person believes is limited to the refl exive content 
of its cognitive states and does not go beyond that. Perry also combines it 
with David Kaplan’s semantic theory of temporal indexicals like “here” and 
“now” to solve semantic problems with sentences that locate the events they 
refer in time and change their wording depending on time temporal location 
of their speakers. Kaplan holds that the meaning of indexicals are deter-
mined by characters, functions that bind contexts – agents, times, location, 
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and world. and contents. Perry reinterprets Kaplan’s characters as function 
from utterances and cognitive episodes to contents with various parameters 
called roles, including agent, time, and location, that are determined by 
the properties of utterances and episodes. According to this account, what 
explains the cognitive difference between different sentences that refer to 
the same event are the episodes that speakers have about them, e.g. if I 
have the episode that § Now is the time to go to the polling places.§ (Perry’s 
notation for episodes), that with the desire to be a good citizen will move 
to go to the voting booth today unlike the sentence “November 6, 2018 is 
election” for which I do not have the corresponding episode. Finally, in the 
tenth chapter, Perry makes a short recapitulation of the theses he argued 
for in the book.

I highly recommend John Perry’s Frege’s Detour. The greatest strength 
of Perry’s book is its originality. What Perry did was to take Frege’s older, 
less known theory of meaning that even among Frege scholars was consid-
ered to be half-baked and immature, and at best, a stepping stone to his 
sense and reference theory that made Frege a towering giant in contem-
porary analytic philosophy of language, and use it to develop a new theory 
of meaning that is still Fregean in spirit. However, it rejects the basic as-
sumption of Frege, the doctrine of unique content. It is a theory that shows 
that one can make a workable theory of meaning that does not rely on that 
postulate. Even if one does not agree with Perry in many points he makes 
in the book, one must admire the achievement. Another thing that makes 
the books of great interest is Perry’s rereading of Frege’s mature articles on 
sense and reference, which puts a new light on things. For example, he cor-
rects the widely held assumption by Frege commentators that Frege identi-
fi es senses with modes of representation (58), and he notes that Frege did 
not give a valid reason to think that truth-values are reference of sentences 
(72-73). One caveat is that the book assumes a certain level of knowledge 
of Frege and general issues in the philosophy of language, so philosophy 
undergraduates and others with an introductory interest in the philosophy 
of language will have a harder time following the book. Because of its ad-
vanced themes, the readership that will most enjoy this book are philoso-
phers specialized in philosophy of language and Frege scholars. All in all, 
Frege’s Detour is a worthwhile book.
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