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Legitimate Mathematical Methods
JAMES ROBERT BROWN
University of Toronto, Toronto, Canada

A thought experiment involving an omniscient being and quantum me-
chanics is used to justify non-deductive methods in mathematics. The 
twin prime conjecture is used to illustrate what can be achieved.

Keywords: Mathematics, methodology, proof, thought experiment, 
inductive evidence.

There is a standard view of mathematics that says proofs are the one 
and only source of evidence and proofs are deductive derivations from 
fi rst principles. This attitude has a long tradition and there is a com-
forting surety about it. But occasionally there are voices in opposition, 
including one that should be particularly infl uential.

If mathematics describes an objective world just like physics, there is no 
reason why inductive methods should not be applied in mathematics just 
the same as in physics. The fact is that in mathematics we still have the 
same attitude today that in former times one had toward all science, namely 
we try to derive everything by cogent proofs from the defi nitions (that is, in 
ontological terminology, from the essences of things). Perhaps this meth-
od, if it claims monopoly, is as wrong in mathematics as it was in physics. 
(Gödel 1995 [1951], vol. III: 313)

I’m going to argue for the same conclusion, but I will come at it in a 
very different way. Instead of trying directly to liberalize the notion of 
evidence in mathematics, I will assume certainty in physics, that is, I 
will assume that the fi rst principles of quantum mechanics (QM) are 
just as certain as the Peano axioms (PA), the fi rst principles of arith-
metic. The consequence for what counts as legitimate mathematical 
methods will surprise.

Let’s begin with a parable. God parts the clouds and says: “Verily, 
verily I say unto you, the principles of quantum mechanics are true.” 
Imagine God as you will. I picture Athena, goddess of wisdom and pa-
tron of science. But be sure to include her being omniscient and truth-
ful. This means we can now know with certainty that quantum states 
are represented by vectors in Hilbert space; they evolve according to the 
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Schrödinger equation; the Born rule will give us the right probabilities 
for measurement outcomes; and so on. We now have perfect confi dence 
in the truth of the standard principles of QM, which until now were 
merely empirically well justifi ed. And we also know that anything we 
can derive from those fi rst principles, such as Heisenberg’s uncertainty 
principle, is unquestionably true, since logic preserves truth.

So far, so good, but we have more questions for God to answer: Is 
QM complete, in the sense of implying yes or no to every QM question? 
If P is a consequence of QM, can we derive it in a feasible time? What is 
the relation of QM to other theories? Do chemistry and biology reduce 
to QM or not? Other questions will readily come to mind.

We ask, but God won’t answer. She smiles benignly then, alas, de-
parts. (Athena frequently helped Odysseus out of a jam, then left him 
to fend for himself.) Suppose this is how things now stand with us. We 
now know much with certainty. But we remain either ignorant or only 
mildly confi dent of much else in QM. How should we proceed?

Obviously, we should try to construct derivations for as many 
propositions as possible. But what about the rest? We would probably 
continue as before. That is, we would continue with a combination of 
conjectures and experimental testing. Aside from the parts of QM that 
are clearly certain, it would be business as usual. We would continue 
to argue over what this involves but details would be more or less the 
same. There will be experimental probing, hypothesis testing, the use 
of various statistical techniques, thought experiments, philosophical 
considerations, and so on.

We would continue to tackle many problems the way we do current-
ly. For example, perhaps there is a derivation of the details of protein 
folding from the principles of QM, but no such derivation can be found 
by humans. Calculating the energy levels of complex objects is hope-
lessly diffi cult. U235 is a many-body problem that can’t be exactly solved. 
Quantum fi eld theory is a relativistic extension of QM, not derivable 
from it. What about dark energy? Is this even a QM problem? God is no 
help in answering these questions. We have to carry on as before.

The upshot from all of this is that some physics is certain and some 
is not, and we will continue to learn about the latter in the same old em-
pirical, fallible, inductive way. Why not demand certainty everywhere 
in QM? The argument for not doing this, if one is needed, is simple: 
Pre-God we have lots of justifi ed but fallible beliefs involving QM. Then 
God tells us that part of this is in fact certain knowledge. Great news. 
Do we abandon the remaining justifi ed beliefs on the grounds that they 
are not certain? No, since their status as justifi ed but fallible beliefs 
remains unchanged from what it was before God certifi ed some of it. In 
that respect, nothing has changed. The fact that God certifi es some of 
it should not turn us into sceptics about the rest.

Of course, it is still debatable precisely what good scientifi c method 
is, but that is a detail that need not trouble us here. Most of QM re-
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mains fallible by anybody’s lights and should be investigated empiri-
cally and inductively. We have certain knowledge of the fi rst principles 
of QM and their deductive consequences. The rest of QM has the same 
status as it had before God intervened. Does this have consequences for 
our knowledge claims elsewhere?

Let’s turn to mathematics, where the common attitude is that much 
of it is certain knowledge (and we don’t need God to tell us). I’ll stick to 
an elementary part, basic arithmetic, which, for most of us, is probably 
as certain as anything could be.

There is a common ideology that goes along with the general at-
titude about mathematics. Let’s assume the Peano axioms (PA), which 
are a set of rules characterizing the natural numbers. PA says there 
is a number 0, and for each number there is a successor. Thus, 1 is 
the successor of 0; 2 is the successor of 1, and so on. There are axioms 
for addition and multiplication, and for the principle of mathematical 
induction. These axioms are typically taken to be certainly true, or at 
least as certain as anything could be. Of course, there are people who 
claim to doubt them, but there are also people who claim to doubt the 
law of non-contradiction.1

A theorem may be asserted, according to the common ideology, if 
and only if there is a proof, which is a derivation from the basic axi-
oms. (In practice a sketch of a derivation will suffi ce, but it is under-
stood that that full details could in principle be provided.) Nothing else 
should be believed, according to this ideology — a proof is the only 
evidence allowed.

All of this can be easily illustrated by a famous theorem, fi rst proved 
in Euclid’s Elements. The theorem follows from PA. Prime numbers are 
numbers that cannot be factored, that is, they cannot be divided by any 
numbers except 1 and themselves without remainder. They include: 2, 
3, 5, 7, 11, 13, … The rest are composite numbers, which are the prod-
uct of primes. For instance, 4 = 2×2, 6 = 2×3, 8 = 2×2×2, 9 = 3×3, 10 = 
2×5, 12 = 2×2×3, …, 2093 = 7×13×23, and so on. How many primes are 
there?
 Theorem: There are infi nitely many prime numbers.
 Proof: Suppose there are only fi nitely many primes. Hence, there 

is a highest p. Let q = (2×3×5×7×…×p) + 1. If q is a prime, then 
p is not the highest prime after all. If q is composite, then q is 
divisible by primes. But none of 2, 3, 5, …, p can divide q, since 
there is always a remainder of 1. Thus, some prime r must divide 
q. But r > p. Either way, p is not the highest prime. So, the initial 

1 This is perhaps unfair to those who are fi ctionalists, such as Field (2016) or 
Leng (2010). I don’t wish to debate this issue here. I assume mathematical platonism 
or some sort of realism from the outset and argue from there. The point of this paper 
is not about the ontology of mathematics, but rather its legitimate epistemology. 
What is the best way to acquire objective mathematical knowledge, assuming there 
is such a thing? (Chess knowledge, by contrast, is not objective.)
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assumption that there is a highest prime is false. Thus, there 
are infi nitely many.

Now we have two interesting systems to think about, PA and QM. The 
fi rst principles of PA and QM (post God) are both certain. Anything we 
can derive from either we can be sure is true. And yet we treat them 
differently in a fundamental way. We would be happy to go beyond the 
certain fi rst principles of QM and continue to use inductive methods 
to enlarge what we know about the physical realm. But we have been 
reluctant to do the same with PA. Their epistemic situations are the 
same, so we should have the same epistemic outlook for each.

The parallel is obvious. In the quantum case (post God), we have 
two kinds of propositions: (1) QM principles and logical consequences 
that we can actually derive and (2) all other truths of quantum me-
chanics that we cannot either practically or in principle derive. In the 
arithmetic case, we also have two kinds of propositions: (1) PA axioms 
and logical consequences we can derive from those axioms and (2) all 
other truths of arithmetic that we cannot either practically or in prin-
ciple derive.

How should we respond to this schizophrenic methodological at-
titude? Obviously we should follow the QM example and extend our 
mathematical knowledge by adding various inductive techniques to 
PA. This will have profound implications for mathematical practice. 

The twin primes conjecture will provide a good example of a more 
liberal way of proceeding. Twin primes are pairs of prime numbers of 
the form (p, p+2). For instance, (3,5), (5,7), (11,13), (17,19), and so on. 
How many are there? This is an open problem in number theory in the 
sense that there is no proof that the number of twin primes is either 
infi nite or fi nite. Number theorists have been attacking the problem 
for a long time without fi nding the answer.2 It is possible, of course 
that the problem is unsolvable, in the sense that no proof exists either 
way. We know from Gödel’s incompleteness theorem that such unsolv-
able problems exist. Euler, who is often quoted on this topic, wondered 
about the possibility. “Mathematicians have tried in vain to discover 
some order in the sequence of prime numbers but we have every reason 
to believe that there are some mysteries which the human mind will 
never penetrate.” (1710, quoted in Simmons 1992: 276n3).

To proceed, let’s take note of the Prime Number Theorem. I will use 
the standard notation 𝜋(n) for the number of primes up to n, e.g., 𝜋(10) 
= 4. The Prime Number Theorem says: 𝜋(n) ≈ n/log n. That is, the num-
ber of primes up to some number n is approximately equal to n divided 
by the natural log of n. As n gets larger, the approximation becomes 
more accurate. For example:

2 The literature on number theory, especially primes, is enormous. Extensive 
discussions can be found in Hardy and Wright (2008), Ribenboim (1991) and Shanks 
(1993).
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Cramér (1936) developed the idea that primes can be considered as 
random. If we consider them equiprobably, then the probability that a 
number less than n is prime is approximately 1/log n. The idea can be 
tweaked to address obvious problems (eg, half the numbers are even so 
not prime, aside from 2).

Think of the gap between primes. For instance, the gap between 5 
and the next prime 7 is 2; the gap between 11 and 13 is also 2, while 
the gap between 13 and the next prime 17 is 4, and so on. The apparent 
randomness of the primes will be refl ected in the randomness of the 
size of the gaps. Since there are infi nitely many primes, we can expect 
the number of gaps of size 2 to occur infi nitely often. And that means 
that primes of the form (p, p+2) will occur infi nitely often. In short, the 
twin primes conjecture is true. And it is justifi ed by rather simple but 
quite compelling inductive means.

The argument is easily generalized to prime pairs of the form (p, 
p+4), (p, p+6), and so on. There are infi nitely many pairs of each of 
these, as well, since there will be infi nitely many gaps of size 4, size 6, 
and so on. The moral to be drawn from this example is that inductive 
methods can provide legitimate evidence in mathematics more gener-
ally.

I want to stress that the foregoing argument signifi cantly differs 
from other arguments for inductive methods in mathematics. Be-
sides Gödel who was quoted at the outset, lots of people (including me 
(Brown 2008, 2017)), have argued for such a conclusion. One of the 
simplest arguments for a more liberal methodology is the fact that the 
fi rst principles cannot be proven (without begging the question), so it 
is in principle hopeless to demand that all our mathematical evidence 
be based on proofs. Another argument for mathematical fallibility is 
based on conceptual change. For instance, in the 18th century it was 
thought that all functions are continuous. The proof for this theorem 
was fl awless. The concept of function, however, changed during the 19th 
century, so that now we take a function to be an arbitrary association 
between sets. This allows the radically discontinuous Dirichlet func-
tion f(x), which equals 1 or 0, depending on whether x is rational or 
irrational.

The argument here is quite different in that it assumes that math-
ematics is in part certain. Specifi cally, the Peano axioms are taken to 
be as certain as anything. The argument then follows the lesson of QM 
resulting from the God thought experiment, namely, that inductive 
methods should supplement the known-to-be-certain fi rst principles. 
This is why the God TE at the outset is important; it guarantees the 
analogy between mathematics and physics, which is the basis of the 
argument.
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Of course, there is no God who guarantees the fi rst principles of 
QM, and we cannot continue to take those principles to be certain. The 
thought experiment has done its job and led us to a new way of viewing 
legitimate mathematical methods. Now we can treat it like Wittgen-
stein’s ladder. Toss it out and agree that even the fi rst principles of QM 
and PA are fallible, as is all knowledge, but the liberalization in what 
counts as evidence more than makes up for the loss of certainty.
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JESSICA CARTER
University of Southern Denmark, Odense, Denmark

This article focuses on particular ways in which visual representations 
contribute to the development of mathematical knowledge. I give ex-
amples of diagrammatic representations that enable one to observe new 
properties and cases where representations contribute to classifi cation. 
I propose that fruitful representations in mathematics are iconic repre-
sentations that involve conventional or symbolic elements, that is, iconic 
metaphors. In the last part of the article, I explain what these are and 
how they apply in the considered examples.

Keywords: Visual representations, discovery, iconic metaphors, 
manipulation, Peirce.

1. Introduction
Many scholars have commented on the advantages for mathematics 
of choosing appropriate notations. Euler, for example, expressed that 
Leibniz’s notation for the differential was superior to Newton’s:

It might be uncivil to argue with the English about the use of words 
and a defi nition, and we might easily be defeated in a judgment about 
the purity of Latin and the adequacy of expression, but there is no 
doubt that we have won the prize from the English when it is a question 
of notation. For example, the tenth differential, or fl uxion, is very 
inconveniently represented with ten dots, while our notation, , is 
very easily understood. (Euler 2000: 64)

Other mathematicians comment on the potential “fruitfulness” of a 
good choice of notation:

It only becomes possible at all after the mathematical notation has, as a 
result of genuine thought, been so developed that it does the thinking for us, 
so to speak. (Frege 1953: xvi)
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Another concern is the choice of representations in mathematics. A re-
cent such interest is the role of visual representations, or diagrams. 
The aim here is to show particular ways in which visual representa-
tions contribute to the development of mathematical knowledge. One 
focus will be to illustrate how these representations enable you to see or 
observe certain patterns which leads to the formulation of new hypoth-
eses. A puzzle that I will address—but only partially solve—concerns 
the question of how and why certain representations contribute to the 
development of mathematics. One part of the answer (see Carter 2019) 
is that it is often fruitful to have available iconic representations that 
are possible to manipulate. Taking as a starting point Peirce’s charac-
terisation of an icon, I will fi rst propose that icons used in mathematics 
are best understood as iconic metaphors and explain what this means. 
In this context, I will note that iconic representations that can be ma-
nipulated play a key role in Peirce’s characterisation of mathematical 
reasoning. Second, I will indicate that we still lack an account of how to 
fi nd a useful representation or notation in mathematics.

The use of visual representations and notations has contributed 
to the development of mathematics in various ways. Sometimes the 
choice of a particular notation enables one to see that there is a problem 
of a certain type. As an example, I could mention Descartes’ convention 
of writing  instead of ,  instead of  and so on. This made 
him able to write, for the fi rst time, a quadratic equation (almost) as we 
do today, for example as . This convention made it possible 
to formulate a general n-degree equation and formulate the Funda-
mental Theorem of Algebra. As is noted by Manders this invention also 
suggested to Descartes why the classical problems of duplicating a cube 
and trisecting an angle by ruler and compass were impossible to solve:

First, its degree, algebraically the key feature. Descartes guesses 
that the degree determines by what means solutions may be con-
structed, e.g., because angle trisection problem gives an irreducible 
third-degree equation, it cannot be done by ruler and compass. But 
there is no direct way to predict the degree of its equation from the 
appearance of a geometrical fi gure. (Manders 1989: 558).

Descartes was able to translate, for example, the problem of duplicating a 
cube into the cubic equation . Given a cube with side b and volume 

, z corresponds to the side of the cube that has two times this volume. 
Having found that roots of quadratic equations could be constructed by 
ruler and compass, Descartes formed a hypothesis that this could not be 
the case for irreducible cubic equations. He also formed what he thought 
was a proof of this. But it turned out not to be correct. See (Lützen 2010) 
for details. Descartes did not yet have the required algebraic tools, for 
example, fi eld extensions and formulated a geometric proof.1

1 Lützen (2010) remarks that it is not strange that Descartes formulated a 
geometric proof: There was a long tradition of giving geometrical proofs at the time, 
combined with the fact that algebra was still in its infancy and so not considered as 
trustworthy.
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Another example concerns how a particular choice of representation 
of a problem contributes to classifi cation: a particular representation 
may help one to formulate—and solve—all problems of a particular 
type in a systematic way. The Arabic mathematician Al-Khwarizmi (c. 
780–850) formulated quadratic equations in terms of the “three types 
of numbers” roots (the unknown), squares and numbers.2 One of these 
types of equations is ‘Square and roots is equal to a number’. Perhaps 
these expressions and their geometrical representations, when demon-
strating their solution, helped him to formulate all types of quadratic 
equations. In any case, one usually attributes to the Arabic mathema-
ticians the fi rst systematic solution of quadratic equations. Other ex-
amples of representations contributing to a classifi cation of a type of 
objects can be found in (Eckes and Giardino 2018).

In the next section we shall see that these two roles of represen-
tations also occur in contemporary mathematics. That is, one fi nds 
examples of representations that enable one to see certain properties 
and cases where representations contribute to classifi cation. In both 
examples the representations consist of diagrams.

2. Visual representations in contemporary mathematics
Representations in free probability theory—seeing
It is possible to fi nd examples from contemporary mathematics where 
a specifi c form of representation has contributed to the formulation of 
new hypotheses. One such example is presented in Carter (2010). This 
example illustrates how the visual appearance of a particular repre-
sentation may lead to the formulation of a new concept. The example 
has to do with permutations on the set  which appear in a 
certain combinatorial expression in free probability theory. By repre-
senting these permutations in a certain way, certain properties of them 
became visible. Similar representations further contribute to make vis-
ible that these properties have an effect on the value of the expression. 

The expression and its value is  = . 
The ’s in the expression stand for  matrices and their entries are 
Gaussian random variables. After taking the trace of the multiplied 
matrices, it therefore makes sense to take the expectation, ‘ ’. The in-
dices contain ‘ ’ which denotes a permutation on the set . 
A permutation is a 1–1 and onto function on a set to itself. The num-
bers,  and , in the above formula refer to the number of odd and 
even numbers, respectively, of certain equivalence classes on the set 

. The total number of equivalence classes turns out to de-
pend on properties of the permutation. I will show the representation 
of permutations that revealed this property. Representing a permuta-

2 Al-Khwarizmi formulates and solves six different problems, for example, the 
problem ‘square and roots identical to number’ and ‘square and number identical to 
roots’, see (Berggren 1986).
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tion by certain diagrams gives rise to the concept of a ‘non-crossing 
permutation’. See (Carter 2010) or (Haagerup and Thorbjørnsen 1999) 
for further details about the case. 

Below are two examples of representing a permutation on the set 
. In the diagram on the left in fi gure 1, you may observe that 

the lines do not cross, whereas they do in the right-hand diagram. This 
gives rise to the notion of a non-crossing and a crossing permutation.

1

2

34

5

6 1

2

34

5

6

Figure 1. The left diagram is a representation of a non-crossing permu-
tation. In two-cycles, the permutation can be written as (12)(36)(45). The 
diagram on the right shows a crossing permutation. The represented 
permutation in this case is (12)(35)(46).

It turns out that the above-mentioned result depends on whether lines 
cross or not, that is, whether the permutation is crossing or not. To 
see this, the mathematicians visualised, or represented, equivalence 
classes of an equivalence relation formed on the set . (First 
the permutation is rewritten, taking into account that there are  ma-
trices in the expression. The new permutation is denoted .) The rela-
tion is  (mod 2p). Representations of such equivalence classes 
can be seen below in fi gure 2.
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1

2

34

5

6 1

2

34

5

6

Figure 2. Numbers that are in the same equivalence class are joined by 
lines. I have identifi ed the equivalence classes of the two permutations 
shown in fi gure 1. In the left fi gure one sees that the number 1 is related 
to  3.  is seen to be 2 in the left-hand diagram in fi gure 1. 
Similarly, 1 1 (mod 6), so {1,3} form one equivalence class. 
It can be seen that 2 is related to itself, so there is only one number in 
this equivalence class (marked by a fi lled circle). It is seen that there are 
4 equivalence classes in the left-hand diagram, whereas there are only 2 
in the right-hand diagram. Recall that this corresponds to the crossing 
permutation.

By drawing a number of such diagrams, varying the permutation, it is 
possible to detect a pattern. If  and so  one 
will see that whenever the permutation is non-crossing, there are 4 
equivalence classes. If the lines cross, there will be fewer. In general, 
the mathematicians were able to formulate the hypothesis, that the to-
tal number of equivalence classes depends on whether the permutation 
is crossing or non-crossing: If it is non-crossing, the number of equiva-
lence classes is p+1. If it is crossing, this number will be strictly less. 

In the published papers presenting this result, there are no dia-
grams. In order to formulate these propositions and proofs of them, the 
property of being a crossing permutation therefore had to be reformu-
lated. The formal defi nition of a crossing permutation is as follows: A 
permutation  has a crossing, if for some a<b<c<d 
in  it is the case that  and . If it has no crossings, 
it is said to be a non-crossing permutation.

One point is that there is a difference in how we perceive these defi -
nitions. In the diagrams the properties are shown. One can actually 
perceive the lines crossing. In the formal mathematical language, we 
cannot see this directly. The defi nitions of these properties are only de-
scribed. (See Carter 2019 for an elaboration of this point.) Note also that 
this example illustrates Manders’ point; that a different representation 
may reveal new properties or explanations. Whereas Manders discusses 
an algebraic representation of geometrical fi gures, the example present-
ed here conversely considers a representation of a formal expression.
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Representations in analysis—classifi cation
In analysis, one fi eld studied concerns -algebras and their classifi ca-
tion. That is, having defi ned -algebras, one wishes to fi gure out the 
different types of such objects there are up to isomorphism. A tool to 
do that is to defi ne so-called invariants. The mathematician George El-
liott has formulated a program where the hope is that K-theory could 
provide such a tool: That two -algebras are isomorphic if and only if 
their corresponding K-groups are pairwise isomorphic. This turned out 
only to be true in simple cases. The study of their K-groups, however, is 
still an important fi eld of study. For -algebras it is possible to defi ne 
two such groups, denoted  and . It is generally quite complicated to 
calculate these groups from their original defi nitions. Recently a much 
easier way to calculate them has been found. The trick is fi rst to repre-
sent the algebras in a different way, as directed graphs. From this rep-
resentation, it is possible to fi nd a different way to access these groups. 
I give a few details of these concepts here before coming to the main 
(philosophical) points: That certain diagrammatic representations are 
used as tools for classifying -algebras and that these diagrams can be 
manipulated.

A directed graph is defi ned by a four-tuple, . Here  
consists of the vertices of the graph and  consists of the edges. That 
E is a directed graph means that edges have a direction, which is ex-
pressed by a range and a source function. For each edge, these func-
tions say where it ends and starts: . An example of a (fi nite) 
graph is given in fi gure 3. This graph has three vertices, named  
and , and three edges,  and . The arrows indicate their source 
and range. The source of the fi rst two is , the source of  is the vertex 

. The ranges are given as follows:  and .

Figure 3. A directed graph, E, with three vertices.

A directed graph gives rise to certain generators and relations that 
the generators must fulfi l, which then generate a -algebra. The 
-algebra generated by the graph, E, is denoted For details of how 
such algebras are constructed, see Szymanski (2002). Read in a differ-
ent way, a graph gives rise to a linear map, , where V is the 
set of vertices that emit edges. It turns out that the two -groups can 
easily be calculated from this map. First, the linear map is defi ned on 
vertices, , that emit edges as
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.

The two groups  and  can be calculated as the cokernel and kernel 
of this map:

and
.

In the case of quadratic equations, I suggested that the geometric rep-
resentation of them contributed to the formulation of, and solution to, 
all types of such equations. In other words: a classifi cation of quad-
ratic equations. The directed graphs can be used as tools for classifi ca-
tion. But they are not themselves objects of such a classifi cation in the 
sense that two different graphs correspond to two different types of 

-algebras. To a particular directed graph corresponds a linear map 
from which the proposed invariants,  and  can be obtained. Fur-
thermore, two different graphs will give rise to different linear maps. 
But unfortunately, the information obtained from the -groups is not 
always suffi cient to tell whether the corresponding -algebras are iso-
morphic or not. The graphs are epistemic tools in the sense that they 
have made calculations of the -groups easier (Carter 2018).

Another point is that the directed graphs can be manipulated. In 
order to illustrate this point, we consider a result from (Szymanski 
2002). It is proven that a large class of algebras can be generated 
by directed graphs—and so that their K-groups can easily be calcu-
lated. This result has been found by manipulating directed graphs. The 
result states that, given two specifi c groups,  and , it is possible to 
construct a directed graph, E, such that the algebra it generates 
has these two as its  and -groups, that is,  for i=0 and 1. 
The proof—and the way this result was found—starts by considering a 
particular graph that gets the result partially. That is, the fi rst graph 
has the right -group but the other group is zero. After that a number 
of subgraphs are added, so one gradually gets closer to the sought for 
graph. One adds vertices and edges and along the way calculates how 
these changes alter the K-groups. Manipulating graphs, i.e., adding 
and removing edges and vertices, therefore contributed to the result 
in question.

Manipulating iconic representations
We now address the observed similarities of the two case studies. In 
both cases certain objects are represented by diagrams. In the fi rst 
case, the objects represented are permutations and, in the second, 

-algebras. In the fi rst case the visual representation contributed with 
a new concept (that of a crossing permutation). The second example is 
slightly different—the representation has made progress possible be-
cause calculations of K-groups turned out to be much easier. In both 
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cases particular instances of concepts, that is particular examples of 
permutations and -algebras, can be represented by diagrams. One 
reason that these representations contribute to new knowledge, is the 
fact that they can be manipulated. In this way they become tools for 
experimentation. By, for example, producing a number of examples of 
permutations and their equivalence classes one is able to detect a gen-
eral pattern: that this number depends on the visual appearance of the 
lines in the diagram.

Another key feature of a fruitful representation is that it shares rel-
evant “structure” with the problem, it represents. In C.S. Peirce’s semi-
otics such representa  tions are referred to as icons. An icon is the par-
ticular type of sign that is able to represent its object because it is like 
this object in some respect. This also entails that an iconic sign should 
hold the capacity to reveal more information about the object it repre-
sents, than is required to identify it as a representation of that object. 
Stjernfelt (2007) refers to this feature as the ‘operational account’ of 
similarity, and so of an icon. Simple examples of iconic representations 
consist of images and, in mathematics, of geometrical fi gures. These 
representations visually resemble what they represent. According to 
Peirce, icons play a key role in mathematics in general. But mathemati-
cal icons are rarely simply pictures of what they stand for. This means 
that the likeness must consist of something else besides visual resem-
blance. When Peirce characterises icons, he sometimes refers to them as 
having conventional (i.e. symbolic) features or that they have a purpose:

For example, a geometrical fi gure drawn on paper may be an icon of a 
triangle or other geometrical form. If one meets a man whose language 
one does not know and res orts to imitative sounds and gestures, these 
approach the character of an icon. The reason they are not pure icons is 
that the purpose of them is emphasized. A pure icon is independent of any 
purpose. It serves as a sign solely and simply by exhibiting the quality it 
serves to signify. (Peirce 1998: 309)

Note that, according to Peirce, not even a drawn geometrical fi gure is a 
pure icon. I therefore propose that icons used in mathematics contain 
conventional, or symbolic elements—and so cannot be pure icons. They 
are what he refers to as iconic metaphors (Collected Papers 2.277). A 
related point is that, according to Peirce, a sign must be interpreted as 
a sign in order to function as such. To identify in which respect a sign 
stands for another mathematical object is therefore part of the role of 
the interpretant of a sign. The conventional element of an iconic sign 
or, in other words, the information given so that one may identify how 
a given sign stands for another object, I will refer to as formulating 
the underlying convention or rule for interpretation. I propose that it is 
a combination of (what follows from) the underlying conventions and 
properties of the representation that contributes to the successful use 
of iconic representations in mathematics.

To give a simple example of an iconic metaphor, I return to the 
second example mentioned in the introduction. The particular exam-
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ple concerns the geometric representations of quadratic equations. 
One of the problems formulated by Al-Khwarizmi was ‘A square and 
10 of its roots is 39’. Using contemporary notation, we can also write: 

. When forming a geometric representation of this prob-
lem we could formulate the following conventions: (1) both sides of the 
equality sign denote (the area of) geometrical fi gures, (2) ‘x’ and 10 
refer to (the length of) line segments, (3) addition means that the geo-
metrical fi gures are joined, (4) multiplication of two line segments gives 
a rectangle (or a square). These lead to a representation of the equa-
tion as shown in fi gure 4. This geometric fi gure can be manipulated to 
determine the line segment, . I speculate that it is easier to obtain the 
solution of the equation by these manipulations than manipulating the 
corresponding expression or equation. It appears at least to be the way 
that the solution was originally found: Al Khwarizmi is said to have 
been inspired by Babylonian mathematicians. According to (Høyrup 
2002) they solved such equations geometrically. The steps are shown in 
fi gure 5. One fi rst cuts off half of the rectangle and moves it below the 
fi gure as shown in fi gure 5. In the next step, the “square is completed”: 
one adds a square with area , so that the area is now 64. The 
side of the square is then 8 and the sought for line segment is 8–5=3.

Figure 4. A geometric representation of .
x 10

5

5

Figure 5. Illustrating the geometric solution of .
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Once the solution has been found geometrically, it is possible to for-
mulate the manipulations of the fi gures in Figure 5 in the original 
language: The top fi gure expresses that  is the same as 

. The stippled lines in the bottom fi gure state that: 
. The fi gure further shows that this is 

a square with side , that is, . Finally, one takes the 
square root and subtracts 5 to obtain .

Given this terminology, we can say that a -algebra is an iconic 
metaphor of a directed graph. There are specifi c rules that defi ne how 
to read a particular graph. Similarly, other defi nitions say how to read 
the graph in a different way and so obtain the linear map. This means 
that the linear map is also a metaphorical representation of the di-
rected graph. Intricate mathematical arguments are needed in order 
to determine the relation between this map and the K-groups referred 
to above.

It is much easier to comprehend how diagrams represent permuta-
tions as was shown in the fi rst case study. The employed convention 
is simply to place numbers on a circle and to draw a line between the 
numbers  and  of a given permutation, . By using this convention, 
one may consider these diagrams as iconic representations of permuta-
tions. After manipulating such diagrams, the discovered property of 
being a crossing permutation can be reformulated in the original vo-
cabulary of the permutation as a mapping.

The examples shown illustrate that the manipulation of iconic rep-
resentations is a fruitful practice in mathematics. This brings me to 
the fi nal point of this paper: that both these features play a central 
role in Peirce’s characterisation of mathematical reasoning. In ‘On the 
algebra of logic. A contribution to the philosophy of notation’ Peirce 
writes the following about reasoning, mentioning the role of icons and 
our ability to manipulate them:

The truth, however, appears to be that all deductive reasoning, even simple 
syllogism, involves an element of observation; namely, deduction consists in 
constructing an icon or diagram the relations of whose parts shall present 
a complete analogy with those of the parts of the object of reasoning, of 
experimenting upon this image in the imagination, and of observing the 
result so as to discover unnoticed and hidden relations among the parts. ... 
As for algebra, the very idea of the art is that it presents formulae which 
can be manipulated, and that by observing the effects of such manipula-
tion we fi nd properties not to be otherwise discerned. (Peirce in Collected 
Papers 3.363)

In this paper I have emphasised the role of visual representations, or 
diagrams. But it is clear from the above quote, that also other types 
of representations, that is, general mathematical expressions, are ex-
amples of iconic representations that can be manipulated—and so con-
tribute to the development of mathematics.
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3. Conclusion
I have shown various examples illustrating the effectiveness of visual 
representations in contemporary mathematics. In the fi rst example a 
particular diagrammatic representation revealed new properties of a 
permutation. In the second example, a diagrammatic representation 
has contributed with tools that potentially make classifi cation of -al-
gebras simpler.

I have also noted that fruitful representations in mathematics are 
iconic metaphors that can be manipulated. Furthermore, such repre-
sentations need not be visual or diagrammatic. Finally, I should say 
that what has been formulated here is only a proposal of what kinds 
of representations are effective. The question of how they can be found 
remains.
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Motivated by the analogy which holds within the context of discovery 
between mathematics and physics, we aim to show that there is a con-
nection between two fi elds within the context of justifi cation too. Based 
on the careful analysis of examples from science (especially within the 
domain of physics) we suggest that the logic of scientifi c research, which 
might appear as enumerative induction, is deduction, and we propose it 
to be universal generalization inference rule. Our main argument closely 
follows the analysis of the structure of physical theory proposed by theo-
retical physicist Eugene P. Wigner.
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1. Introduction—context of discovery 
vs. context of justifi cation
While it might seem unproblematic to defend the view that the analogy 
between mathematics and the natural sciences holds in the context of 
discovery, the idea to expand such an analogy to the context of justifi -
cation seems to be far more problematic. We shall fi rst introduce some 
preliminaries, that we shall take for granted in this paper and then 
present our main thesis.

We take the underlying ontology in the philosophy of mathematics 
to be a version of (standard) platonism but platonism in the philosophy 
of mathematics won’t be discussed in this paper. The development of 
mathematical knowledge as well as the process of discovery in the nat-
ural sciences can be standardly analysed from different perspectives: 
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we might decide to opt for the cognitive science orientated research 
or a computationally orientated research, or a historically orientated 
research. In the context of the examples we further analyse we fi nd the 
historically orientated research most appropriate.

Within the descriptive epistemic context there were offered three 
main epistemic routes: (1) perception—both visual and platonic; (2) ex-
perimentation and (3) positing (Trobok 2018). For each of these epis-
temic paths in mathematical research Trobok shows there is a coun-
terpart in the domain of research in the natural sciences. As far as the 
underlying logic within the context of discovery goes, it is important to 
underline the difference between formal proofs in mathematics and the 
heuristic explanatory and exploratory procedures. Lakatos emphati-
cally stresses the difference between formal proofs in mathematics and 
the heuristics of mathematical discovery (Lakatos 1976). Once such 
a distinction is brought to surface, the heuristics of mathematics and 
that in physics turn out to be analogous (Trobok 2018).

The question at this point is: How and to which extent, if at all, 
could the analogy (that holds between mathematics and the natural 
sciences in the context of discovery) be expanded to the context of justi-
fi cation? Namely, as Pòlya underlines:

…many mathematical results were found by induction fi rst and proved 
later. Mathematics presented with rigor is a systematic deductive science 
but mathematics in the making is an experimental inductive science. […] 
In mathematics as in the physical sciences we may use observation and 
induction to discover general laws. But there is a difference. In the physical 
sciences, there is no higher authority than observation and induction but in 
mathematics there is such an authority: rigorous proof. (Pòlya 1945: 117)

While in the context of discovery of both mathematics and physics we 
have reasons to accept Pòlya’s view (Trobok 2018), the aim of this paper 
is to go one step further and show why Pòlya’s view within the context 
of justifi cation is not accurate. The aim is to show that, not just the 
two domains are analogous within the descriptive epistemic context, 
but that the analogy could be expanded to the context of justifi cation as 
well. When focusing on the context of justifi cation, we shall confi ne our 
research to the third epistemic path as above presented: the experiment.

2. Context of justifi cation specifi ed
In the domain of mathematics, Frege nicely explains what character-
ises the context of justifi cation in his famous Grundlagen paragraph:

…it is in the nature of mathematics always to prefer proof, where proof is 
possibile, to any confi rmation by induction. […] The aim of proof is, in fact, 
not merely to place the truth of a proposition beyond all doubt, but also to 
afford us insight into the dependence of truths upon one another. After we 
have convinced ourselves that a boulder is immovable, by trying unsuccess-
fully to move it, there remains the further question, what is it that supports 
it so securely? (Frege 1884/1967: §2)
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Let us analyse more closely the mainstream view regarding the differ-
ence between mathematics and the natural sciences within the context 
of justifi cation according to which:

The status of mathematical knowledge […] appears to differ from the status 
of knowledge in the natural sciences. The theories of the natural sciences 
appear to be less certain and more open to revision than mathematical theo-
ries. (Horsten 2017) 

We shall try to show such a view being fl awed by concentrating our 
line of argumentation on the notion of experiment. The standard view 
is that experiments belong to the empirical sciences, i.e. to the sphere 
of practical research. Experiments are practical procedures generally 
done by researchers in laboratories. Hence, what happens in experi-
mental science might seem at fi rst sight to be remote from the standard 
mathematical practice, mathematics being an armchair activity. And 
even if someone like Putnam (Putnam 1979: xi) admits that there are 
mathematical procedures that could be labelled as experiments (e.g. 
the adoption of the axiom of choice), experiments do not belong to the 
mathematical domain.

Standardly, experiments play several roles in science: we use them 
to test theories, to call for a new theory, to help us determine the struc-
ture or mathematical form of a theory, or to provide evidence for the 
entities involved in a theory (Franklin and Perović 2019). They hence 
belong to the intersection of the context of discovery and the context of 
justifi cation. At fi rst sight, someone might complain that experiments 
are practical procedures done in laboratories and that nothing in the 
mathematical domain can be analogous to such procedures, especially 
given the a priori nature of mathematical research. A closer analysis of 
the concept of experiment will show us, though, that the way we are ac-
customed to perceiving experiments does not correspond with neither 
the nature nor the role that experiments have played throughout the 
history of natural sciences (especially physics).

Galileo Galilei, the father of experimental physics, includes in his 
(Galilei 1638) the taxonomy of experiments. There are, according to 
Galileo, three types of experiments: real, imaginary and thought ex-
periments. The real are those that have been performed in practice, 
the imaginary are those that could have been performed but haven’t 
yet been, while the thought experiments are those that could not pos-
sibly have been performed due to the lack of technology or because 
impossible in principle. What is of interest to us is the fact that thought 
experiments are not marginal for the development of physical theo-
ries. Quite the contrary, such experiments have played a major role in 
the development of scientifi c theories in the work of Galileo, Newton, 
Einstein, Heisenberg et al. Let us mention some of the most famous 
thought experiments: Galileo’s experiment with the result that all bod-
ies fall at the same speed, Maxwell’s demon, Einstein chasing a light 
beam, the twins paradox, Heisenberg’s microscope, Schrödinger’s cat. 
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Some of those experiments1 are analogous to deductive mathematical 
proofs, so the analogy between the empirical physics and the a priori 
mathematics reveals itself to be of quite an importance. Let us have a 
closer look at the Galileo’s experiment with the result that all bodies 
fall at the same speed (Galilei 1638).

Galileo proved, by using a thought experiment, Aristotle’s theory of 
gravity to be fl awed. According to Aristotle’s theory, objects fall at the 
speed directly proportional to their mass. More than seventeen centu-
ries later, Galileo writes:

Aristotle says that “an iron ball of one hundred pounds falling from a height 
of one hundred cubits reaches the ground before a one-pound ball that 
has fallen a single cubit.” I say that they arrive at the same time. (Galilei 
1638/1914: [109])

The proof he offers is the following one: Galileo imagines two bodies 
H and L, one (H) heavier than the other (L), that are attached one to 
another. According to Aristotle, the compound body (H + L) falls faster 
than the body H, since the compound body is heavier. It means that the 
velocity of the united bodies is bigger than the velocity of the heavier 
one: v(H + L) ≥ v(H). On the other hand, as Galileo nicely explains:

… when the small stone moves slowly it retards to some extent the speed of 
the larger, so that the combination of the two, which is a heavier body than 
the larger of the two stones, would move less rapidly … (Galilei 1638/1914: 
[109])

It follows that the velocity of the compound body should be smaller 
than the velocity of the H body: v(H + L) ≤ v(H). From the two equations 
it follows mathematically that the two velocities are equal: v(H + L) = 
v(H). Galileo’s result follows deductively from Aristotle’s presumptions. 
Even though thought experiments clearly can serve as examples of de-
ductive proofs in physics, such results are often treated as exceptions. 
The mainstream view being that:

… the methods of investigation of mathematics differ markedly from the 
methods of investigation in the natural sciences. Whereas the latter acquire 
general knowledge using inductive methods, mathematical knowledge ap-
pears to be acquired in a different way: by deduction from basic principles. 
[…] The status of mathematical knowledge also appears to differ from the 
status of knowledge in the natural sciences. The theories of the natural sci-
ences appear to be less certain and more open to revision than mathemati-
cal theories. (Horsten 2019)

3. Induction vs. universal generalization
Are thought experiments marginal exceptions to the standard methods 
of discovering the laws of physics (science), and is the view that in the 

1 On the other hand, some of the thought experiments might be viewed as 
examples of inductive logic as advocated in (Norton 1991), but we would argue that 
in those examples as in the examples of real experiments, deductive rule of universal 
generalization is at work.
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physical sciences, there is no higher authority than observation and in-
duction (Polya 1945: 117) the right view?

Let us start with another experiment, this time from chemistry.2 In 
1828 Friedrich Wöhler was trying to synthesize ammonium cyanate 
from silver cyanate and ammonium chloride and obtained a white pow-
der which he suspected was not the desired compound but could not 
test it as it was not obtainable in the pure enough form. He tried a dif-
ferent pair of chemicals, lead cyanate and ammonium hydroxide, and 
obtained what appeared to be the same white powder which he was 
now able to further analyse. What Wöhler incidentally discovered was 
an organic compound, urea,3 and he prepared it outside a living organ-
ism which was later deemed as a breakthrough discovery (at the time 
it was believed an organic compound could be obtained within living 
organisms only4).

In order to be sure of the obtained result, Wöhler should have re-
peated the same experiment over and over again in order to be able to 
fi nally conclude, inductively, that it was possible to obtain an organic 
compound outside a living organic system. Wöhler, however, would 
have considered such number of repetitions of the same experiment 
to be unnecessary. Why? Because he was aware that the experiment 
he performed was an arbitrary experiment of this type. It means that 
whatever happened in that experiment would happen in any other ex-
periment performed under same relevant conditions (say, having all 
the glassware very clean, certain temperature or pressure maintained 
etc.) and with same chemicals, and no matter where and when the ex-
periment is performed.

His inferential step was, hence, of the form: in the experiment per-
formed, the lead cyanate could be converted into urea. There was noth-
ing specifi c about the lead cyanate used, nor was the experiment per-
formed under some unusual conditions. Hence, whatever result would 
be obtained, was a general one, i.e. could be generalized as holding for 
any lead cyanate. This is the inference as far as the synthesis of urea 
goes. If one wants to further use it to disprove vitalism, that is to defend 
a general claim, that an organic substance could also be obtained outside 

2 It will be seen in the following sections how this example is easily transferred 
to modern experimental physics.

3 The equation of the chemical reaction in question is: Pb(OCN)2 + 2 NH3 + H2O 
→ PbO + NH4OCN → H2NCONH2. The last chemical formula is the formula for urea. 

4 Actually, the full history of the refutation of vitalism (the then prevalent 
doctrine that organic compounds characteristic of the living organic systems could 
only be obtained within such systems) is a bit more complex. For, although Wöhler 
did perform the very fi rst such chemical reaction of synthesis of organic molecule 
from inorganic ingredients, his ingredients originally came from living substances 
and so, some claimed, a part of vis vitalis (the living force which was actually 
responsible for producing organic stuff) could have somehow survived and affected 
the whole process. Wöhler’s student Hermann Kolbe is credited as the one who was 
able to obtain the organic substance (acetic acid which is the main ingredient of 
vinegar) in a wholly inorganic process from carbon disulfi de (Ramberg 2015).
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a living organic system, then one only needs to establish that for simil-
lar chemical reactions (like the one Wöhler’s student Kolbe performed) 
again there are no further relevant parameters or conditions which 
were not already present in Wöhler’s original experiment (if it really 
had been perfectly designed which it was not as explained in footnote 
4). Of course, one might want to test as many such reactions as possible 
to try to synthesize all the organic compounds from all the imaginable 
inorganic ingredients (which has been a larger portion of chemical re-
search since the days of Wöhler!) but that amount of effort is wholly un-
necessary in ordert to prove that at least one organic compound can be 
synthesized from inorganic substances and so to refute vitalism as well.

Now, we do not claim that all the results of experiments or all the 
discoveries in science were done by following enumerative induction, 
although for many one might believe that they were. What we do claim, 
is that all of those results that were thought of as examples of enu-
merative induction are actually examples of universal generalization. 
The art of experimentation is then chiefl y consisted of fi nding the set 
of arbitrary parameters which will allow the reproduction of the phe-
nomenon in question and not hinder its realisation, hence allowing for 
the relation between the right parameters to emerge for the observer. 
Here one can also think of further examples from physics, such as the 
discovery of Boyle’s law (of the inverse proportionality of volume to 
pressure of the gas), or gas laws in general (where there is always a 
direct relation between two parameters). Neither Boyle, nor any other 
physicist involved did think there was any need for repeating the same 
experiment over and over again. It is true that one does repeat a cer-
tain experiment testing the dependence of certain number of param-
eters several times, but not because we should be more certain of the 
result after the n-th measurement, but because we want to minimize 
the errors that will, of course, always be present, nevertheless not com-
promising the result of the measurement.

Indeed, our analysis is not limited to physics only, although we de-
liberately decided to focus more on (fundamental) physics research. An 
example from chemistry—paradigmatic for that whole science—was 
already given. One can also think of many similar examples from bi-
ology. Take for instance the most fundamental discovery that every 
living organism has genes. Once genes were discovered in many ex-
amplars of living organisms and their function determined in any one 
of them, it was certain what their function will be in the specimen of 
the yet undiscovered species. Surely no one would doubt the degree of 
confi dence of such a result. But can this degree ever be achieved by 
inductive reasoning alone?

Whenever we infer from an arbitrary situation (or object of the do-
main) to a general situation (or any object of the domain) we are ap-
plying the universal generalization, a deductive rule of inference. For-
mally we write:
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Fa ⊢∀x Fx, a ∈ 𝐷,
a is an arbitrary object of the domain (D), i.e. the name to be gener-
alised upon must occur arbitrarily.

4. How is research done in modern physics?
To re-enforce our conclusion from previous section, that the logic of 
scientifi c research in physics (and more broadly natural science) has 
nothing to do with enumerative induction, we will here consider how 
is research done in modern physics. First, the analysis will be given 
due mainly to Eugene P. Wigner (1963; 1965) of the level of knowledge 
reached and the structure of modern physics, which should shed light 
on what signifi cant changes happened already in the fi rst half of the 
twentieth century fundamental physics (meaning quantum theory, 
relativity theories and quantum fi eld theories). These changes were in 
how the theoreticians (among others Wigner himself5) changed the way 
of thinking about fundamental problems as well as the way the experi-
mentalists changed the practice of setting up experiments. Second, we 
will offer what we believe should be the Wignerian reading of a class of 
experiments, namely the reactions between particles in particle physics.

As there are many accounts (Kaplan 1998) of scientifi c induction, 
we shall here focus on enumerative induction. However, it is our plan 
to undertake an expanded study of how essentially the same critique, 
based on Wigner’s account of the structure of physics, can be used to 
argue against other types of inductive reasoning. One more caveat is 
required before proceeding further regarding the Norton’s theory of 
material induction (e.g. 2003; 2005; 2010; 2014) as induction based 
on material facts that are relevant for the inductive case at hand and 
without relying on some universal inductive schema. We fi nd Norton’s 
approach very convincing in general, but feel that one can make a step 
further and deny that there is induction at all in science. Again, this 
will be elaborated in detail in a further work.

By looking at mostly physics before the twentieth century, one 
might be excused in thinking that (1) there is not much difference be-
tween physics and any other fairly established natural science, say 
chemistry; and (2) that if the logic of physical research is not always 
enumerative induction, it is by all means inductive logic of a kind. We, 
on the other hand, strongly believe, that neither (1) or (2) is acceptable. 
Why not? Let us look at the two cases individually. Firstly, why would 
(1) not be acceptable? Modern physics, since the advent of Einstein’s 

5 Eugene P. Wigner was one of the fi rst generation of quantum theorists and 
contributed signifi cantly to research on quantum theory (applications of group 
theory to quantum mechanics) and its interpretation (especially the so called 
measurement problem) as well as to the theory (Wigner 1965) of symmetries of 
equations of physical laws which is what will mainly be of interest in this paper. For 
his contributions to fundamental research in theoretical physics he was awarded the 
Nobel prize for physics.
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relativity and quantum theory (so since the beginning of the twentieth 
century) became much more general than any other science before or 
since. We will not go so far to state that it became akin to, say, ap-
plied mathematics, but the degree of generality of the most fundamen-
tal laws of physics as well as their great reductive power (to serve as 
foundation to the laws of almost all of chemistry, and therefore much 
of biology or geology etc.) is quite alike theories in the mathematical 
sciences. Furthermore, physics in general and theoretical physics in 
particular, employs great many mathematical techniques not only in 
what might be called its computational schema, but also in the way 
physicists think about the laws of nature. One example is the require-
ment that all the laws must be given as mathematical equations of a 
sort, most often as partial differential equations. Now, there is no such 
generally pronounced, and most defi nitely not generally accepted, view 
regarding, e.g. the laws of biology, or even genetics (which is much 
more mathematical than the average branch of biological science).

Secondly, why would (2) not be acceptable? One cannot escape the 
question of whether (2) is somehow not quite the best suited account of 
the logic of physics research, once we appreciate: (a) the crucial differ-
ences between physics and other (natural) sciences, (b) the fact that its 
statements possess the degree of generality that statements of no other 
science even remotely approach, (c) how strongly mathematical its laws 
are in their character, (d) the level of abstractness of theoretical phys-
ics, (e) the philosophical nature of the deepest questions physics deals 
with, (f) the fact that we derive laws from other more general laws (of-
ten without even doing experiments to corroborate the derived laws!), 
and fi nally, (g) how we derive whole theories within physics from a 
more fundamental theory, or by linking a theory to another theor 

5. Wigner’s account of the structure of physics
Wigner in (1963) and to a lesser extent, but in more detail for some 
of the points, in (Wigner 1965), offers a very plausible account of the 
whole of physics which is based on our best fundamental theories as 
well as our landmark experiments. In fact, it can be said his account 
in the meantime became the keystone of the mainstream approach to 
discovering new laws of physics. His interpretation of physical theory 
is based on a symmetry approach to the laws of physics, a movement 
in physics research initiated by Einstein and founded on mathematics 
of Hermann Minkowski, Hermann Weyl and Emmy Noether (Rosen 
1983). After having discovered that in spite of physics not after all be-
ing able to give the spatio-temporal description of phenomena in abso-
lute terms of Newtonian system, there were still some quantities and, 
more generally, mathematical structures, which remain unaltered 
when the observer’s reference frame is changed—the so called invari-
ants, Einstein saw this as a guide for developing new theories. He saw 
what was later developed as theory of invariants under symmetry 
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transformations as a new general framework for physics. Symmetry 
here means a transformation which preserves some structure (say a 
mathematical equation which expresses a law of physics) given certain 
change in variables (say changing the coordinates). Noether showed 
that to each so called geometrical symmetry principle there corresponds 
a law of conservation of a certain physical property (e.g. to a symme-
try transformation with respect to spatial coordinate corresponds the 
law of conservation of linear momentum). It was later shown that one 
can (in quantum theory) make like connection for other symmetries. 
Given that the laws of conservation belong to the category of the most 
abstract and universally valid laws, one can fi nd way in justifying Ein-
stein’s, at the time, bold claim that there is a symmetry approach to 
discovering the laws of nature.

Wigner stated this symmetry approach especially succinctly (and 
best in his Nobel prize winning lecture of 1963). In our research in 
physics we begin as ever with observations, more or less complex in 
nature or execution of experimental setup required to make these ob-
servations. At the next stage of the process of discovering laws there 
are certain generalizations from the observations: e.g. we abstract the 
specifi cs of the region of space and the interval of time pertaining to the 
observations made, or we abstract the material out of which the tested 
object is made etc. These fi rst-instance-generalizations Wigner calls 
correlations. The correlations might be very crude and not of great de-
gree of generality, which means that they will usually be expressed as 
mere approximations. Hence, valid only under certain conditions, say, 
Ohm’s law of resistance in electric circuits is valid only for a very lim-
ited range of temperatures and materials. We can then perform further 
experiments to test the range of certain conditions, and here we might 
as well be using inductive inference techniques, but more on that will 
follow in the next section. So let us suppress judgement on the issue at 
this point. The process of further testing and refi ning the approxima-
tions can last for quite a time, sometimes centuries (as in the case of 
trying to fi nd or refute the luminiferous ether), or for millennia (in case 
of discovering atoms!). The most important, however, is the next stage 
in development of a physical theory. And this Wigner calls the stage of 
forming the more general laws, which indeed can sometimes turn out 
to be the most general, the so called correlations of correlations. The 
laws of conservation (or, what turns out to be the same, the symmetry 
principles) are the most general example of correlations of correlations. 
We discovered each such law by the usual process of positing (hypoth-
esizing) and experimenting on a small sample and for a limited range 
of values of a certain parameter. In the end, however, we have been 
rediscovering such regularities over and over again to the point that 
nowadays practically no physicist doubts the universal validity of the 
laws of conservation.
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After we realized the general validity of the symmetry princi-
ples—and this is the crucial point in Wigner’s analysis—we are better 
equipped for discovering further laws of physics which will be of lower 
level of generality and will, therefore, depend on the symmetry prin-
ciples. This dependence is twofold:
       1. The very existence of the lower level laws depends on the exis-

tence of higher level laws, and ultimately all the laws depend 
on the most general laws, some of which will be the symmetry 
principles.

       2. The validity, or truth, of the lower level laws will depend on the 
validity of the higher level laws.

As Wigner himself explains regarding (1):
It is natural, therefore, to ask for a superprinciple which is in a similar 
relation to the laws of nature as these are to the events. The laws of nature 
permit us to foresee events on the basis of the knowledge of other events; 
the principles of invariance should permit us to establish new correlations 
between events, on the basis of the knowledge of established correlations 
between events. This is exactly what they do. If it is established that the 
existence of the events A, B, C, . . . necessarily entails the occurrence of X, 
then the occurrence of the events A’, B’, C’, . . . also necessarily entails X’, if 
A’, B’, C’, . . . and X’ are obtained from A, B, C, . . . and X by one of the invari-
ance transformations. (Wigner 1963: 10)

An example will be described in detail in the next section. It should 
also be noted that in the sense Wigner understood—and modern phys-
ics understands—invariance transformations (again, just another term 
for symmetry principles), they are to serve the purpose of a kind of 
selection principles, so allowing physicists to select among the several 
proposed possible new correlations. The one that will always be se-
lected is the one which is in accord with symmetry principles (which 
usually means, one or more conservation laws). In this sense, a pos-
sible correlation cannot be declared a law of physics—so cannot really 
exist—if it would violate a law of conservation.

As for (2), Wigner makes the following remarks:
The preceding two sections emphasized the inherent nature of the invari-
ance principles as being rigorous correlations between those correlations 
between events which are postulated by the laws of nature. This at once 
points to the use of the set of invariance principles which is surely most 
important at present: to be a touchstone for the validity of possible laws 
of nature. A law of nature can be accepted as valid only if the correlations 
which it postulates are consistent with the accepted invariance principles. 
(Wigner 1963: 12)

In other words, if we need to assume the validity of the invariance 
principle(s) in order to accept the newly proposed law as valid (or, more 
cautiously, potentially valid), so to assume more general principle in 
order to prove that the specifi c, and more particulate, law holds, it 
means we do not have inductive reasoning at play, but at least in part 
also a form of deduction. Which form, remains to be examined. What 
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we propose is that at least in some instances of reasoning in physics, or 
science, it is universal generalization.

Before we proceed to examine a typical case of such reasoning, a fur-
ther remark is required in order to complete the exposition of Wigner’s 
account of physical theory and, indeed, of physics research as such. 
Although symmetry principles are very important in physics, it would 
not be all that good if everything was symmetrical at all times. Pre-req-
uisite for even contemplating an experiment is to know (and appropri-
ately materially realize) the so called initial and boundary conditions, 
so values of parameters which are not included within the symmetry 
account of the possible situation, and so present an asymmetry of a 
sort. Only with full specifi cation of all the relevant symmetries, other 
more general laws and initial and boundary conditions might we ap-
proach discovering a new law!

6. Experiments in particle physics 
and conservation laws
The knowledge of conservation laws (symmetry principles) is of para-
mount importance for not only performing experiments but for even 
contemplating a new experiment in particle physics or nuclear phys-
ics research. What is the reason for this? It is the fact that a nuclear 
or, generally, a reaction between particles cannot take place unless all 
the relevant conservation laws are satisfi ed by the reaction. Physicists 
have, starting from around the beginning of 20th century up to today, 
discovered that a reaction between any number of any type of particles 
can in principle happen given that there is enough energy and that the 
specifi c conservation laws are satisfi ed. For each reaction there is the 
accompanying list of conservation laws6. For example, the list for the 
reaction7 of nitrogen (14N) with alpha particle (4He) which has oxygen 
(17O) and a proton (1p) for products—the famous fi rst ever nuclear trans-
formation of elements, performed in Rutherford’s team—would be:
 law of conservation of energy,
 law of conservation of momentum,
 law of conservation of angular momentum,
 law of conservation of number of baryons (this is actually easy to 

show from the equation of reaction, as 14 + 4 = 17 + 1),
 law of conservation of charge (the calculation is same as for the 

number of baryons if we assume all the particles are bare posi-
tive charges).

If any of the listed laws would be violated by what was the proposed re-
action, physicists would immediately know that the reaction would not 

6 A good and standard survey of the role of conservation laws in particle physics 
reasearch and their connection to symmetry principles is (Henley and García 2007: 
195–220).

7 The reaction equation in standard notation is: 14N + 4He → 17O + 1p.
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take place and would not even start preparing the experimental setup. 
The emphasis is on the fact that there is such a complete list for each 
imaginable reaction and that physicists can check whether a reaction 
satisfi es all the laws from the reaction-specifi c list.

Let us pause here and ask, But how can physicists know there is 
such a list? Obviously, each conservation law was discovered fi rst as a 
singular fact of observation, say, it was noticed that the law of conser-
vation of charge is valid for some chemical reactions, and later it was 
noted that it holds for nuclear reactions too, and so forth. Each time, 
however, it was valid for a particular instance of a specifi c reaction. 
The problems of inductive method of inference are already all there. 
Let us mention but a few:
The problem of repetition: How do we move from an observation valid 
for an instance of a type of experiment (a type of reaction8) to a conclu-
sion valid generally for all instances of a type of experiment? Next, 
how do we move to establishing the same conclusion (that a particular 
quantity is conserved) for a different type of experiment but within 
the same domain of experiments (reactions between particles of certain 
type)?

If we take recourse to enumerative induction to make the fi rst gen-
eralization, then the question arises, what if there appears a case of 
an instance of a reaction of a certain type (like the one above men-
tioned) for which a certain law does not appear to hold? What is the 
procedure then? We test again, but for what: to disclaim the negative 
result hitherto found, or to reconfi rm this negative result, thereby in 
effect negating that the particular law is valid for a particular type 
of reaction? It is not clear, and prima facie cannot be clear, as we, by 
embracing only inductive methods of reasoning in science, cannot ac-
cept any a priori given fact, or any deductively posited fact. We believe 
the method here—and in practice of physics (or for similar situations 
in other sciences) might rather be universal generalization. It makes 
much more sense, for the reason it avoiding the aforementioned dilem-
ma and also for it immediately being clear how to generalize not only 
to other instances of the same type of experiment, but also to similar 
types of experiments (other reactions of different particles or particle 
type). Taking the other instance of one type of reaction or changing for 
a reaction between different particles but of the same type of reaction, 
or switching to another type of reaction is just another arbitrary name 
to generalize upon.
The problem of generalization: Moreover, if the method of inferring is 
allowed to be from the range of deductive methods, then it is by no 
means unusual that we should be guided by other deductively inferred 

8 By a type of reaction it is roughly meant any reaction between a certain 
type of particles (e.g. a nuclear reaction is between nuclei, decay processes are 
transformations between nucleons, or constituents of a nucleus, etc.).
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facts. Such as the fact that symmetry principles are used across the dis-
ciplines of physics, that they can guide research in physics in general 
(as Einstein and a battalion of fi rst class physicists have been showing 
for over a hundred years now) and that there is a universally (and 
mathematically precisely) established connection between symmetry 
principles and conservation laws (Noether’s famous theorems). Finally, 
as Wigner reasoned, we actually assume the universally valid conser-
vation laws—and a reaction-specifi c list—each time we embark on test-
ing another possible reaction between particles, or probing matter at a 
higher energy level, or trying to fi nd a new particle (which is always a 
product in some particle reaction), most recently (in 2012) Higgs boson 
particle. If any of the laws on a reaction-specifi c list of conservation 
laws is violated by such a reaction, we know in advance of actually 
performing the reaction that it will not go.
The aprioricity of knowledge: If induction is the whole story behind rea-
soning in science, there really cannot be any talk of a priori knowledge 
of facts or laws, or theorems. There is always the problem of validat-
ing our inferences based on such assumptions and without deductive 
techniques admitted on the same footing with inductive ones. Take the 
last claim we made in the previous paragraph, that we can know in 
advance whether a reaction will go. It might seem innocent enough, in-
deed a practicing nuclear or particle physicist does not give it a second 
thought in a day-to-day laboratory work. But what a claim it is! We can 
know whether something will happen in advance of it happening—and 
we can know it with certainty, if it will or will not happen! But, making 
inferences by induction only, we could never reach such certainty!

Moreover, think of how we actually got to this claim: at the very 
fi rst we observed a singular fact for an instance of a particular nuclear 
reaction; then we assumed it for all such nuclear reactions; then we 
generalized that a discovered correlation (a law of conservation) is val-
id for all reactions in nuclear physics; then we found same law holds 
for an instance of a reaction between some particles beyond the domain 
of nuclear transformations, so for a reaction in particle physics; then 
we generalized for all reactions in particle physics. Finally, we do not 
anymore question the validity of the discovered law of conservation 
at hand, or, for that matter, of any of the conservation laws: no one 
actually anymore investigates the validity of conservation laws in par-
ticle physics, they are ASSUMED, indeed so much so, that no planned 
experiment will ever go operational if only one of the laws from the 
reaction-specifi c list is found to be just theoretically violated by a reac-
tion in question. As Wigner said, symmetry principles (or conservation 
laws) are to be regarded as a touchstone for the validity of possible laws 
of nature.
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7. Conclusion
Starting with analysis of an example of a thought experiment which 
uses a deductive rule of inference and moving through examples from 
basic physics and chemistry to, fi nally, paradigmatic example of experi-
ments in modern particle physics, we are drawn to conclusion that a 
large and signifi cant portion of physics (science) is deductive in nature. 
We tried to demonstrate that what were previously thought as prime 
examples of application of (enumerative) induction in physics or chem-
istry can best be interpreted as examples of application of universal 
generalization inference rule. Furthermore, and by relying on an elabo-
rate analysis of Eugene P. Wigner (one of the pioneers of quantum and 
nuclear physics as well as one of the foremost theoretical physicists of 
his generation), we showed that a deductive schema of guiding the re-
search in physics is really the most appropriate to at least fundamental 
parts of that science. It is our aim to review other main purported induc-
tive schemas and to compare with our own approach in the near future.
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Structural realism holds that ontological commitments induced by suc-
cessful scientifi c theories should focus on the structures rather than the 
objects posited by the theories. Thus structural realism goes beyond the 
empirical adequacy criterion of traditional (or constructive) empiricism. 
It also attempts to avoid the problems scientifi c realism faces in contexts 
of radical theory change accompanied by discordant shifts in posited 
theoretical objects. Structural realism emerged in the context of attempts 
to interpret developments in twentieth-century physics. In a biological 
context, Stanford (2006) provided pre-emptive criticism. French (2011, 
2012) has since attempted to answer those criticisms and extend struc-
tural realism to the biological realm. This paper argues that, though 
Stanford’s criticism may be misplaced, and structural realism fares 
much better than traditional scientifi c realism in biological contexts, it 
remains a promissory note. The promise is based on shifting the focus of 
the debate from the status of biological laws to that of biological organi-
zation, an issue that remains a live debate within biology.

Keywords: Biology, emergentism, empiricism, holism, instrumen-
talism, reductionism, scientifi c realism; structural realism.

1. Introduction
Structural realism is conveniently decomposed into four related claims 
which form a sustained argument. Let the entities posited by a scien-
tifi c theory or model1 consist of two types: objects and structures, for 

* For comments and criticisms on an earlier draft thanks are due to Steven 
French. This paper was begun during time spent at the Wissenschaftskolleg zu 
Berlin (Summer 2012). Thanks are due to the Kolleg for support.

1 Throughout this paper, theories and models will be assumed to be entities of the 
same logical type, differing only in the generality of their intended domains. There is 
a body of philosophical literature that distinguishes between the so-called syntactic 
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instance, diachronic or synchronic relationships of varying complexity 
that hold between the posited objects. Typically, the dynamical pos-
sibilities allowed by the theory or model (what may happen over time) 
will be incorporated into these structures (in terms of rules governing 
them). The four components of structural realism are:
       1. The history of science, especially in cases of radical theory 

change, shows that the (theoretical) objects2 postulated even by 
empirically well-confi rmed theories often disappear and are re-
placed by radically different ones—consider examples such as 
vortices, the caloric, phlogiston, ether, and protoplasm.

       2. This aspect of scientifi c change critically undermines any onto-
logical commitment to objects postulated by theories whether 
this commitment is only about what can be known (an epistemic 
claim) or about what there is (an ontic claim).

       3. In contrast, some of the structures posited by theories, for in-
stance, the laws governing the putative objects, are often resil-
ient across radical theoretical change. The second law of thermo-
dynamics, for instance, survived the transition from the caloric 
theory to classical thermodynamics and even to the kinetic theo-
ry of matter; so did many of the known chemical laws during the 
transition from phlogiston to oxygen.

       4. Thus, in contrast to the situation with theoretically posited ob-
jects, there is ample ground for ontological commitment to the 
theoretically posited structures of well-confi rmed theories even 
in the face of radical theory change.

Part (4) encapsulates the central claim of structural realism which is 
presumed to be a consequence of the fi rst three parts.

The epistemic version of structural realism holds that the relevant 
structures comprise all that can be known; the ontic version, which is 
the principal locus of contemporary structural realist research, claims 
that these structures are all that there is (independent of any particu-
lar theories about them). Either version avoids the pitfalls of the object-
oriented scientifi c realism that came into vogue in the 1960s and 1970s 
in the early post-logical empiricist philosophy of science following a 
general (and, perhaps, misguided) rejection of the instrumentalism as-
sociated with most of the logical empiricist canon. Structural realism 
also goes beyond traditional empiricism in denying incorrigible phe-
nomenal content as the epistemic foundation for scientifi c knowledge 
and, especially, by not accepting a criterion empirical adequacy as the 

and semantic interpretations of theories, with “models” supposed to be related to 
the latter; however, neither the goals of that project, nor the many problems with 
such accounts, are relevant to the issues treated in this paper. Most importantly, the 
usage here follows standard scientifi c usage in biology (and elsewhere)—see Frigg 
and Hartmann (2006).

2 The term “object” must be construed broadly to include any non-relational 
entity (particle, fi eld, cell, information, community, carrying capacity, etc.). 
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sole desideratum for the adjudication of theoretical commitment, the 
latter position being closely associated with constructive empiricism 
(van Fraassen 1980).

Historically, structural realism was developed with the goal of pro-
viding a viable realist interpretation of modern (twentieth-century) 
physics taking into account the profound conceptual changes induced 
by quantum mechanics as well as the special and general theories of 
relativity. Stanford (2006) pre-emptively criticized its applicability to 
biology as part of a general critique of realism about science. French 
(2011, 2012) attempted to answer those criticisms and extend struc-
tural realism to the biological domain. This attempt is usefully ana-
lyzed into two separate theses: (i) a critique of object-oriented realism 
about biology; and (ii) a tentative defense of realism about structures 
interpreted as biological laws3 which, though admittedly lacking uni-
versality, apparently remain resilient under many theoretical changes.

The purpose of the present paper is to offer a critical assessment of 
structural realism in biology. Because structural and any other forms 
of realism are easy to criticize on purely philosophical grounds, espe-
cially when divorced from the practice of science, and when no alterna-
tive need be provided, Section 2 will sketch a set of positive theses that 
are supposed to criticize structural realism and fare somewhat better 
at interpreting contemporary biology. As a consequence of that discus-
sion, Section 3 will largely endorse French’s skepticism about object-
oriented realism in biology but emphasize several subtleties that dilute 
the impact of his critique. However, and more importantly, it will also 
extend this skepticism to the biological laws favored by French in his 
defense of structural realism in biology. Section 4 will turn to the role 
of organization—and that sense of structure—in the history of biology, 
and in contemporary biology, and argue that this is where structural 
realism is most plausible in biology. Section 5 will question whether, 
even in its most plausible domain, prospects for structural realism in 
biology are better than dim. It will be inconclusive. Ostensibly to com-
pensate for that, Section 6 will draw some conclusions.

2. Positive Agenda
It will be instructive to begin with the putatively central insight of 
structural realism: that certain structures (for instance, relationships 
between putative objects) persists over radical theory change, radical 
in the sense that the objects postulated by the earlier theory do not sur-
vive the same transformation. This point will be illustrated in this sec-
tion using an example that instrumentalist critics of structural realism 
have deployed in favor of their own position, viz., Galton’s biometrical 

3 It is open to question whether structures should necessarily be interpreted as 
laws or even as relationships between (adequately individualized) objects. I follow 
French on this point for biological contexts. Nothing in French’s discussion—or 
mine—restricts structures to laws or relations.
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Law of Ancestral Heredity.4 The discussion here will bring that use of 
this law into question.

However, before turning to the details of that example, it is worth 
emphasizing (with French [2011, 201]), the general non-persistence of 
theoretical objects in biology. Take perhaps the single most important 
such object of twentieth-century biology: the gene. Two points, both 
of which deserve much further elaboration than will be possible here, 
are of relevance: (i) It is far from clear that “gene” continues to play 
any theoretical role, rather than an informal heuristic one, in con-
temporary postgenomic accounts of heredity.5 Arguably, in explicit 
theoretical discussions of DNA behavior during cell reproduction and 
differentiation, the concept of a gene has no more a cognitive role in 
contemporary biology that what the concept of an electron orbiting a 
nucleus has in contemporary chemistry. If this is correct, even though 
much of the insights of classical genetics, in the forms of rules of trans-
mission and expression of traits, continue to remain relevant, during 
the last two decades the gene has lost its the pre-eminent ontological 
status that it had in biology for almost a century (Keller 2002b). (ii) To 
the extent that certain DNA sequences can still be usefully character-
ized as traditional genes (most importantly, some of that tiny fraction 
of DNA in most eukaryotes that uniquely specify amino acid sequences 
of proteins6), these objects share as few properties with Johannsen’s 
(1905) original “genes” as today’s atoms do with Dalton’s creation. For 
instance, thanks to ubiquitous alternative splicing, a single gene may 
often specify more than one phenotype (at least at the protein level). 
Stein (1989) has aptly pointed out that to assume the “reality” of the 
atom and not, say, of the ether on the basis of the persistence of one 
term and not of the other is no more than a surrender to the vagaries of 
changes in linguistic usage. The same point can be made about the per-
sistence of “gene”; an even stronger case can be made against another 
pillar of mid-twentieth century molecular biology: biological “informa-
tion” (Sarkar 1996).

In contrast, turn now to a discarded tradition in the study of hered-
ity that once held considerable promise: Galton, Weldon, and Pearson’s 
science of biometry.7 Galton posited the existence of a “stirp” in the 

4 This example is important in this context because it forms part of Stanford’s 
(2006) critique of structural realism which will be discussed later in the text. For a 
more detailed philosophical analysis, see Sarkar (1998, Chapter 5). 

5 See Perini (2011) for a good discussion and an entry into the extensive literature.
6 The qualifi cation “some of” is necessary to exclude overlapping genes, etc.—see 

Sarkar (1996) on this point; the qualifi cation “uniquely” similarly avoids problems 
associated with alternative splicing. The qualifi cation “traditional” is necessary 
because it is not at all unusual to refer to any functional DNA segment as a gene 
(e.g., Lynch [2007], Koonin [2011], etc.), no matter whether it is transcribed and 
translated, transcribed but not translated, or even plays a regulatory role in some 
other way—this is the heuristic or informal notion of a gene noted earlier.

7 The best summary is Pearson (1900); Provine (1972) and Sarkar (1998) provide 
historical and philosophical discussion.
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germinal cells of organisms which mediated the inheritance of traits 
from parent to offspring. On the basis of this model of inheritance, he 
postulated several nomological claims, the most famous of which was 
the quantitative Law of Ancestral Heredity which, after subsequent 
clarifi cation and reformulation by Pearson, states (roughly) that the 
ancestral contribution to any hereditary trait of an individual organ-
ism decreases in a geometric series with distance up the family tree.8 
The biometricians were (correctly) adamant that a wealth of quantita-
tive empirical data on continuously varying traits from the 1880s and 
1890s supported the Law of Ancestral Heredity.

It is uncontroversial that the theoretical claims of biometry—in 
particular, Galton’s stirp model of inheritance (to the extent it should 
even be taken to be part of the science of biometry)—were superseded 
and replaced by Mendel’s model of inheritance shortly after Mendel’s 
work was recovered around 1900, and after an acrimonious dispute 
between adherents of the two sides with the Mendelians represented 
primarily by Bateson but with support from others including Punnett.9 
Yet, as Olby (1966, 1987) and others have periodically pointed out, the 
mathematical relationship incorporated in the Law of Ancestral Hered-
ity, interpreted as a correlation between traits of an organism and its 
ancestors (rather than as a “contribution” from ancestors), continues to 
hold in a Mendelian10 context.

This would seem to be grist for the structural realist’s mill. Stanford 
(2006: 182), however, is dismissive; according to him, what Olby’s ob-
servation (and others that are similar) show is that:

“the formal relationship described by the Ancestral Law [sic] can certainly 
be unearthed by suffi ciently persistent digging into the corners of the theo-
retical description of the world given to us by contemporary genetics.
But it is equally true that contemporary genetics does not recognize the 
fractional relationships expressed in Galton’s Ancestral Law as describing 
any fundamental or even particularly signifi cant aspect of the mathemati-
cal structure of inheritance.”

Stanford continues with a dismissal of Worrall’s (1989) version of struc-
tural realism.

Though the neutrality between realism and instrumentalism that 
I generally endorse shares some of Stanford’s skepticism about real-
ism, his dismissal of the Law of Ancestral Heredity is unwarranted. 
Any serious history of the Law of Ancestral Heredity must pay more 
attention to the pertinent detail. Pearson’s reformulation of the Law of 

8 Galton’s (1965) fi rst rudimentary statement occurs in the work taken to be 
the origin of eugenics, “Hereditary Talent and Character”; Pearson’s fi nal statement 
appears in the second edition of The Grammar of Science (Pearson 1900).

9 This has been extensively documented by Provine (1971).
10 The term “Mendelian” instead of “Mendel’s” is being used to distinguish 

between what became part of the new (Mendelian) genetics between 1900 and 1920 
and Mendel’s own statements which required considerable modifi cation during the 
formulation and establishment of what came to be called Mendelian genetics.
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Ancestral Heredity involved two related crucial philosophical moves: 
(i) He dropped the stirp model altogether and eschewed causal talk (of 
“contribution”) in favor of correlation between traits. So, whether or 
not Galton’s stirp model of inheritance (which constitutes an object-ori-
ented ontology) is correct becomes irrelevant to the status of the Law. 
(ii) In general, Pearson insisted that, in the historical context in which 
biometry was attempting to construct a quantitative theory of evolu-
tion by natural selection, the laws of heredity should remain what will 
be called phenomenological. This move to phenomenological character-
ization was a consequence of Pearson’s quite sophisticated positivism—
but that is a story for some other occasion.

By “phenomenological” here I mean laws that employ the same 
(or very similar) conceptual resources as those deployed to report the 
results of experiments. This is a matter of degree. Some claims are 
more phenomenological than others; in that sense they are less theo-
retical than those others. Note that there is no claim here of any hard 
observational-theoretical distinction. How experimental reports are 
formulated depends on what theories are taken to be suffi ciently well-
established so as not to be challenged by the experiments being per-
formed. What is at stake here is that, in the given context of research, 
phenomenological resources can be used to formulate claims that can 
be used to adjudicate between the theories that are in play. Returning 
to the example at hand, the Law of Ancestral Heredity, interpreted 
phenomenologically, could potentially be used to distinguish between 
Galton’s and Mendel’s models of inheritance. Historically, it turned out 
to be the case that it is consistent with both in the sense that both 
models semi-formally predict it, where mathematical predictions are 
deemed to be “semi-formal” if they require idealizations or incorrigible 
approximations.11

What is more important in this context is that the Law of Ances-
tral Heredity was taken to be suffi ciently empirically well-supported 
to impose constraints (adequacy conditions) on permissible theorizing 
about heredity in the 1900–1920 period: any adequate theory of heredi-
ty had to incorporate that Law. This is seen, in particular, by Pearson’s 
(1904a, b) own attempts to derive the law from Mendel’s rules as well 
as Doncaster’s (1910) review of recent work in heredity which discussed 
both Mendel’s rules and the Law.12 When Fisher (1918) began his ambi-
tious project of using Mendel’s rules to account for inheritance patterns 
of continuously varying traits—what led to the subsequent discipline 
of quantitative genetics—it was still perceived to be critical to estab-
lish consistency between the Law of Ancestral Heredity and Mendelian 

11 Here “incorrigible” means that there is no known procedure to weaken the 
relevant approximation—for a discussion, see Sarkar (1998: 49).

12 Even by 1920 Doncaster had not changed his mind—see Lock and Doncaster 
(1920).
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rules13, hardly something to be dismissed as “persistent digging into 
the corners of the theoretical description of the world given to us by 
contemporary genetics.” What Fisher showed was remarkable: the Law 
of Ancestral Heredity could be semi-derived from Mendelian rules.14 
An entire section of “The Correlation between Relatives on the Sup-
position of Mendelian Inheritance” (§ 17) was devoted to deriving that 
Law from Mendelian assumptions. It amounted to a reduction of the 
Law of Ancestral Heredity to Mendelian genetics. In fact, what Fisher 
achieved was the reduction of all the more salient nomological claims 
of biometry to a Mendelian basis. This included, for example, the rule 
that quantitative traits follow the normal distribution in large popu-
lations.15 After Fisher’s derivation the empirical status of the Law of 
Ancestral Heredity was no longer in question: evidence for Mendelian 
genetics was ipso facto evidence for that Law (at least informally).16 
What changed was that all the biometrical generalizations proved to be 
of decreasing utility in practical contexts of quantitative genetics, the 
most important ones being those of agriculture and animal breeding.

Structural realists will interpret this situation as indicating that 
though there should be no ontological commitment to theoretical ob-
jects (Galton’s stirp of Mendelian genes), there are grounds for such 
commitment to the relevant structures, that is, associated laws such as 
the Law of Ancestral Heredity. This position can be bolstered using a 
wealth of examples from the physical sciences including, as noted ear-
lier, the persistence of the second law of thermodynamics in the transi-
tion from the caloric theory to classical thermodynamics (incorporating 
the fi rst law, or conservation of energy). Contrary to Stanford (2006), 
such an interpretation of the signifi cance of the persistence of the Law 
of Ancestral Heredity is hardly far-fetched.

What skeptics of structural realism must do is to provide a more 
scientifi cally compelling interpretation of these developments (in the 
sense of a more plausible interpretation of history and practice in the 
relevant scientifi c episode). What follows is a sketch such a position, 
one which is supposed to provide a contrast to structural realism but 
does not endorse any form of anti-realism (including constructive em-
piricism). Rather, partly following and extending the discussions of 
Nagel (1961) and Stein (1989), it sees no essential difference between 

13 Fisher was neither the fi rst nor the only geneticist to acknowledge this 
requirement: Yule (1902) and Weinberg (1909a, b; 1910) were among those 
who preceded him—Stern (1965) provides an illuminating discussion of these 
developments.

14 For critical discussion, see the commentary by Moran and Smith (1966) and 
the discussion in Sarkar (1998, 106 –107).

15 This aspect of the creation of quantitative genetics is discussed in more detail 
by Sarkar (1998, Chapter 5). See, also, Frogatt and Nevin (1971). But much more 
philosophical analysis would be welcome—and would not go unnoticed.

16 In general, evidence for a reducing theory is indirect evidence for the one that 
is reduced (Sarkar 1998).
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a sophisticated instrumentalism and a modest version of structural re-
alism which is closer to the epistemic rather than ontic version. Ulti-
mately, the force of the critique of structural realism being developed 
here should be taken to rest partly on the plausibility of this alterna-
tive view.

It will serve to present this alternative position as being constituted 
by four distinct substantive points followed by one polemical one which 
is of less importance:
       1. With structural realism, it agrees that the history of science 

makes it impossible to defend any ontological commitment to 
theoretical objects (object-oriented realism).

       2. Again with structural realism, it agrees that the certain struc-
tures are more resilient across theoretical change than objects. 
In the biological context these structures include (but are not 
limited to) laws though not all laws have the required degree of 
resilience.

       3. Unlike structural realism, the resilience of these laws is ex-
plained by their phenomenological status in the context in which 
they are introduced or used to adjudicate between rival theories. 
This is a central tenet of the position being advocated here and 
some elaboration seems in order. In a given historical context, 
phenomenological laws are supposed to be theoretically neutral 
in the sense that the theories being adjudicated do not differ in 
their predictions (or otherwise) with respect these laws. By and 
large—and this a claim subject to historical test—in further de-
velopment of a fi eld, laws that were deemed phenomenological 
in one context will remain so in future contexts because it seems 
implausible that they will become “theory laden” with newer, typ-
ically more abstract, theoretical assumptions.17 Thus, phenom-
enological laws form part of what each successive theory must ex-
plain. Consequently, they are often resilient over theory change.

       4. Nevertheless, phenomenological laws need not have indefi nite 
tenure. For instance, radical theoretical—or even experimen-
tal—change may show that the degree or type of approximation 
involved in accepting a phenomenological laws may make it con-
textually no longer admissible to deem such a law as (approxi-
mately) correct. In Section 3 it will be argued that this is, indeed, 
the situation of the Law of Ancestral Heredity in the light of 
postgenomic developments. There is no evidence in biology that 
there is convergence to any set of phenomenological laws that 
appear so safe from future rejection (or, at least, radical revi-
sion) to warrant deep ontological commitment. Indeed, if struc-
tural realism is committed to such laws as the only relevant 
structures, it will not fare better than object-oriented realism.

17 Note the qualifi cation, “by and large”—this is not being presented as an 
exceptionless claim.
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       5. The fi nal point is polemical and historical—the cogency of the 
arguments presented here does not depend on its validity but it 
help show what, at least partly, motivates this position. Points 
3 and 4 have much in common with logical empiricism, in par-
ticular, the views of Neurath, Reichenbach, and Nagel. What are 
being called phenomenological laws here are generalizations of 
what the logical empiricists called protocol sentences expressed 
in a physical language (the generalization being that these 
phenomenological laws are universally quantifi ed over the rel-
evant domain). Like protocol sentences, these laws are corrigible 
though, unlike protocol sentences, they are not the sole epis-
temic basis for the relevant theoretical models.18 The attitude 
towards ontological commitment expressed here is also similar 
to that of those logical empiricists who endorsed some form of 
“realism” but saw it as being consistent with their empiricism in 
contrast to the types of realism associated with object-oriented 
or structural realism.

The scope of this alternative position is at present intended to be limit-
ed to biological contexts in which there are no known “deep” structures 
(such as symmetry groups in some physical contexts) which cannot be 
easily interpreted as phenomenological laws.

3. Biological Laws and Structural Realism
As noted earlier, a case against object-oriented realism in biology could 
have made profi table use of examples such as the gene or information. 
Equally apt ecological examples would include carrying capacity, cli-
max community, and intrinsic growth rate. In developmental biology 
terms that have undergone radical shifts of empirical signifi cance in-
clude “genotype” and “norm of reaction” (Sarkar 1999). However, the 
only published defenses of structural realism in biology (French 2011, 
2012) rely on Dupré and O’Malley’s (2007, 2009) critique of biological 
individuality as delimiting a unique set of (biological) objects. There 
are two pitfalls with this line of argument:
      (1) Dupré and O’Malley’s concerns are synchronic, to deny at this 

time the possibility of a unique ontology of well-defi ned objects 
constituting the biological realm. Instead, they opt for pluralism 
and what is called a “promiscuous realism” (Dupré 1996) about 
objects. Leaving aside a discussion of the plausibility of promis-
cuity for some other occasion, in this context what is at stake is 
the diachronic identity of objects across theory change because 
that is what structural realism denies. The problems raised by 
Dupré and O’Malley are tangential to this issue.

18 Rather, they are the explanans in Nagel-type models of reduction (see Nagel 
[1961]).
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     (2) The second problem is both philosophically and biologically 
more important. Long ago, Nagel (1951, 1952) pointed out that 
any mereological decomposition of an object requires theoretical 
assumptions. Objects do not simply exist in a categorical spatial 
hierarchy; rather, to say that a given object consists of a speci-
fi ed set of parts is to make a theoretical claim, one choice among 
others about how to decompose a whole into its parts. The co-
gency of a decomposition depends on the empirical success of 
this theory along with the relevant theoretical claims about the 
behaviors of the whole and the parts (including their interac-
tions). While Nagel made this perceptive observation in an ex-
plicitly biological context, it is relevant to all scientifi c contexts 
in which hierarchical organization is presumed. The biological 
context introduces an added complexity: the wholes, as well as 
the parts, are themselves (a) historically evolved objects19 that 
(b) must be individuated using theoretical criteria—that is, be-
yond Nagel, even what the whole is requires theoretical specifi -
cation. Physical individuals need not be organismic individuals: 
in most physical mammal bodies the vast majority of cells are 
not those of the mammalian individual qua mammal. (Consider, 
for instance, the human skin or intestine—there are 10 times as 
many non-human cells in the latter as there are human cells in 
a typical body [roughly 1014 of the latter].) Genotypic individuals 
need not be physical individuals, e.g., in the cases of dandeli-
ons or aphids. In fact, what Dupré and O’Malley’s (2007, 2009) 
analyses show is the ubiquity of the individuation problem in 
the metagenomic context (which is not unexpected).

To make a case against object-oriented realism on the basis of problems 
of biological individuality will require (i) the specifi cation of a theoreti-
cal individuality criterion (genotypic, immunological, organismic, etc.) 
and (ii) a demonstration of the diachronic ephemerality of these indi-
viduals across theory change. French does not do this, and it remains 
an open question whether biological individuals, however defi ned (so 
long as these defi nitions are exact and explicit), are as ephemeral as, 
say, genes or information.

The last paragraph may well have been a digression from the ar-
gument of this paper since it agrees with structural realists that an 
ontology of biological objects is far too unstable to warrant “realism.” 
What is more problematic for French’s argument is the question of the 
resilience of biological laws. It will be instructive to return to the Law 
of Ancestral Heredity. It was pointed out in Section 2 that the funda-
mental mathematical (read “structural”) claim of that law, that is, the 
geometric regression of correlation with ancestral relatives, survived 
the transition from biometry to (Mendelian) quantitative genetics. 

19 See, in this context, Buss (1987) and the commentary by Falk and Sarkar 
(1992).
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The potential trouble is that the postgenomic era is witnessing a much 
more radical shift in the understanding of heredity than the shift from 
biometry to Mendelism (though the ongoing shift is as yet poorly un-
derstood even within biology, let alone in the philosophy of science). It 
was noted in Section 2 that few DNA sequences exhibit Mendelian pat-
terns of inheritance. Add to this (i) that horizontal DNA transfer across 
lineages has been ubiquitous in early evolution (which, either in the 
number of years or in the number of generations, has been the longest 
period of evolution), (ii) large DNA sequences often duplicate during 
reproduction (and this process is now widely recognized as being criti-
cal for the generation of evolutionary novelty), and (iii) genomes tend 
to expand through a variety of molecular mechanisms due purely to the 
physics of DNA interactions (Lynch 2007). It is questionable that the 
Mendelian rules will survive this transition except as approximations 
applicable to a tiny fraction of inherited traits (though these are the 
ones that dominated research in twentieth-century biology because the 
Mendelian rules they followed made them easily tractable). It appears 
unlikely—though this is as yet unproven—that the Law of Ancestral 
Heredity will survive this ongoing transition any better; worse, given 
that it is an approximation even in a Mendelian context, it will become 
irrelevant. The philosophically salient point is that even phenomeno-
logical laws do not have indefi nite tenure though they generally have 
longer ones than theoretical objects.

A potentially more interesting “law” is the Price equation on which 
French (2012) aptly focuses. This equation, which has recently been the 
focus of sustained interest within evolutionary biology (Frank 2007), 
began its remarkable career as an intended reformulation of what 
Fisher (1930) called the fundamental theorem of natural selection 
(Price 1972). However, it turned out to be more general in two impor-
tant ways: (i) it can recursively incorporate the operation of selection at 
multiple levels of a hierarchy, and (ii) it does not depend on the details 
of the Mendelian model of inheritance. This generality makes the Price 
equation more akin to a constitutive framework in which a variety of 
laws can be formulated (or, equivalently, models can be constructed) 
than to an individual law—this point will be relevant in Section 6.

But there are ample grounds at least for caution, perhaps downright 
skepticism. While Fisher regarded his theorem as fundamental, and a 
minority cadre of very vocal theoretical population geneticists have fol-
lowed him in extolling its virtues, it should not be forgotten that the 
other two major founders of theoretical population genetics, Haldane 
(1932) and Wright (1930), were skeptical of its signifi cance (Edwards 
1994). If taken as an exact claim, that is, its mathematical form is sup-
posed to capture the operation of selection in toto, the assumptions of 
the theorem hold for vanishingly few cases. The same problem carries 
over to the Price equation: more technically, both Fisher’s theorem and 
the Price equation make strong and debilitating assumptions of the 
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additivity of the effects of alleles (or their equivalents at other levels 
of organization).20 Now, if Fisher’s theorem and the Price equations 
are taken to be approximate, then it is less than clear what ontological 
signifi cance should be attached to the persistence of such a structure. 
(However, both the theorem and the equation now become applicable 
to many more situations.) A way out would be to regard either of them 
as an idealization but then it would be one requiring a host of counter-
factual assumptions: it is up to structural realists to show how such 
extreme idealizations can ground deep ontological commitments. This 
may not be an impossible task. Meanwhile, at present, there is ample 
ground to doubt the signifi cance of the Price equation—moreover, and 
perhaps most importantly, what will happen to it in post-genomic ac-
counts of heredity also remains far from clear. It takes a lot of faith to 
assume it will be resilient in the way that structural realism requires. 
Worse, no other putative biological law provides better prospects for 
structural realism.

4. Biological Organization and Structural Realism
The failure of biological laws to underpin structural realism does not 
sound the death knell of that doctrine in the biological context. Rather, 
structural realists would do well to focus their attention on biological 
organization. This means a shift of focus from what may be called no-
mological particulars (individual laws) to constitutive frameworks in 
which these nomological claims can be formulated.21

Historically, two distinct themes have been important:
      (1) Since the late eighteenth century, and even after the demise 

of traditional vitalism in the nineteenth century, biology has 
persistently accommodated research programs based on the as-
sumption that biological organisms have some feature(s) that 
distinguish them from what may be called purely physical (or 
chemical) structures. In general, there was no claim that bio-
logical organisms exhibited mechanisms at variance with the 
known physical (and chemical) ones; rather, invoking only these 
mechanisms was deemed insuffi cient for the satisfactory expla-
nation of biological phenomena. The various research programs 
that incorporate such assumptions may be distinguished into 
two groups22:

20 See, however, Frank (1997) who defends the additivity assumption but 
nevertheless accepts that it imposes some restrictions.

21 That is, within a constitutive framework, a variety of laws can be formulated. 
Typically, in biological contexts these laws are called models.

22 The characterizations given here intentionally avoid the issue of reductionism 
which will be fully broached in Section 5.
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      i. Teleological holism, discussed in Section 4.1, which empha-
sizes function and teleology in a way that was supposed to 
subordinate the relevant explanatory behaviors of parts to 
goals that were only specifi able by reference to the whole.

     ii. Structural emergentism, discussed in Section 4.2, which 
emphasizes what is typically referred to as the emergence 
of systemic properties which are supposed to be at variance 
with the properties of the constituent parts of these sys-
tems.

      (2) Since the nineteenth century there also has been a long—and, 
at least arguably, so far futile—search for laws of form: prin-
ciples of structural organization which are supposed to explain 
what Raff (1996) called the “shape of life.” These laws of form 
are supposed to explain why, for instance, all animal embryos 
at an early stage of development have either two-fold or fi ve-fold 
symmetry (and no other). The salient research programs will be 
discussed, though only very briefl y, in Section 4.3.

In the present context, what is relevant is that these research pro-
grams emphasize structure over objects. In the case of developmental 
form, the structure is clearly spatial; in the cases of teleological holism 
and structural holism, the structure may be embedded in an abstract 
space but may also be spatial in nature, as is usually the case for the 
structural emergenticists. The details that follow are intended to show 
why these programs may support structural realism. 

4.1. Teleological Holism
An epistemological characterization of the assumptions of research 
programs subsumed under this category is relatively straightforward. 
Organisms (or other wholes) are supposed to be categorically described 
as having goals. Here “categorically described” means a type of de-
scription that is necessary to understand these organisms (wholes) 
qua organisms (wholes). In some form or other, such a view of living 
organisms can be traced back to Aristotle; it is a plausible (and was a 
popular) interpretation of the second part of Kant’s Critique of Judg-
ment. With Kant, nineteenth-century teleological holists such as von 
Baer generally held that the mechanisms operating within living or-
ganisms were no different than those also operating in non-living mat-
ter.23 However, to explain living phenomena satisfactorily required ref-
erence to the goals of the whole: why a part does what it does depends 
on its structural relationships with other parts with which it forms 
a whole; these relationships establish its functional contributions to 
the goals of the whole. Consequently, any determination of the set of 

23 A complex history is being selectively summarized—and perhaps caricatured—
here for philosophical purposes, possibly to the extent of parody. See Lenoir (1989) 
for more detail.
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mechanisms that are explanatorily relevant to the living phenomena 
that are to be explained must take into account how the parts are struc-
tured so as to comprise the whole. As Lenoir (1989: ix) puts it: this was 
“a period in the history of the life sciences when the imputation of pur-
posiveness was not regarded an embarrassment but rather an accepted 
fact, and when the principal goal was to reap the benefi ts of mechanis-
tic explanation by fi nding the means of incorporating them within the 
guidelines of a teleological framework.” A more radical version of these 
claims would go further to argue that what the parts are is relatively 
irrelevant compared to the structure: this is the form that teleological 
holism took under the guise of cybernetic models in the mid-twentieth 
century (see below). An ontological characterization of these doctrines 
adds an ontological gloss on the claims of this paragraph (but does not 
change any other feature).

The mid- and late nineteenth century saw the relentless progress 
of mechanistic explanations in the life sciences, that is, explanations of 
the properties of wholes from those of their constituent parts and their 
interactions (Sarkar 1998). Nevertheless, a form of teleological holism 
became fashionable in physiology through sustained advocacy by Ber-
nard (1865) and his insistence that the physiological behavior of parts of 
an organism could only be understood in terms of the context in which 
these behaviors occurred, the context being specifi ed by the other parts 
of the functional whole. Other physiologists including Christian Bohr 
and J. S. Haldane in the early twentieth century explicitly embraced 
similar doctrines.24 The critical assumptions were (i) that physiology 
was intrinsically about function and (ii) that function could only be un-
derstood by subordinating the behaviors of parts to that of the whole. Of 
particular interest were co-operative phenomena, in which the increase 
in the number of units results in a non-linear increase of effect, for in-
stance, the S-shaped association curve between hemoglobin and oxygen 
that Bohr established (the “Bohr effect”). These cases often displayed 
feedback regulation—a drop in the response after saturation with oxy-
gen, a feature seen in the S-shape of the hemoglobin-oxygen association 
curve. Structurally what mattered is how the system was constructed 
together and how the parts with their functions interacted with each 
other. In this sense these views were very similar to those of teleological 
holists of the nineteenth century (and, by and large the physiologists 
were explicit in admitting the infl uence of Kant’s third Critique).25 The 
term “holism” was coined later by Smuts (1926), though mainly in an 
evolutionary context, to embrace these views.

Meanwhile, the emergence of biochemistry as an organized disci-
pline under G. W. Hopkins in the 1920s and its empirical successes saw 

24 See J. S. Haldane (1906, 1914); on Bohr, see Tigerstedt (2012). Their views 
also had an infl uence of the non-mechanistic theses promoted by their more famous 
offspring: Niels Bohr and J. B. S. Haldane (Holton 1970; Sarkar 1992b).

25 See, for example, J. S. Haldane (1914).
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mechanistic explanation return to the forefront in contexts in which 
holistic physiology had once reigned unchallenged (Sarkar 1992a). 
However, models of feedback regulation, beginning in the mid-1950s, 
typically based on Wiener’s (1948) cybernetics, gave teleological holism 
a new lease of life.26 The self-regulation of enzyme (more specifi cally, 
lactase) production in bacteria (Escherichia coli in this case) in the 
presence of the relevant substrate (in this case, lactose) emerged as 
a problem of experimental investigation27—the result was the operon 
model, the signifi cance of which will be further discussed in Section 5. 
Monod (1971) later dubbed this work as “molecular cybernetics.”28 Suf-
fi ce it to note that the interest in the regulation in biological systems 
has had a continuous history since the 1950s resulting in the current 
emphasis of gene regulatory networks (GRNs); some of these develop-
ments will be taken up in more detail in Section 4.2.

In the present context what is most salient is the extent to which 
such models of self-regulation make specifi c (that is, detailed) and gen-
eral (that is, applicable to a wide variety of cases) assumptions about 
structural organization. Historically, at the very least, these models 
universally assumed a network structure of interactions between the 
unit components constituting the whole (that is, the interactions could 
not be reduced to a single chain), and typically assumed loops (enabling 
feedback). It can be assumed without loss of generality that the math-
ematical structure required by these models is that of a directed mul-
tigraph29 (which, for ease of formal analysis, is typically reduced to a 
directed graph). The structural realist thesis is now straightforward to 
state: the edge sets, that, is their topological or connectivity features 
(what types of connections there are), will show resilience across theory 
change even when the identity of the vertex set changes. If so, in such 
models, the explanatory weight (however that is explicated) is borne 
by the structure rather than the objects—as structural realism would 
require. There will be more on networks and multigraphs in Section 
4.2 below.

4.2. Structural Emergentism
The focus will continue to be on networks modeled as directed multi-
graphs. However, there is a critical difference between the research 
programs considered here and those mentioned at the end of the Sec-
tion 4.1. The models analyzed here do not insist on some special role 

26 The importance of cybernetics to mid-twentieth-century science is hard to 
understand today (because of its apparently total failure) but can hardly be over-
stated—see Heims (1991).

27 Schaffner (1974) provides a detailed history.
28 Sarkar (1996) provides background.
29 These differ from ordinary graphs insofar as edges and vertices can be of more 

than one type; thus, for instance, more than one edge (each of a different type) can 
join two vertices.
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played by the goals of function of the whole or on whether explana-
tions using constituent parts must refer to the wholes. There is no ex-
plicit teleology in these models. Instead, most (though not all) such 
models are concerned with whether the topology of the edge sets are 
more strongly implicated (that is, bear the most explanatory weight) 
in the behaviors of networks as systems compared to the vertices (ob-
jects) of the multigraph. If so, in this mitigated sense, the behaviors of 
systems involve “emergent” properties, dependent on how a system is 
put together rather than of what it is made.30 An example, discussed in 
some detail by Sarkar (1998: 168 –173), is the molecular explanation of 
dominance which was an ubiquitous feature of classical genetics: why, 
for some traits, the heterozygote is phenotypically identical to one of 
the homozygotes. The best explanation so far seems to be in terms of 
the topology of the reaction networks connecting the DNA specifying 
the alleles to the molecular structures corresponding to the phenotype. 
(However, experimentally, the issue is far from settled.)

The relevance of such a situation to structural realism is straight-
forward: in cases where structure matters more than identity of the 
parts, it is highly likely that the topology of the network will be resil-
ient across many theory changes involving revisions of the identity of 
the units (that is, the edge sets will be more resilient than the vertex 
sets of the multigraph). Moreover, and this point deserves emphasis, 
such resilience is logically independent of whether there is any more 
interesting sense in which the networks exhibit emergent behavior. 
Thus, though this section is on structural emergentism, the emphasis 
is on structure rather than on emergence. In what follows, to focus on 
structure, the issue of emergence will be intentionally ignored.

Complex networks of this type constitute the central metaphor of 
the apparently emerging discipline of systems biology that has become 
a component of postgenomics. Such complex networks are also sup-
posed to explain ecological behavior—in particular, the emergence of 
large-scale order—over both large spatial and temporal scales.31 Most 
models of “complex adaptive systems”’—yet another popular metaphor 
of contemporary science—are network models. In fact, to the extent 
that an alleged science of complexity exists (and there is room for skep-
ticism on this point [Horgan 1995]), it is a science of networks. The rel-
evance to immunology of network models—under the rubric of idiotypic 
networks (Jerne 1974)—has long been postulated though never fully 
satisfactorily demonstrated.

Turning to only somewhat less speculative areas, complex gene 
regulatory networks (GRNs) are supposed to provide, at present, the 
most viable candidates for understanding organismic developmental 

30 This is intended to be a minimalist and neutral epistemological characterization 
of emergence. For an introduction to the tendentious philosophical disputes 
regarding this doctrine, see Bedau and Humphreys (2008).

31 See, for example, Pascual and Dunne (2006) and Fortuna (2007).
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cycles (from germinal cell through the adult stage to reproduction) 
(Davidson 2006). In this fi eld, they have an illustrious pedigree, go-
ing back to Boveri’s work at the beginning of the twentieth century, 
and continuing to what is called developmental evolution today.32 Cur-
rent GRN models can be traced back to Britten and Davidson’s (1969) 
model which was the fi rst putative general model of eukaryotic gene 
regulation given the complexities of eukaryotic genome structure that 
had begun to be recognized in the 1960s. Though there was some for-
mal similarity between this model and the earlier operon model (for 
prokaryotic gene regulation—see Section 4.1), and textbooks of the pe-
riod routinely (over)emphasize this aspect33, unlike the operon model, 
the Britten-Davidson model was not concerned at all to explain feed-
back regulation; rather its aim is to explain tissue differentiation and 
the development of complex form—hence its inclusion in this section 
rather than in Section 4.1. Though largely ignored for a generation, 
as the complexity of eukaryotic genetics seemed to defy any modeling 
strategy (Sarkar 1996), a much-modifi ed Britten-Davidson model and 
its descendants, in the form of GRNs, have returned to the forefront of 
research in cell differentiation and organismic development in postge-
nomics. Whether these models live up to the hopes of their enthusiasts 
remains to be seen—let me note that, among biologists, there remains 
ample ground for skepticism.34

From the perspective of this paper, these developments suggest 
the following conclusion: to the extent that the biological sciences may 
have any universal mathematical structure (that may potentially play 
the same unifying role as symmetry groups play in modern physics), 
that structure seems to be that of directed multigraphs. Perhaps what 
structural realism should focus on is on the demarcation of the types of 
directed multigraphs that are relevant for biological theory, and then a 
classifi cation of these based on the roles they play in various biological 
sub-disciplines.

4.3. Developmental Form
The fi nal set of research programs to be considered here consists of 
models that have remained speculative throughout their roughly 150-
year history. These are macroscopic models (“macroscopic” in the sense 
that they are concerned with large spatial structures) of developmental 
form, how organisms produce their adult forms through the history of 
interactions between the physical contents of germinal cells and their 
environments. One important class of such models consist of those 
that rely on details of the physical interactions of the molecular con-
stituents—perhaps the best-known such model was that introduced by 

32 Thanks are due to Manfred Laubichler (unpublished work) for providing this 
history.

33 See, for example, Lewin (1974).
34 See Newman (2019). 
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Turing (1952), based on equations for reaction-diffusion systems, and 
capable of generating a wide variety of spatial forms.35 However, what 
are most pertinent to the question of the plausibility of structural real-
ism are models that are based on spatial regularities and transforma-
tions that are independent of assumptions of the details of the under-
lying physical interactions. Nineteenth-century morphologists such as 
Cuvier established several such rules across phylogenetically related 
sets of taxa in a period when virtually nothing was known about the 
underlying physical or chemical mechanisms. Embryologists followed 
their lead by producing similar analyses not only on adult forms but on 
the developmental stages of organisms generating interesting possi-
bilities, for instance, the hypothesis of the existence of a near-universal 
phylotypic stage for many animal phyla (Raff 1996).

In the twentieth century, D’Arcy Thompson’s (1917) On Growth and 
Form provided a remarkable compendium of mathematical rules that 
transform spatial features of one taxon to phylogenetically related spa-
tial features of others. Thompson’s project involved a shift away from 
evolution (and history) to questions of form and universal rules that 
may govern their genesis. For structural realism, what is intriguing 
is that such mathematical transformation rules would likely be inde-
pendent of the details of the underlying physical (or chemical) basis 
and thus be resilient to changes of the ontology of the objects being 
postulated by models of development. Since the 1980s, with the advent 
of ubiquitous computation, a further set of models for spatial patterns 
have been investigated, especially using cellular automata: these mod-
els show how very simple generative rules may lead to complex spatial 
patterns. Beyond organismic development, these rules may also be rel-
evant to the appearance of long-range spatial and temporal patterns in 
ecology (Ermentrout and Edelstein-Keshet 1993).

Returning to organismic development, what remains unclear, is the 
nomological status of D’Arcy Thompson’s and similar transformation 
rules, whether they are any more than piecemeal (accidental) gen-
eralizations that refl ect no deep structure of developmental process-
es. Skeptics of laws of developmental form have ample ammunition 
on their side: after at least 150 years there is no clear example of a 
single well-established theoretical law of form. However, whatever be 
the merit of these hopes, the quest for laws of form seems to continue 
to fi nd deep resonance in the intuitions of many developmental biolo-
gists.36 Arguably, it is even part of what motivates the recent excite-
ment about “developmental evolution” with its goal of explaining much 
of the structural diversity of organisms on the basis of (presumably 
physical) rules of variation at the genomic and other levels of organiza-

35 For a history of these developments, see Keller (2002a).
36 They have also impressed some philosophers. For instance, Fodor and Piattelli-

Palmarini (2010) base part of their argument against natural selection on the basis 
of the existence of such laws of form.
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tion and with natural selection playing much more mitigated role than 
in the received view of evolutionary theory.37 What is most salient (in 
this context) about the project of developmental evolution is that laws 
of form, under the guise of laws of variation (at the genomic and, pos-
sibly, higher levels of organization) are supposed to be more important 
in explaining organismic (spatial) structure and variation than natural 
selection—but further analysis of this project is beyond the scope of 
this paper.

5. A Skeptical Response
It should not go unnoticed that all three organizational examples 

from Section 4 share a common feature: to varying extents, they ex-
press skepticism about the suffi ciency of mechanistic explanation in 
biology, what I have elsewhere defended and called strong reduction 
(Sarkar 1998; see, also, Weber [2005]).38 This is the idea that the behav-
iors of wholes, no matter how novel and unexpected they may appear 
to be, can be explained from the behavior of their (constituent) spatial 
parts (obviously including the interactions of these parts). Skepticism 
about this kind of reductionism, as the research programs discussed 
in Section 4 show, has a long pedigree in the history of biology. As 
emphasized several times earlier, those who deny this kind of reduc-
tionism, but wish to remain within the confi nes of modern (post 17th 
century) science, do not presume that there are processes occurring in 
biological (or, in general, higher structural level) systems that are not 
occurring in physical (or lower structural level) systems. Rather, it is a 
claim about explanatory adequacy or, rather, inadequacy. All research 
programs discussed in Section 4 share this feature.

Now, as I have contended for several decades39, for all the fervor 
that it often generates, anti-reductionism (and the various associat-
ed forms of emergence) are yet to produce viable research programs 
with tangible content, for instance (but not limited to), predictions at 
variance with those made by the mundane reductionism that seems 
to guide almost all experimental research in biology (Weber 2005). In 
fact, perhaps the only positive contribution of anti-reductionism to bi-
ology, but this is an issue not contended by almost all reductionists,40 
is that reductionism provides no epistemic (or ontic, if one so chooses) 
warrant for eliminativism, that is, the view that reduced entities (ob-

37 See Wagner (2007) for an entry into this literature.
38 For expository ease, in what follows, I will call this view reductionism without 

the qualifi er “strong.” For other forms of reductionism, see Sarkar (1998) and the 
encyclopedia article by Brigandt and Love (2008).

39 See Sarkar (1989, 1998, 2008) and Wimsatt and Sarkar (2006). See, also, 
Weber (2005).

40 Almost all, but not all—see Churchland (1986) for a defense of eliminativism 
about folk psychology with respect to neuroscience. Nagel (1949, 1961) rejected 
eliminativism and most reductionists have (wisely) followed his lead.
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jects or processes/ relations/ structures) should be replaced in scientifi c 
discourse by those used to effect the relevant reductions. The claims 
of this paragraph can be bolstered with plentiful and diverse cases, 
especially since the advent of molecular biology in the 1950s.41 Suf-
fi ce it here to mention two canonical examples relevant to teleologi-
cal holism and already mentioned in Section 4.1: the allostery model 
which mechanistically (reductionistically) explained the co-operative 
behavior of macromolecules (including the Bohr effect for hemoglobin), 
and the operon model which so explained feedback regulation of gene 
expression in prokaryotes.42 As indicated in Section 4.1, these examples 
are important because feedback regulation and co-operative phenom-
ena were considered to constitute defi nitive exemplars of challenges to 
reductionism from within the anti-reductionist repertoire. Absorbing 
them within the reductionist agenda does much to defl ate the prospects 
for cogent anti-reductionism.

These observations are pertinent because they help generate a 
strong presumption that all organizational examples of Section 4 may 
represent no more than fl ights of fancy, rich in mystical speculation 
about the nature and direction of biology, particularly of a future biol-
ogy which remains indiscernible today, but are nevertheless devoid of 
empirical content. That is to say, there is no empirical basis for pos-
tulating the structures required by the teleological holists, the struc-
tural emergentists, or the developmental form theorists. It seems odd 
to speculate on the persistence or resilience of structures which have no 
empirical basis today—and worse than odd to draw strong ontological 
conclusions on those grounds.

Nevertheless, excessive skepticism or criticism of incipient scientif-
ic programs is also often misplaced. Take genetics. Returning to a case 
introduced in Section 2, if Pearson’s typically highly cogent biometrical 
criticisms of the new Mendelism around 1900–1905 had derailed the 
program of Mendelism initiated by Bateson and, slightly later, Pun-
nett, long before the advent of successful model-building by Haldane, 
Fisher, and Wright,43 theoretical population genetics may well have 
not emerged as early as it did or, perhaps, never in the form in which 
it is now known and provides the basis for evolutionary theory.44 It 
can, therefore, be argued that all three programs—teleological holism, 
structural emergentism, and developmental form theory—should be 
treated with tolerance, at least for the time being. Here, tolerance 
is supposed to mean that such research programs should not be dis-
missed out of hand, either epistemically (in terms of serious consider-

41 See Sarkar (1998) and Weber (2005).
42 For more details on these examples, see Sarkar (1998).
43 For historical and philosophical details, see Provine (1971), and Sarkar (2004, 

2007).
44 Obviously, the second disjunct expresses some skepticism about a realist 

interpretation about even a body of science as empirically well-established as 
theoretical population genetics. This skepticism is intentional.
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ation and active debate) or institutionally (in terms of funding, etc.), in 
the way, say, traditional vitalism or Intelligent Design or other forms 
of creationism should be so dismissed.

However, in the case of teleological holism, the time for such toler-
ance may well have long expired. As noted in Section 4.1, this set of 
claims emerged in their modern form as far back as the late eighteenth 
century, fl ourished for a while in the nineteenth century, was given 
new life by the physiology of the late nineteenth and early twentieth 
century, and reinvigorated again in the cybernetic era—all this while 
producing no tangible alternative to the expanding research program 
of resolute mechanists. The time has come to take stock of these re-
peated failures rather than wait for promissory notes to be delivered.45 

Similar pessimism seems also warranted for the search for develop-
mental laws of form. D’Arcy Thompson’s On Growth and Form contin-
ues to provide inspiration to those who seek laws of form, and the aes-
thetic appeal of the book is denied by few—nevertheless it takes some 
faith to claim that Thompson’s project any longer continues to be a 
useful resource for biologically-relevant inquiry (and, indeed, probably 
most historians of biology would now judge that it never did). Let me 
add that I do have that faith but my position is that of a small minority 
within developmental biology. To the very limited extent that models 
in the tradition of Turing (1952) have been successful towards the ex-
planation of biological form, they have done so (as noted in Section 4.3) 
purely mechanistically, by relying on the physical (and chemical) prop-
erties of individual parts rather than mainly on structure independent 
of constituent details. Recent developments suggest the irrelevance of 
Turing-type models in contexts where they once appeared most prom-
ising, for instance, in explaining segmentation patterns in insects.46 
There appears at present to be only one prospect that may warrant 
tempering this pessimism—if the program of developmental evolution 
succeeds, and does so by explicitly going beyond standard mechanistic 
(reductionist) models (as, for instance, Laubichler and Wagner [2001] 
promise), laws of form may well enjoy a new lease of life.

This leaves the case of structural emergentism. As briefl y indicated 
in Section 4.2, but worth special emphasis here (where a more philo-
sophically critical appraisal of this position is being attempted), the 
issue of emergence is a red herring. In the present context it is not par-
ticularly interesting whether there is any interesting sense in which a 
feature of a system is relevantly different from those of its constituent 
interacting parts to be deemed emergent. What is at stake is whether 
in accounting for the feature, what bears the explanatory weight is 
the structure of the system (as modeled) compared to the identity of 

45 It is beyond the scope of this paper to assess whether a more positive—or, 
at least, a less negative—assessment is warranted with respect to the relationship 
between the mental and the biological. There is a vast philosophical literature to this 
topic which, fortunately, is not relevant to the topic of this paper.

46 See Akam (1989).
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the individual parts (objects). A full explication of “explanatory weight” 
is beyond the scope of this paper. Suffi ce it here to reduce it to the 
question whether the explanation can be extended to a large variety of 
other systems that have the same structure but differ in the constitu-
ent objects: the greater the differences between the sets of objects, the 
greater the extent to which the structure, rather than the objects, bears 
the explanatory weight.

The molecular explanation of dominance (which was alluded to in 
Section 4.2) may be one exemplar of this possibility. However, it may 
well be an isolated case given that no other such case seems to have 
been offered in the philosophical literature since Sarkar (1998) ana-
lyzed the case of dominance. Moroever, it is hard to be generally opti-
mistic about the prospects of GRN models or any of the other kinds of 
network models that dominate the bulk of theoretical biology today. 
However, in the case of GRN models, it is too early to be sure of their 
eventual fate but this should surely be regarded as a situation in which 
excessive skepticism about an incipient research program is unwar-
ranted. Nevertheless, all that there is at present is a promissory note.

6. Final Remarks
Where does this leave us? I wish to make fi ve observations:
       1. Structural realists have a wealth of evidence on their side drawn 

from the history of science in support of the claim that theoreti-
cal structures (for instance, relations between putative objects) 
are far more resilient than theoretical objects across radical the-
ory change. This assessment is not limited to the biological con-
texts with which this paper is concerned. A large array of studies 
by (both epistemic and ontic) structural realists provide support 
for it from the physical sciences (Ladyman and Ross 2007). 

       2. Though laws (a particular type of structure) do enjoy this kind 
of preferential resilience compared to theoretical objects, at least 
in biological contexts they appear to do so only to the extent that 
they are phenomenological (Section 3). Moreover, even the most 
resilient phenomenological laws in biology do not show the de-
gree of resilience that would warrant confi dence in claims of re-
alism about them. Section 3 showed this to be very likely in the 
case of the Law of Ancestral Heredity. The status of the Price 
equation is unlikely to be different though the verdict is still 
out—and will not be settled in the foreseeable future.

       3. What are more likely to have the required resilience—that is, 
resilience not reducible to being phenomenological—are consti-
tutive frameworks in which a variety of laws can be formulated. 
Recall the discussion of the Price equation in Section 3: to the 
extent that it seems to exhibit a high degree of resilience, it is 
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due to its being more akin to a constitutive framework rather 
than an individual law.

       4. However, there is no reason to suppose that entire frameworks 
(including those that are at the highest level of generality as ex-
plicated in Point 3 above) may never be entirely replaced. What 
is troubling is that neither French (2011, 2012) nor any other 
structural realist seems to offer arguments to the contrary. 

       5. Section 4 noted that directed multigraphs may provide an ap-
propriate constitutive framework for much of theoretical biol-
ogy. Now, directed multigraphs are mathematical structures at 
such a high level of formal abstraction that it is important to 
show that the claim being made here about them is not entirely 
vacuous (similar, for instance, to a claim that real and complex 
fi elds [in the algebraic sense] provide a constitutive framework 
for physics). There are at least two restrictions that the choice 
of directed graphs immediately imposes: (i) Somewhat trivially, 
the relevant structures must exhibit some asymmetry between 
units (vertices) in their interactions which is represented by 
the directions of connecting edges. (ii) Far more importantly, 
directed graphs are discrete mathematical structures. Both re-
strictions carry over to directed multigraphs. Thus, adopting a 
framework of directed multigraphs assumes that biological mod-
els must be so constructed that the putative objects and relation-
ships between them can be individuated into district sets. This 
excludes for instance, modeling organismic development using 
what used to be called morphogenetic fi elds, or in the way en-
visioned by Turing and those who followed his tradition. This 
means that claiming that the appropriate structures are directed 
multigraphs is a claim with non-trivial empirical consequences. 
It remains an open question whether it is correct and, if so, what 
other restrictions can be imposed on that structure while retain-
ing its aim of representing as much of biological phenomena as 
possible.

These observations may not be much in the way of a conclusion. So, I 
will fi nally end by claiming something more defi nite. To the extent that 
this paper has defended anything at all, it has defended the impor-
tance of theoretical structures as opposed to theoretical objects. This 
amounts to an endorsement of structuralism as, for instance, explicat-
ed long ago in a mathematical context by the Bourbaki group. But it 
does not take any position on realism. A quote from Stein (1989: 57) is 
particularly relevant: “[O]ur science comes closest to comprehending 
the ‘real’, not in its account of ‘substances’ and their kinds, but in its ac-
count of the ‘Forms’ which phenomena ‘imitate’ (for ‘Forms’ read ‘theo-
retical structures’, for ‘imitate’, ‘are represented by’).” Ladyman and 
Ross (2007) take Stein to be sympathetic to structural realism. Arguing 
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against the structural realists, Stanford (2006) takes Stein (1989) to 
be defending a sophisticated instrumentalism. Neither of these inter-
pretations appears to be fully accurate though Stanford’s come closer 
(notice Stein’s careful qualifi cation “comes closest to” before any refer-
ence to the “real”).

But the deeper point that Stein is making is one I would endorse 
and extend. Structural characterizations provide resilience against 
radical theory change. In particular, empirically successful phenom-
enological laws, interpreted as structures, not only often survive such 
changes but constrain the form of revised theories by being part of the 
data that must be accommodated. In general, these structures not only 
permit persistently corrected predictions (and the use of this ability 
for technological and other purposes) but, even as they change, they 
provide better representations of the world in the sense that they are 
resources for further enquiry that enable the extension of individual 
sciences and, often enough, their iterative unifi cation. Now, what does 
the claim “these structures are real” or “these structures are all that 
can be known” add? Almost certainly, something psychological, espe-
cially for those whom James would call tender-minded (as opposed to 
those who are tough-minded empiricists). But it does not add anything 
of philosophical signifi cance. Like Stein (1989: 65), we should main-
tain: realism, “yes”; but instrumentalism, “yes, also”; no only to anti-
realism—with anti-realism including not only constructive empiricism 
but, especially, social constructivism and the other various fashionable 
forms of relativism that have unfortunately come to dominate much of 
the history of science in recent decades.
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Fictional names have specifi c, cognitively relevant features, putting 
them in a category apart from the category of ordinary names. I argue 
that we should focus on the name or name form itself and refrain from 
looking for an assignment procedure and an assigned referent. I also 
argue that we should reject the idea that sentences containing fi ctional 
names express singular propositions. These suggestions have important 
consequences for the intuition that ‘Sherlock Holmes exists’ is either true 
or false, and they put our intuitions concerning fi ctional names into per-
spective. If Millianism is the view that names only have a referent only 
as their semantic value, then my proposal on fi ctional names is not Mil-
lian in nature.
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1. Fictional Names and Existence
It is widely assumed that ‘Sherlock Holmes’ is a fi ctional name, that 
is, a name introduced in fi ction, and a name with no referent in the 
real world (see Kripke 1980; Kripke 2011; Kripke 2013).1 If a fi ctional 
name such as ‘Sherlock Holmes’ originates in fi ction and has no three-
dimensional referent located in space and time then, on the orthodox 
analysis of names, the name lacks a referent. Prima facie, it has no 
semantic value. As a consequence ‘sentences containing it say nothing’ 
(Braun 1993: 449). However, intuitively sentences such as
      (1) Sherlock Holmes exists
are true or false, and convey information we can agree or disagree 
about; e.g., you and I may disagree about whether or not (1) is true. 

1 There is a distinction to be made between fi ctional names, like ‘Sherlock 
Holmes’, and names of imaginary friend, or fantastic creature (‘Nessie’), the speaker 
wrongly believes to exist and to be the referent of that name. My paper concerns 
fi ctional names only.
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You can even argue that
      (2) Sherlock Holmes does not exist.
is true. However, just like (1), (2) says nothing and expresses no propo-
sition. Thus, it has no truth conditions and it is neither true nor false. I 
am interested in singular existential and negative singular existential 
sentences containing fi ctional names, like (1) and (2). The question, 
then, is in determining how such sentences can be truth-apt despite 
the fact that, intuitively, ‘Sherlock Holmes’ lacks a real world referent. 
Furthermore, how can someone believe that (1), or (2), is either true or 
false if ‘Sherlock Holmes’ has no referent in the real world? Why do we 
disagree if ‘Sherlock Holmes’ has no referent? What is our disagree-
ment about? Problems concerning fi ctional names are, arguably, se-
mantic in nature, concerning key semantics notions such as reference 
and truth.2 People have a strong inclination to model fi ctional names on 
ordinary names—i.e., to think about ‘Sherlock Holmes’ as analogous to 
ordinary proper names such as ‘Barack Obama’, and are subsequently 
tempted to assign referents to fi ctional names as well. Following the 
now orthodox view on names, an utterance of (1), or (2), expresses a sin-
gular proposition just as an utterance of ‘Obama exists’ expresses the 
singular proposition <OBAMA, exists>, which contains Obama himself 
as a constituent. The problem is that there is purportedly no such thing 
as Sherlock Holmes to be introduced into a proposition (see Braun 
2005; Adams 2011). Many philosophers have tried to account for fi c-
tional names (see Kripke 2013; Currie 1990; Walton 1990; Thomasson 
1990; Braun 2005; Adams 2011; Kroon 2014). In section 3, I will sketch 
and criticize two main, paradigmatic perspectives on such names and 
fi ctional sentence—a ‘pretense’ perspective (Kripke, Walton) and an 
empty proposition perspective (Braun).3

Ordinary and fi ctional names differ in many important ways. In 
contrast with ordinary names, fi ctional names are not assigned to in-
dividuals by ordinary speakers the way that ‘Barack Obama’ is. More-
over, fi ctional names should not be characterized simply by the fact 
that they lack a three-dimensional referent in the real world, which 
can be a constituent of a singular proposition. To give them a purely 
negative characteristic only lays ground for an oversimplifi ed picture 
of such names. Fictional names have specifi c, cognitively relevant fea-
tures, putting them in a category apart from the category of ordinary 
names. In section 2, I introduce ordinary names and fi ctional names, 
and two problems raised by fi ctional names. Section 3 briefl y discusses, 

2 There is an important literature on fi ctional names and existence, e.g. Kripke 
(2011; 2013); Walton (1990; 2000); Braun (2005); Everett (2003; 2007). Everett and 
Hofweber’s Empty Names, Fiction and the Puzzle of Non-Existence provides a good 
collection of articles on the problem.

3 There are too many different views on fi ctional names and existence to deal 
with in a short paper. Moreover, my paper is not intended as a criticism of these 
views, but as a new, modest contribution to what remains a puzzling issue.
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fi rst Kripke’s suggestion invoking pretense. Calling it pretense suggest 
that it is not literal. If I am right, singular existential sentences are lit-
eral, and the idea of pretense should be dispensed with. I discuss, sec-
ond, Braun’s view. The point here is to reject views according to which 
fi ctional names make room for an object in a proposition, while leaving 
this room not fi lled. Section 4 introduces the framework I use, pluri-
propositionalism. Section 5 sketches my perspective on what fi ctional 
names are. Section 6 applies pluri-propositionalism to fi ctional names 
in existence sentences, and offers solutions to the problems presented 
in section 3. Section 7 concludes the paper. I argue that we should focus 
on the name or name form—that is, its written form—itself and refrain 
from looking for an assignment procedure and an assigned referent. 
I also argue that we should reject the idea that sentences containing 
fi ctional names express singular propositions. These suggestions will 
have consequences for the intuition that (1) is either true or false, and 
put our intuitions concerning fi ctional names into perspective. If Mil-
lianism is the view that names have only a referent as their semantic 
value, then my proposal on fi ctional names is not Millian in nature. 
I argue that by abandoning the analogy perspective certain problems 
raised by existence sentences such as (1) and (2) can be addressed in a 
novel way.

From the perspective of someone reading a fi ctional story containing 
fi ctional names, fi ctional names behave like regular names. This is part 
of what explains why reading fi ction is an enjoyable activity. Fiction 
readers use their imagination, as they read the fi ctional story, to cre-
ate a picture of what the individual designated by such a name would 
be like. I read Hammett’s books, and I have a picture of Sam Spade; 
you read the same book and you (most) probably have a different pic-
ture of Sam Spade. However, outside of the enjoyment that it provides 
while reading fi ction, it is not really appropriate in semantics to see 
fi ctional names as ordinary names. Discussions about existence sen-
tences such as (1) usually take fi ctional names to be just that, names, 
thereby disregarding the aspects that make them fi ctional names—as-
pects which distinguish them from ordinary names such as ‘Barack 
Obama’, for instance. Standard analyses place too much emphasis on 
‘exists’ rather than on the fi ctional name itself in (1). Locutions such 
as ‘exists in fi ction’ are frequently invoked to avoid an array of prob-
lems that are raised by ‘exists’ where fi ctional names are involved. My 
approach does just the opposite: it emphasizes fi ctional names.4 The 
category of a fi ctional name deserves special attention, and it can be 
characterized in an epistemically fruitful way, echoing speaker’s intu-
itions. Once fi ctional names are considered, ‘exists’—as well as ‘exists 
in fi ction’—takes a back seat and is innocuous.

4 With, as a result, evading complex issues concerning existence examined by 
Predelli (2002).
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2. Ordinary and Fictional Names
According to the Theory of Direct Reference (Kripke 1980), the sole 
semantic function of a name, e.g., ‘John Smith’, is to refer to an indi-
vidual, e.g., John Smith, and a name’s sole semantic value is the indi-
vidual it is assigned to. The general principle underlying this view is 
the assignment of a value to a variable: the latter being the sequence of 
sounds or the sequence of letters playing the role of a name, while the 
relevant value is the bearer of such a name, e.g., John Smith. On this 
picture, the sentence ‘John Smith is a detective’ expresses a singular 
proposition which contains the individual the name is assigned to (i.e., 
John Smith) and the property of being a detective as constituents: < 
JOHN SMITH, being detective>. Clearly, many people bear the name 
‘John Smith’. Although it may seem as though a single name gets dif-
ferent individuals assigned to it as its various values, it is arguable 
that we, in fact, have different names. According to this theory, multi-
ple instances of ‘John Smith’ are to be counted as homonymous expres-
sions with each name being individuated by its semantic value (i.e., the 
individual). A sentence containing the name ‘John Smith’ expresses a 
singular proposition containing the specifi c individual that the name is 
assigned to. This singular proposition provides the truth conditions of 
the sentence. If a phonetically identical name is assigned to a different 
person, then there are two different names, which contribute two dif-
ferent referents to the propositions expressed by sentences containing 
them. These sentences express two different singular propositions and 
therefore have distinct truth conditions.

Philosophers of language usually address the problem of fi ctional 
names directly, and usually treat them as names just like any other 
names. If fi ctional names are similar to ordinary names but lack a ref-
erent, then analyzing them like ordinary names via the direct refer-
ence paradigm leads to the result that the proposition that the sen-
tence determines is, at best, the incomplete proposition: <    , exists>. 
An affi rmation of the existence of Holmes does not, then, make much 
sense. Nevertheless, the question of whether or not Sherlock Holmes 
exists seems to persist. Moreover, if a fi ctional name has no semantic 
value, then it cannot be individuated by it. It then becomes diffi cult to 
draw a distinction between the name of Doyle’s famous 19th century 
detective and the name of his also famous 21st century counterpart in 
a television series. Which Sherlock Holmes is the existential question 
about? Is it about the 19th century detective, or about its 21st century 
counterpart? Or is it about another Sherlock Holmes? Unless further 
details are added, these questions remain diffi cult to answer, if they 
can be answered at all. Fictional names, in contrast with names such 
as ‘Vulcan’, do not seem to lack a referent because a mistake happened 
when assigning the name. Fictional names are, arguably, not designed 
to designate an object located in space and time—that is why the name 
is fi ctional to begin with (Kripke 2013). In this respect, one cannot re-
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ally say that a fi ctional name ‘fails to refer’ since there is no object it 
is supposed to refer to in the fi rst place. Fictional names are not mere 
empty names. I will address fi ctional names in an indirect way in sec-
tion 5.

Many competent speakers are inclined to judge both (1) and (2) as 
true. Herein lies a puzzle: assuming that we are talking about the same 
Sherlock Holmes, prima facie our intuitions to judge both (1) and (2) 
to be true leads to a contradiction, since Sherlock Holmes cannot exist 
and not exist at the same time. However, perhaps the puzzle is mis-
guided, since ‘Sherlock Holmes’ does not designate anything. Let’s call 
this the contradiction problem. Some may argue that there is a sense in 
which Sherlock Holmes does exist and another sense in which he does 
not. But this is just a description of the problem.

Plausibly, Donald Trump believes that Sherlock Holmes does not 
exist. One can then ask what he believes exactly if ‘Sherlock Holmes’ 
is a fi ctional name. One can also ask which Sherlock Holmes is his 
belief about? Is Trump’s belief about the Doyle character in his 19th 
century novel or about the character in the television series? Or about 
both, assuming that they are one and the same? In any case, his belief 
is not about a three-dimensional, real individual. Presumably Obama 
also believes that Sherlock Holmes does not exist. Which Sherlock Hol-
mes is his belief about? Do Trump and Obama share a belief in com-
mon? Let’s call this the belief attribution problem. Intuitions about the 
truth conditions of existential statements about fi ctional characters 
are complex (see Braun 1993; Thomasson 2003; Predelli 2002). Braun 
(2005) is right in noting that speakers have a cognitive relationship to 
fi ctional names ‘that [is] importantly similar to the cognitive relations 
they bear to referring names’ (Braun 2005: 600). However, Braun also 
suggests that they are not entirely analogous. Neither (1) nor (2) are 
made true by facts, since prima facie facts drop out of the picture as 
far as sentences containing fi ctional names are concerned. Existential 
statements, such as (1) and (2), need to be more aptly analyzed.

3. Using the Ordinary Name Paradigm
There is an important literature on fi ctional names invoking pretense 
(see for example Kripke (2013); Walton (1990; 2000); Kroon (2014)). 
Call it the pretense family type of theory. In Reference and Existence 
(2013), Kripke writes that ‘the type of names which occurs in fi ctional 
discourse are pretended names’, and that ‘the propositions in which 
they occur are pretended proposition rather than real propositions’ 
(Kripke 2013: 29). The speaker does not, then, literally refer to an ob-
ject or express a proposition. The speaker only pretends to use the name 
and to express a proposition. Such a view does not entail that pretend 
names refer to fi ctional objects.5 Suppose now that fi ctional names are 

5 Let’s suppose that fi ctional names do refer to fi ctional objects, a view which 
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pretended names, and that sentences containing such names do not 
determine propositions, but just pretended propositions. We are owed 
details on what a pretended name is, and on what pretended proposi-
tions are. An approach to fi ctional names preserving the intuitions that 
such names are actual names, not pretended names, and that such 
sentences express propositions, not pretended propositions, would have 
much in its favour. Walton (1990) also uses the notions of pretense, as 
well as the notion of make-belief, and resists the intuition that (1) and 
(2) are literal, or used literally. He offers a very rich view on fi ctional 
name sentences. I will not offer detailed criticisms of Walton’s picture. 
My view dispenses with the notion of pretense and takes sentences 
containing fi ctional names to be literal.

A different strategy, or family of strategies, is to argue that fi ctional 
names are, in fact, referring expressions, but that they refer to noth-
ing. The way out is to argue that such names lack referent, and that 
a sentence like (1) expresses a gappy proposition, e.g., <___ , exists>, 
(Braun 2005). Braun argues forcefully for this position, and he sug-
gests what the truth conditions are for both (1) and its negation, here 
(2). He would contend that the gappy proposition determined by (1) 
is false, and that its negation is true (see Braun 2005: 599).6 Falsity 
is used in an odd sense here, in that it does not consider facts. As-
signing falsity to (1) seem arbitrary. On this view, a sentence such as 
‘Donald Trump believes that Sherlock Holmes exists’ is a belief report 
containing a gappy proposition. If the gappy proposition is false, and 
if its negation is therefore true, then the sentence ‘Donald Trump be-
lieves that Sherlock Holmes does not exists’ is true, and it attributes to 
Trump a true belief. This does not seem correct.7 Braun’s picture, leave 
many questions unanswered. According to his view, different sentences 
containing different fi ctional names—‘Sherlock Holmes exists’, ‘Philip 
Marlow exists’ and ‘Martin Beck exists’—determine the same gappy 
proposition and share the same truth conditions. Important differences 
are obliterated. In addition, ‘Sherlock Holmes is not Philip Marlow’ and 
‘Martin Beck is not Sherlock Holmes’, as well as ‘Sherlock Holmes is 
not Martin Beck’, determine the same gappy proposition: < ___ is not 
___ >. Prima facie, they determine different propositions and have dif-
has been defended quite strongly in the literature (see Thomasson 1990). However, 
it is often assumed that such fi ctional characters either exist or do not exist. This 
assumption just begs the question, and it is not a satisfactory response to puzzles 
such as (1) and (2). We are also owed an account of how fi ctional names are assigned 
to such fi ctional objects, whatever the latter are supposed to be Moreover, if the 
name refers to a fi ctional object, then the truth conditions of (1), or an utterance of 
(1), for instance, then remain puzzling. How can a fi ctional object make a sentence 
true, in a non pickwikian sense of ‘true’? Are (1) and (2) contradictions? For a critical 
perspective on Thomasson’view, see Everett (2007).

6 Adams (2011) argues for gappy propositions, but in contrast with Braun, he 
contends that gappy propositions, determined by a sentence like (1), are neither true 
nor false. If he is right, then (1) and (2) are not contradictions.

7 I will not examine Braun’s proposal in detail here.
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ferent truth conditions. Braun’s view seems to imply, against intuitive 
judgements, exactly the opposite: that they determine the same gappy 
proposition.

Most of the various approaches to fi ctional names address issues 
concerning their reference and their contribution to the truth condi-
tions of sentences containing them. They are mainly designed to deal 
with the truth-value problem. I will not try to give details on how such 
approaches deal with the contradiction problem and the belief attribu-
tion problem. Other important issues can also be raised. For example, 
do fi ctional names contingently lack a referent? What are the features 
of fi ctional names that make these expressions referential terms, which 
nevertheless lack a referent? Such lack of referent is prima facie not ac-
cidental (see Kripke 1980). If ‘Sherlock Holmes’ is found to have a refer-
ent, then that name does not count as a fi ctional name. Being fi ctional is 
arguably not a contingent feature of fi ctional names. Finally, different 
uses of ‘John Smith’ can be individuated distinctly so long as the name 
is tied to different objects. Different ‘Sherlock Holmes’ can be found in 
Doyle’s book, in movies and in the television series. Are they differ-
ent names? If they lack referents then they cannot be individuated. To 
avoid the problems that these questions raise, some philosophers, such 
as Braun, suggest taking the modes of presentation, the names them-
selves, ‘Sherlock Holmes’, used to express that proposition as relevant 
for distinguishing the proposition and truth conditions associated with 
each sentence or utterance. Such a procedure, however, cannot distin-
guish some pairs of fi ctional names. Suppose that, impressed by Conan 
Doyle’s books, I decide to write mystery novels, and Berlin in 2018 is 
a great place for a mystery. I also decide to call my German detective 
‘Sherlock Holmes.’ Now, two tokens or utterances of the sentence (1), 
one about Conan Doyle’s detective and the other about the Berlin cop, 
determine the same gappy proposition. They prima facie also contain 
the same name, i.e., ‘Sherlock Holmes’. The name, by itself, is useless 
in distinguishing what proposition is determined by each sentence or 
utterance. Such a result is counterintuitive. A more fi ne-grained indi-
viduation of fi ctional names is called for, one not invoking any fi ctional 
character. Braun, for instance, addresses neither the identity problem 
for fi ctional names nor the problem of the multiplicity of similar fi c-
tional names like ‘Sherlock Holmes’ in Doyle’s books or in a television 
series. The individuation of fi ctional names is puzzling, yet it is also 
relevant in addressing sentences such as (1) and (2). 

In a passage I quoted earlier, Braun (2006) suggests that the cogni-
tive relations ordinary speakers have to fi ctional names are not exactly 
the same as the relations they have to fi ctional names when the speak-
ers know that a name is fi ctional. On this point I believe that Braun is 
right. Linguistically competent or informed speakers know that there 
is a difference between ordinary and fi ctional names—e.g., that there is 
a difference between the name ‘Frank Serpico’ and the name ‘Sherlock 
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Holmes’. The fi rst one is a real name, and the second one is a fi ctional 
name. They also know that ‘Frank Serpico is a detective’ and ‘Sherlock 
Holmes is a detective’ are, in some way, at odds. Consider an utterance 
such as ‘Frank Serpico is a detective, and so is Sherlock Holmes’. Such 
an utterance is quite complex. The difference between these names 
does not simply trace back to their referential aspects. Features of fi c-
tional names make it such that they do not refer to objects. In addition, 
fi ctional names have a specifi c cognitive impact on speakers, an im-
pact quite distinct from the cognitive impact of ordinary names. Before 
examining fi ctional names, let me introduce the pluri-propositionalist 
framework that I will be using. Such a framework provides interesting 
ways to address the issues raised by fi ctional names.

4. The Many Truth Conditions
In philosophy of language, the idea that each sentence or utterance 
determines one single proposition, or mono-propositionalism, is para-
digmatic. It is found in Frege’s pioneering work and in most of the sub-
sequent views. Pluri-propositionalism offers a different perspective on 
sentences and utterances. Following pluri-propositionalism (see Perry 
2012; Korta and Perry 2011), utterances rather sentences are in the 
foreground. In this respect, pluri-propositionalism focuses on linguis-
tic communication. It also argues that many different propositions or 
truth conditions can be determined by a single utterance of a sentence. 
Linguistic expressions have linguistic meaning, that is, a rule deter-
mining the content of utterances of those expressions. Meaning fi xes 
the semantically determined proposition, content, or truth conditions 
of utterances.8 Consider for example an utterance of
      (3) Meryl Streep exists.
The utterance, u, of (3) is individuated by the speaker, the time, say 
May 16, 2018, and the location of the utterance, say San Francisco. 
‘Meryl Streep’ is an ordinary proper name. Following the Theory of 
Direct Reference, it has no linguistic meaning and a referent only. The 
name is associated with a referent by a convention. These features are 
echoed in an understanding of the utterance. Being linguistically com-
petent and relying on their knowledge of language only, including their 
knowledge of what a proper name is, speakers know that:
 Given that (3) is an English sentence, the utterance u of (3) is 

true if and only if the individual9 that the convention exploited 
by the utterance u allows us to designate by ‘Meryl Streep’ ex-
ists.

8 For simplifi cation, I do not make a difference between spoken and written 
utterances of a sentence or a name.

9 An individual is whatever is designated by a proper name.



 R. Vallée, Does Sherlock Holmes Exist? 71

Meryl Streep does not have to exist to obtain such content. The speaker 
does not even have to know who Meryl Streep is. The content of the 
semantically determined truth conditions of the utterance, without 
considering facts, accounts for the cognitive signifi cance of the utter-
ance (Perry 2012). Note that the name itself is part of the cognitive 
signifi cance of the utterance. Different utterances of (3) have differ-
ent cognitive signifi cance, because each contains a different utterance. 
Such contents can be accepted as true. Accepting such contents as true 
is an attitude toward the utterance or the content of the utterance. The 
latter itself cannot be said to be true, because facts have not been in-
troduced. If the cognitive signifi cance classifi es as an episode of think-
ing, we can take the latter to be in the speaker’s head. Such content 
contains the utterance u itself as a constituent and is, hence, refl exive 
in relation to the utterance itself. I underline the fact that the name 
itself, ‘Meryl Streep’, is mentioned in the cognitive signifi cance of the 
utterance giving it, as an object, a major cognitive role. What follows ‘if 
and only if’, and precedes ‘exists’, captures an important aspect of the 
reference or designation relation. Yet, what you then understand when 
hearing an utterance of (3) does not depend on the referent of the name 
on that particular utterance. Actually, at this stage the referent plays 
no role at all. The name is associated with a convention tying it to a real 
individual, MERYL STREEP herself, that is: after taking into account 
facts required for fi xing the designation of referring terms,
 Given that (3) is an English sentence, the utterance u of (3) is 

true if and only if MERYL STREEP exists.
‘MERYL STREEP exists’ is the designational content of the utterance, 
giving the conditions under which the utterance is true given the facts. 
The designational content of the utterance of (3) does not contain the 
utterance of that sentence. Neither does it contain the name. The des-
ignated individual has that feature, i.e., it exists or not, independently 
of whether or not there is an utterance at all, and whether or not that 
name has been assigned to that individual. All utterances of (3) with 
that specifi c name associated with the same convention have the same 
designational content and, given the facts, are true. In contrast with or-
dinary names, fi ctional names do not designate real objects, and prima 
facie an utterance of (1) does not have designational content. Therefore, 
they do not introduce anything to the truth conditions of sentences or 
utterances of which they are a part. Yet, the cognitive signifi cance of 
utterances containing fi ctional names remains on the table. 

5. Introducing Fictional Names
It is assumed that fi ctional names have no referent in the real world. 
It is also widely agreed that there are no ordinary speakers introduc-
ing them into discourse. One must make a clear distinction between 
the author of the fi ction, Conan Doyle, Dostoievky, or Marcel Proust 
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for instance, and the fi ctive narrator, the latter introducing fi ctional 
names in the fi ction itself. Such a distinction is part of the tools used 
by authors, and it is standard in the literature on fi ction. Doyle, the 
author, created the Holmes stories; Watson, the fi ctive narrator, tells 
them and introduces, and uses as well, ‘Sherlock Holmes’. Doyle never 
met Watson, and vice-versa. If it were discovered that a novel, previ-
ously thought to have been told by a fi ctive narrator—Watson—turned 
out to be the work of the author himself—Doyle—it would not be fi cti-
tious novel anymore. If Doyle’s mysteries were, in fact, autobiograph-
ical, they would not be fi ctional. In the philosophy of language, the 
distinction between the author and the fi ctive narrator is not always 
clearly made or it is simply ignored altogether. My suggestion takes it 
into account.

Whereas ordinary names are simple entities lacking meaning, and 
are individuated by a sequence of phonemes and an object assigned 
to it by another three-dimensional creature, fi ctional names lack both 
meaning and a referent. There is no name assignment of a fi ctional 
name by a real person. Fictional names are certainly individuated by a 
sequence of sounds or letters. But that is clearly not enough, and it is 
insuffi cient to distinguish the name of the famous Doyle detective and, 
say, the name of a character in a different fi ction. Nonetheless, readers 
individuate fi ctional names, and can see a difference between ‘Sherlock 
Holmes’, the name of the famous detective, and ‘Sherlock Holmes’, the 
name of a different character, say, a sailor in a fi ction. Furthermore, 
if no fi ctive narrator introduces a fi ctional name in fi ction, then there 
is no fi ctional name at all. If Watson does not use ‘Sherlock Holmes’, it 
is diffi cult to say something about Sherlock Holmes. An author using 
created names, without fi ctive narrators, is not introducing fi ctional 
names. Arguably, fi ctive narrators can also use the name of real people, 
or ordinary names, like ‘Aristotle’ or ‘Ludwig Wittgenstein’, despite the 
fact that these are not fi ctional names. I propose to individuate fi ctional 
names by taking the source of the name in fi ction into account -Watson 
in a Doyle mystery for instance, and any book will do here. I do not 
want to explore the specifi cs of particular fi ctional names. My aim is 
more general and, up to a point, detached from literary theory. 

The name ‘Sherlock Holmes’ is introduced by Watson, a fi ctive nar-
rator, in Doyle’s mysteries, and ‘William de Baskerville’ is introduced 
by Adso of Melk, also a fi ctive narrator, in Eco’s The name of the rose. I 
want to draw attention to the fact that neither Kripke, nor Thomasson 
or Braun, the main contemporary theorists concerned with fi ctional 
names, gives fi ctive narrators a role. They all take only the actual au-
thors into consideration. Philosophers of language ignore the semantic 
impact of what is a major literary element. The name of the author, 
or the title of the book, is sometimes used to focus on and identify the 
relevant fi ctional name. Real objects are then relied on to zoom in on 
a specifi c fi ctional name and, as things happen, on a character. That 
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does not imply that it—the title of the book for example—individuates 
that name. Fictional names are not introduced in the usual way that 
ordinary names are in language. A fi ctional name is never assigned 
a three-dimensional entity having causal relationships with other ob-
jects because, obviously, the fi ctive narrator, being fi ctive, has never 
met any.10 A fi ctional name is also individuated in a very specifi c way. 
Let me explain.
Consider the sentence
      (4) Holmes was certainly not a diffi cult man to live with.
‘Holmes’ can be an ordinary name (e.g., the name of a London taxi driv-
er) or a fi ctional name. A token of (4) retains no information about its 
origins. Tokens of names, like those in (4), can be found in very differ-
ent places, including Chinese cookies, books, and songs. An utterance 
is an event, which is located in space and time, and is the production 
of a sentence by a speaker. An utterance of (4) keeps no trace of its 
speaker, nor its space and time parameters. A sentence such as (4) can 
be uttered and unless you are in contact with the original utterance, 
these parameters remain unknown. As a consequence, no one can tell 
whether ‘Holmes’ is a fi ctional name or not. Now, if I tell you that that 
token came from a mystery novel, A Study in Scarlet, by Arthur Conan 
Doyle, you are informed that it is a token originating in fi ction. Let’s 
call this the source of the fi ctional name. You know something extra-
linguistic about the token of the name. The sentence is reproduced in 
different copies of the book, and you can confi dently expect to fi nd that 
sentence, or more precisely tokens of that sentence, in every copy of 
that book. It is defi nitely not like an ordinary token. Common sense 
suggests that this is not an autobiography and that Doyle is not the 
fi ctive narrator. Maybe you remember your literature classes and you 
know that Watson is the narrator. If you do not, you just call the sto-
ryteller ‘the narrator’. If you know a little bit more about that piece of 
literature, you also know that ‘Holmes’ is a fi ctional name. This is part 
of your knowledge of that name. You also know that that name, in ev-
ery token of that sentence, in every copy of the book, is a fi ctional name. 
Fictional names have identifying features, which trace back to their 
source—e.g., a Doyle mystery. That token, and the name, was not de-
signed to be located in the 17th century, and it was not designed to come 
from China or Japan. Watson, a fi ctive narrator, wrote in London at the 
end of the 19th century, and you read it in A Study in Scarlet. Neither 
(1) nor (2) are specifi c about the name ‘Sherlock Holmes’ they contain. 
There is different fi ctional ‘Sherlock Holmes’. I will come back to it.

The sentence (4) is a fi ction sentence. The sentence is indexed to a 
narrator, the fi ctional Watson, a time (end of 19th century), and a loca-
tion (i.e., London). Call this its fi ctional index. These are part of what 

10 One can easily imagine a fi ction without fi ctional names. Just substitute a 
defi nite or an indefi nite description to each and every fi ctional name, in A Study in 
Scarlet for example.
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makes it is a fi ctional sentence. The fi ctional index gives individuat-
ing features of the fi ction sentence.11 The fi ction sentence keeps its fi c-
tional index even in different copies of the book, in graffi ti, written on 
pieces of paper in Chinese cookie, etc. Different tokens of that sentence 
share the same fi ctional index. I think that fi ctional names are complex 
objects individuated by a sequence of letters and the fi ctional index, 
composed of the fi ctive narrator, time, and location of the sentence to-
ken wherein the name is introduced in fi ction: e.g., ‘Sherlock Holmes’ 
(Watson, end of 19th century, London).12 The name coming from (4) is 
individuated by the fi ctional index of the token it is taken from. Neither 
the location nor the time need be very specifi c. If the specifi c index is 
not given (or known), we can have: (narrator of t, time of t, location of 
t).13 T is a token of the fi ctional name found in the fi ction. The index 
gives the source of the name. I call it the indexed token of the fi ctional 
name. Names like ‘Vulcan’, not coming from fi ction, are not assigned a 
fi ctional index. A fi ctional name can be extracted from a fi ctional sen-
tence with its index, and then proceeds to have a life of its own. For 
example, ‘Sherlock Holmes’, ‘Raskolnikov’, ‘Madame de Villeparisis’ 
and ‘William of Baskerville’ are all famous fi ctional names coming from 
fi ctions and having a life of their own. Sometimes the narrator has a 
name, Adso of Melk for instance, and a time as well as a place, are pro-
vided. Time and location can be fuzzy and not very specifi c—a year or 
a city—as is usually the case in fi ction. Readers often do not even know 
who the fi ctional narrator is. In the same way, they do not care much 
about the time of the writing. They also very often ignore the location 
of the writing. Except when they are essential to an understanding of 
the story, these features are just irrelevant to most readers. Hence, the 
narrator of the name, the time and the location of the writing are used 
only sometimes. In any event, the fi ctional status of the name ‘Sherlock 
Holmes’ is echoed in the truth conditions of the utterance of (1). That 
being said, ‘Watson’ is also a fi ctional name and it needs to be indexed 
as well: e.g., ‘Watson’ <Watson, London, end of 19th century>. Being 
indexed is a characteristic of fi ctional names. Given the scope of the 
present paper, I will set aside the issue of indexing the name used by 
the fi ctive narrator.

A fi ctional name can be used outside of the context of the fi ctional 
work that it originated from, while nevertheless keeping its identify-
ing fi ctional index as in an utterance of (1). All fi ctional name tokens 
have a fi ctional index. If a name does not, then the name refers directly 

11 In that respect, its role is very different from, and should not be confused with, 
the role of indexes in theories of indexicals. Fictional indexes are introduced and 
used to account for fi ctional names in Vallée 2018.

12 I give a minimal fi ctional index, and leave it as an open question whether more 
indices should be added.

13 Different sequences of phonemes should be considered because in different 
languages (Russian, Japanese, French, and so on) names are written and pronounced 
in different ways. I put aside this issue for now.
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to its designata by default. Knowing that a name is fi ctional means 
knowing that it has a fi ctional index, and vice-versa. In day-to-day ca-
sual conversation about Holmes the index is mostly left unspecifi ed 
and remains in the background. Consequentially, casual conversations 
involving fi ctional names are occasionally unclear, since they involve 
utterances which have no well determined truth conditions. As a re-
sult, sometimes it is necessary to pause the conversation in order to 
clarify which ‘Sherlock Holmes’ is relevant. Different tokens of a fi c-
tional name sentence such as ‘Sherlock Holmes is a detective’, whether 
they are found on a school wall, a London bus or a piece of paper in a 
Chinese cookie, do not indicate whether the name used is a fi ctional 
name, the name of a London detective, or the name of an American 
cowboy. Regardless, the name is indexed, and this is what makes it the 
specifi c fi ctional name as found in Doyle’s mystery, for example.

6. On Fictional Names and Pluri-Propositionalism
Let us return to the questions concerning fi ctional names and exis-
tence. Mono-propositionalism is a framework assumed by all currently 
proposed theories of fi ctional names. Pluri-propositionalism provides 
a new perspective through which we can examine them. Consider a 
sentence such as (1). Without specifying whether or not it is a fi ctional 
name the questions can hardly be answered since one has to index the 
fi ctional name. The new pluri-propositionalist framework focuses on 
utterances instead of sentences. Rather than being individuated by its 
referent, ‘Sherlock Holmes’ is individuated by the fi ctive narrator, the 
time and location of the indexed token: e.g., ‘Sherlock Holmes’ <Wat-
son, end of 19th century, London >.

‘Sherlock Holmes’ is a fi ctional name possessing a fi ctional index 
that it carries with it in utterances of the name in ordinary conversa-
tion, e.g., conversations where (1) is uttered. A speaker’s knowledge of 
the name is also echoed in their understanding of the truth conditions 
of an utterance such as (1). In the case of (1), we may have something 
like
 Given that (1) is an English sentence, the utterance u of (1) is 

true if and only if the individual that the convention exploited 
by the utterance u allows us to designate by ‘Sherlock Holmes’ 
(Watson, end of 19th century, London) exists.

The truth conditions of this utterance give its cognitive signifi cance. A 
speaker needs nothing more than these truth conditions to identify the 
cognitive signifi cance. In the truth conditions associated with an utter-
ance of (1), ‘the individual that the convention exploited by the utter-
ance u allows us to designate by ‘Sherlock Holmes’’—where the name 
is indexed—echoes the fact that ‘Sherlock Holmes’ is a fi ctional name.14 

14 The cognitive signifi cance containing a name does not make it about that 
name, and it does not make it metalinguistic.
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I know that ‘Sherlock Holmes’ in (1) is a fi ctional name, and that the 
truth conditions mentioned give the truth conditions of the utterance 
of (1). Not surprisingly, an utterance of (1) has a descriptive content, 
which is captured in the truth conditions of the utterance. An utterance 
of (1) can be accepted as true, but it is not true given facts. Suppose that 
you believe that Sherlock Holmes is a real individual. Then you may 
proceed to assign an utterance of (1) different truth conditions. 
 Given that (1) is an English sentence, the utterance u of (1) is true 

if and only if the individual that the convention exploited by the 
utterance u allows us to designate by ‘Sherlock Holmes’ exists.

You and I may assign different truth conditions to an utterance of (1), 
and the utterance also has different cognitive signifi cance for you and 
I. Moreover, I will not look for a designational content, whereas you 
may. There is no need to invoke a fi ctional character to account for 
our disagreement. In addition, the latter is purely cognitive. It does 
not, and it cannot, invoke a designational content containing Sherlock 
Holmes, as a real or even as a fi ctional creature. In any case, invoking 
a fi ctional creature is not required in order to account for the facts. The 
identifi cation of a specifi c ‘Sherlock Holmes’, for instance, is often done 
indirectly, by means of the name of the author, the title of the book, the 
title of the movie or the television series, the name of the actor playing 
Holmes, etc. These are not fi ction-relative parameters. Questions per-
taining specifi cally to names can then be asked again: is the name in 
Doyle’s book and the name in a television series the same name? Read-
ers of A Study in Scarlet assume that every token of ‘Sherlock Holmes’ 
in the book has the same fi ctional index. Readers of the other books of 
Doyle’s featuring Holmes assume that tokens of ‘Sherlock Holmes’ in 
these books have the same or similar indexes. In saying this, I am go-
ing beyond fi ctional names and I am talking about the readers of the 
fi ction. Clearly, this is not part of my view on fi ctional names. 

Moreover, there is no convention tying a fi ctional name to a three-
dimensional individual. An informed speaker using a fi ctional name 
knows that there is no such convention, and knows the cognitive signif-
icance of an utterance of (1). Such a speaker also knows the difference 
between the truth conditions as cognitive signifi cance of an utterance 
involving ordinary names, and the truth conditions as cognitive signifi -
cance of an utterance involving fi ctional names. I’ll let the reader give 
the truth conditions of an utterance of (2). There is no need to explore 
whether or not they are the same name in (1) and (2) here. In any case, 
the answer will not depend on facts. Accepting as true a fi ctional in-
dexed token, or sentences containing fi ctional names, also allows us to 
set aside the famous prefi x or complex operator ‘It is true in the story’ 
and any reference to a story.

The fi ctional name itself is part of the cognitive signifi cance of an ut-
terance of the sentence. If a speaker does not assign an utterance of (1) 
such truth conditions, then that speaker does not know that the name 
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is fi ctional. If the fi ctional name is poorly individuated, i.e., if it is not 
assigned a clear index, then the utterance lacks clear truth conditions 
and its cognitive signifi cance is unclear. I contend that utterances con-
taining fi ctional names carry no truth conditions confronted with facts. 
The initial questions concerning existence can only be about semanti-
cally determined content or the cognitive signifi cance of the utterance. 
An utterance of (1), or (2), can be accepted as true, but this assumes or 
implies nothing concerning facts, i.e., it is not true relative to facts. If 
the utterance is about designational content, then it is assumed that 
there is a designational content and that the name refers to an object. 
The fi ctional name is then wrongly seen as having the same function 
as an ordinary name. If we accept utterances of sentences containing 
fi ctional names such as ‘Sherlock Holmes exists’ or ‘Sherlock Holmes 
does not exist’ as true, it is not because we have assessed it as true 
considering facts, since on the account developed here such a sugges-
tion is altogether incoherent. Puzzles concerning the existence, or non-
existence, of Sherlock Holmes concerned with facts are grounded on a 
reading of utterances such as (1) and (2) which misleadingly focuses on 
the purported designational content of the utterances, while there is 
none—when instead the emphasis should be the cognitive signifi cance 
of such utterances.

Reasons to accept or reject an utterance of (1) can differ widely. 
Determining whether an utterance such as ‘Obama exists’ expresses 
a true or false proposition is rather straightforward, since we simply 
have to check the facts. However, determining whether utterances of 
(1) and (2) determine proposition one accepts as true, or reject as false, 
is more complicated, since it relies on things such as the name’s in-
dividuation grounded on non-linguistic knowledge, knowledge of the 
name as fi ctional, the use of an index for that name, views on fi ction, 
and so on.

So far, I have addressed the truth-value problem. The contradiction 
problem is a little more complicated but it is rather easy to deal with on 
my account. An utterance of
      (5) Sherlock Holmes exists and Sherlock Holmes does not exist
is intuitively a contradiction if the same fi ctional name (i.e., a name 
with the same fi ctional index) occurs in both elementary sentences. 
One can say that it is a contradiction, not because of facts, but be-
cause prima facie both sentences cannot be accepted as true by ratio-
nal speaker. However, it can be accepted as a true contradiction if, for 
whatever reasons, an utterance of an identity sentence with the fi rst 
name with a fi ctional index and the second name with the same fi c-
tional index is accepted as true. In any case, assessing an utterance of 
(5) as a contradiction is grounded on linguistic competence only.

We are left with the belief attribution problem. Consider an utter-
ance of
      (6) Donald Trump believes that Sherlock Holmes exists.



78 R. Vallée, Does Sherlock Holmes Exist?

An utterance of (6) can be assigned truth conditions. Fixing the referent 
of ‘Donald Trump’, we have, with ‘Sherlock Holmes’ as a fi ctional name:
 Given that (6) is an English sentence, the utterance u of (6) is 

true if and only if DONALD TRUMP believes that what the 
convention exploited by the utterance allows us to designate by 
‘Sherlock Holmes’ (Watson, end of 19th century, London) exists.

The belief attributed is fully descriptive. He might also believe that 
Holmes is real. We then have: 
 Given that (6) is an English sentence, the utterance u of (6) is 

true if and only if DONALD TRUMP believes that what the 
convention exploited by the utterance allows us to designate by 
‘Sherlock Holmes’ exists.

where ‘Sherlock Holmes’ is, wrongly, believed to be an ordinary name. 
These are attributions of different beliefs. Of course, Trump cannot 
have a belief about a singular proposition containing Holmes himself.

We, therefore, have two options—corresponding to one reading 
where ‘Sherlock Holmes’ is an ordinary referring name, and another 
where it is a fi ctional name. It is interesting to be able to capture these 
two options and to make them clear in the truth conditions, as cogni-
tive signifi cance, assigned to utterances. We can also have 
      (7) Donald Trump believes that Sherlock Holmes does not exist
with ‘Sherlock Holmes’ as a fi ctional name. An utterance of (7) can be 
assigned truth conditions
 Given that (7) is an English sentence, the utterance u of (7) is 

true if and only if DONALD TRUMP believes that what the 
convention exploited by the utterance allows us to designate by 
‘Sherlock Holmes’ (Watson, end of 19th century, London) does not 
exist.

Finally, it is also possible that the same fi ctional name as used in (7) is 
also used in (8)
      (8) Obama believes that Sherlock Holmes does not exist.
We can assign an utterance of (8) the following truth conditions and a 
descriptive content:
 Given that (8) is an English sentence, the utterance u of (8) is 

true if and only if OBAMA believes that what the convention 
exploited by the utterance allows us to designate by ‘Sherlock 
Holmes’ (Watson, end of 19th century, London) does not exist.

In no case is a belief in a singular proposition attributed. Trump and 
Obama can be attributed the same belief about ‘Sherlock Holmes’, such a 
belief being about the cognitive signifi cance of an utterance. However, (7) 
and (8) might also attribute different beliefs—(7) might contain the name 
found in Doyle’s books and (8) the name found in a television series.
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7. Conclusion
Mono-propositionalism, based on Frege’s ground breaking introduc-
tion of senses in semantics or based on singular propositions, is not a 
framework fi t to account for fi ctional names and the truth conditions 
of sentences containing fi ctional names. Pluri-propositionalism offers a 
new perspective on such sentences. Is an utterance of (9)
      (9) Sherlock Holmes is Sherlock Holmes
where the fi rst occurrence of the name is about the 19th century de-
tective—‘Sherlock Holmes’ with an index containing Watson, end of 
19th century and London,—and the second about the 21st century detec-
tive—with an index containing Watson, the 21st century and London—
true? The question as to whether the fi rst Watson is the second Watson 
remains open here. One must make a distinction between the cognitive 
signifi cance of the utterance and its designational content. The utter-
ance of (9) has no designational content and it is not truth assessable 
relative to the facts. Unfortunately, or fortunately, reasons to accept or 
reject the utterance of (9) will remain forever an object of speculation. 
The awkwardness of an utterance of ‘Frank Serpico is a detective, and 
so is Sherlock Holmes’ is made clear once the cognitive signifi cance of 
the utterance is considered. An utterance u is true, if and only if, the 
individual that the convention exploited by the utterance u allows us to 
designate by ‘Franck Serpico’ is a detective, and also if and only if, the 
individual that the convention exploited by the utterance u allows us to 
designate by ‘Sherlock Holmes’ (Watson, end of 19th century, London) is 
also a detective. The fi rst sentence determines a designational content 
containing an individual, whereas the second does not.

Fictional names do not refer to fi ctional or possible objects. If I am 
right, a fi ctional name is not a variable assigned a value, and it cannot 
be modeled along these lines: there simply is neither an assignment 
nor a value. A fi ctional name is a sequence of letters, which is indexed 
to a fi ction, with a fi ctional narrator, a time, and a location. This alter-
native picture opens up new perspectives on fi ctional names and, in a 
sense, on fi ction itself. Understanding sentences containing fi ctional 
names is a purely cognitive affair and it does not require invoking fi c-
tional entities. I do not wish to deny the ontological problems raised by 
fi ction or to disqualify an examination of fi ctional creatures (see Thom-
asson 1990, Voltolini 2006, Sainsbury 2014, Kripke 2013). Whatever 
these problems, they have no impact on my view, and, I submit, on the 
semantics of fi ctional names. It also suggests they do not depend on 
fi ctional names in stories. By the same token, fi ctional names have no 
impact on ontological issues concerning fi ction.
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Epistemic infi nitism is one of the logically possible responses to the epis-
temic regress problem, claiming that the justifi cation of a given proposi-
tion requires an infi nite and non-circular structure of reasons. In this 
paper, I will examine the dialectic between the epistemic infi nitist and 
the regress skeptic, the sort of skeptic that bases his attack to the possi-
bility of justifi cation on the regress of reasons. I aim to show that what 
makes epistemic infi nitism appear as well-equipped to silence the re-
gress skeptic is the very same thing that renders it susceptible to a power-
ful skeptical assault by the regress skeptic. 

Keywords: Epistemic infi nitism, the epistemic regress problem, 
skepticism, inferential justifi cation, Peter Klein.

    But who will guard the guardians?
                Juvenal, The Satires 6.029–34

1. Introduction
What are the conditions a given set of beliefs must meet in order for 
those beliefs to have some positive epistemic status such as being justi-
fi ed or reasonable? Epistemological theories that attempt to answer a 
question of this sort might be plausibly called “normative”. Do beliefs 
of the sort typically held by human beings actually meet the conditions 
they must meet in order for them to have the desired positive epistemic 
status? Epistemological theories that attempt to answer a question 
of this sort might be plausibly called “descriptive”. I simply introduce 
“normative” and “descriptive” as labels, hopefully in a way that refl ects 
a clear sense that might be plausibly attached to them, but without 
reading too much into them.

The main epistemological theories about the structural conditions a 
given set of beliefs must meet in order for them to be justifi ed might be 
conceived either as being merely normative or as being both normative 
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and descriptive. For instance, foundationalism conceived as a merely 
normative epistemological theory claims, roughly, that a given set of 
beliefs must be structured like a pyramid if they are to be justifi ed, at 
the bottom of which there are justifi ed foundational beliefs and at the 
upper layers of which there are beliefs that are justifi ed ultimately by 
their evidential relations to the foundational beliefs. And, foundation-
alism conceived as both a normative and a descriptive theory claims, 
roughly, not only that a given set of beliefs must be structured like a 
pyramid but also that beliefs of the sort typically held by human beings 
are structured like a pyramid. So, foundationalism qua a normative 
and descriptive theory in the sense at issue is eo ipso anti-skeptical, but 
foundationalism qua a merely normative theory need not be. A skep-
tic might approach foundationalism qua a merely normative theory in 
three broadly different ways. One is to argue that foundationalism can-
not be and therefore is not the correct normative theory (for instance, 
because, the skeptic might say, the notion of justifi ed foundational be-
lief is incoherent)—let us call this “the normative skeptical approach.” 
Another is to argue that whether or not the structural norms prescribed 
by foundationalism are correct, there is something about those norms 
that entails that no beliefs can be justifi ed (for instance, the skeptic 
might argue that justifi cation can only be “internal” and yet that foun-
dational beliefs can only be justifi ed if “external” justifi cation is pos-
sible)—let us call this “the skeptical outcome approach.” Yet another 
one is to argue that beliefs of the sort typically held by human beings do 
not rise to the challenge of satisfying the structural norms prescribed 
by foundationalism, whether or not those norms are correct—let us call 
this “the descriptive skeptical approach.” Of course, these three skepti-
cal approaches are not mutually exclusive.

Foundationalism is the oldest game in the town of epistemologists. 
In this paper, I am interested in a relatively novel contender, namely, 
infi nitism qua a merely normative theory, an epistemological theory 
whose history is characterized either by comforting oblivion or by quick 
dismissal but that has received considerable and well-deserved atten-
tion in recent years mainly due to the pioneering defense of Peter Klein.1 
More specifi cally, I am interested in whether the regress skeptic can 
plausibly adopt what I have labelled “the skeptical outcome approach” 
against the infi nitist.2 As we shall see, there are good reasons, stem-

1 Here is a representative but incomplete list of Klein’s works that defend 
epistemic infi nitism: (1998, 1999, 2000, 2003, 2005a, b, 2007a, b, 2011, 2014). Klein’s 
works have inspired a large and still growing literature on infi nitism. Here is again a 
representative but incomplete sample: Fantl (2003), Cling (2004), Aikin (2005, 2008, 
2011), Wright (2013).

2 A formidable and familiar skeptical challenge against infi nitism is descriptive, 
taking its cue either from the fi niteness of the human mind or the fi niteness of the 
amount of time available to human beings. In this paper, I leave the descriptive 
skeptical approach aside, which is not to say that the apparent contrast between 
what infi nitism demands and what human beings can in principle offer is of no 
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ming from the norms governing what one might call “the reason-giving 
game,” for thinking that infi nitism is tailor-made for defusing the skep-
tical outcome approach and it turns out that it is unclear whether the 
regress skeptic is in a position to adopt that approach.

This paper is hereafter divided into seven sections. In section 2, 
I attempt to show how infi nitism is naturally suggested as the cor-
rect normative account of epistemic justifi cation by the reason-giving 
game. In section 3, the move from the reason-giving game to infi nitism 
is clarifi ed by making some of its central assumptions explicit and is 
defended against some main objections. In section 4, I raise the ques-
tion of whether the skeptic is in a position to adopt the skeptical out-
come approach against infi nitism, given that the reason-giving game 
between the skeptic and a given subject meeting the norms of infi nit-
ism ought rationally to result in a tie. A proper answer to this question, 
I maintain, requires taking a closer look at the question of why exactly 
infi nitism is suggested by the reason-giving game, and I argue in sec-
tion 5 that the answer to the latter question lies in a particular feature 
of inferential justifi cation. In section 6, I claim that the very feature 
of inferential justifi cation I specify that is responsible for why infi nit-
ism is suggested by the reason-giving game can be deployed by the 
regress skeptic in an argument against infi nitism: an ultimate tragedy 
of infi nitism is that what makes it appear as well-equipped to silence 
the skeptical outcome approach is the very same thing that renders it 
susceptible to a powerful assault by that approach. Section 7 discusses 
some infi nitist responses to the skeptical assault and fi nds them incon-
clusive. Section 8 sums up the lesson.

2. The reason-giving game and epistemic infi nitism
Michael and Susan are two intellectually sophisticated subjects and 
they decide to play a game, one quite familiar to epistemologists, which 
they call “the reason-giving game.” They pick a proposition, P, and they 
both assume that Michael believes that P. Now, Susan is the “detec-
tive”, and adopts the role of an inquisitive and “maximally persistent”3 
inquirer whose aim is to discover whether Michael’s belief that P is 
epistemically justifi ed. And, Michael is the “defender”, as persistent 
as the detective, whose aim is to persuade Susan that his belief that 
P is epistemically justifi ed by defending it. The game comes in “steps”, 
epistemological signifi cance. The normative skeptical approach against infi nitism 
is less popular but formidable all the same. The skeptic might argue, for instance, 
that infi nitism requires the existence of an actual infi nity and also argue, along 
with Aristotle, that the notion of actual infi nity is incoherent—hence that infi nitism 
cannot be the correct account of norms governing justifi cation. In this paper, I also 
leave the normative skeptical approach aside.

3 Compare Leite (2005): “Imagine that someone invites you to defend a belief. You 
offer what you take to be a good reason for believing as you do, but your interlocutor 
asks you to support this reason and continues in like fashion in each step…I call this 
character ‘the persistent interlocutor’” (p. 397).
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composed of a “what reason?” question and a “my reason” answer. The 
fi rst step starts with a question that Susan raises, “What reason do 
you have for believing that P?”, and ends with Michael’s citing reasons 
that support P, reasons which they both assume Michael believes and 
thus sincerely offers. They both agree that a reason cited in support of 
P does not render Michael’s belief that P justifi ed if that reason itself 
needs to be supported but is not supported by further reasons. So, the 
game does not end at the fi rst step if the reason Michael cites in sup-
port of P needs to be supported in order for it to justify his belief that 
P. Susan’s job is to reiterate the question at each step in a suitable 
form, and Michael’s job is to answer it by citing new reasons. They both 
agree that Michael loses the game if all he can do at a particular step 
is to cite a reason which he has cited at a previous step or if there is 
a step at which he cannot cite any new reasons. They also agree that 
Michael wins the game if, and only if, there comes a step where Su-
san ought to be persuaded that Michael’s belief that P is epistemically 
justifi ed. And, by this, they mean that Michael wins the game if, and 
only if, there comes a step at which the “what reason?” question cannot 
be legitimately iterated, i.e., cannot be iterated without its losing the 
rationale it serves at the very fi rst and previous steps, the rationale in 
virtue of which the game has kept going until that step.

A natural and tempting line of thought delivers the result that Mi-
chael cannot win the reason-giving game conceived in the way above.4 
The rationale of raising the “what reason?” question at the fi rst step 
is that Michael’s persuading Susan that his belief that P is justifi ed 
requires an answer to that question. For all Susan knows at the out-
set, Michael’s belief that P might be based on a sheer guess, a hunch, 
or might simply have come “out of the blue”, in which case she ought 
not to be persuaded that it is a justifi ed belief. As the fi rst step ends 
with Michael’s citing a reason, R1, for P, the rationale of raising the 
“what reason?” reason remains intact at the second step: for all Susan 
knows at the second step, Michael’s belief that R1 might be based on a 
sheer guess, a hunch, or might simply have come “out of the blue”, in 
which case she ought not to be persuaded that his belief that R1 or his 
belief that P is justifi ed. And, obviously, after the second step ends with 
Michael’s citing a reason, R2, for R1, the rationale of raising the “what 
reason?” question is kept at the third step, and the same goes for all 
the subsequent steps. This means that, whatever n is, the reason Rn 
Michael cites at the nth step needs to be supported in order for him to 
persuade Susan that his belief that Rn and his belief that P is justifi ed. 
So, there is no step at which the “what reason?” question can possibly 
lose the rationale it has at the previous steps, which entails that Mi-
chael cannot win the reason-giving game.

4 That Michael cannot win the reason-giving game above does not follow from the 
way the game is defi ned above. (Thanks to a reviewer for pressing on this point.) An 
argument that Michael cannot win the reason-giving game is offered in what follows.
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It is thus plausible to say that Michael cannot win the reason-giving 
game and that the best he can do is not to lose it. In order for him not 
to lose the game, Michael must be in a position to cite a reason at each 
step, one that he has not cited at one of the previous steps; and, since 
the “what reason?” question can (in principle) be legitimately iterated 
by the maximally persistent inquirer Susan indefi nitely, the following 
must be true of Michael if he is not to lose the game: there must be an 
infi nite set of reasons available to Michael arranged in a non-repeating 
series such that the fi rst member, R1 is a reason for P, and the second 
member, R2 is a reason for R1, and the third member, R3 is a reason for 
R2, and so on. So, in order for Michael not to lose the game, the structure 
of his reasons must be infi nite and non-repeating. That is to say, his 
reasons must be structured in the way epistemic infi nitism says they 
must. Epistemic infi nitism is a normative epistemological thesis about 
how our beliefs must be organized in order for them to be justifi ed, and 
it claims that a necessary condition for a series of reasons to lend justi-
fi cation to a proposition is that it must have no repeating members and 
has no last member. A general moral that can be plausibly drawn from 
the reason-giving game is that the best we can do in the way of having 
justifi ed beliefs is by having at our disposal an infi nite chain of reasons 
structured in the way the epistemic infi nitist says it must.5

An important distinction any account of epistemic justifi cation in-
cluding epistemic infi nitism must respect is between propositional and 
doxastic justifi cation.6 Propositional justifi cation is a property of a prop-
osition that it has relative to a given subject, irrespective of whether 
the subject believes the proposition. We can say that a proposition, P, is 
propositionally justifi ed for a subject, S, only if there is a (good) reason 
for P that is available to S (irrespective of whether S believes that P). 
Doxastic justifi cation, on the other hand, is a property of a subject’s al-
ready formed believing attitude towards a certain proposition. We can 
say that S’s (actual) believing that P is doxastically justifi ed just in case 
P is propositionally justifi ed for S and S bases his believing attitude on 
the reason (or the chain of reasons) by which P is propositionally justi-
fi ed for S. Doxastic justifi cation is thus propositional justifi cation plus 
the basing relation.7 This is a tidy picture, and here is a little complica-
tion: suppose S believes that P, and P is justifi ed for S, but S’s believing 
that P is not justifi ed (because the basing requirement is not satisfi ed). 
What can we say about the justifi catory status of S’s belief that P—is 
it justifi ed or not? Suppose one simply insists for a “yes-or-no” answer 
(and does not accept a “yes-and-no” answer). Clearly, such an answer to 
this question must be stipulative in nature. I hereby make the stipula-

5 Compare Aikin: “In essence, the thought behind the (infi nitist) view is that if 
you know, you can answer questions about what you know until there just aren’t 
any more questions. But, as it turns out, there are in principle no fi nal questions. So, 
knowers need to be able to keep coming with answers” (2009: 57).

6 The distinction is fi rst introduced by Firth (1978).
7 For a critical discussion, see Turri (2010).
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tion that S’s belief that P is justifi ed if and only if S believes that P and 
P is propositionally justifi ed for S. Given this, the answer I give to the 
question is yes. In what follows, whenever I talk about the justifi ca-
tory status of a given belief without qualifi cation, I will have in mind 
solely considerations that pertain to the propositional justifi cation of 
its content.

Now, the question that arises is this: is Susan the detective at-
tempting to fi gure out whether (i) Michael’s believing that P is justifi ed 
or whether (ii) Michael’s belief that P is justifi ed? The answer is “both”. 
This is because what Susan is at bottom interested in is whether P is 
propositionally justifi ed for Michael, and also because both Michael’s 
believing that P and Michael’s belief that P requires that P be proposi-
tionally justifi ed for Michael. To see why, consider the following. If one 
opts for (i), then Susan is to be conceived as trying to discover whether 
Michael’s believing that P is doxastically justifi ed. Since doxastic jus-
tifi cation requires propositional justifi cation and basing, Susan is then 
trying to discover whether P is propositionally justifi ed for Michael and 
Michael bases his believing attitude towards P on the reason by which 
P is propositionally justifi ed for Michael. Furthermore, since it might 
be plausibly assumed that a subject bases his believing attitude to-
wards a proposition on a reason if (though not necessarily only if) he 
sincerely cites the reason in support of the proposition, then the bas-
ing requirement for doxastic justifi cation is automatically satisfi ed as 
soon as Michael sincerely cites a reason in response to a “what reason?” 
question raised by Susan at a particular step. So, if one opts for (i), then 
one is entitled to say that what Susan is at bottom trying to discover is 
whether P is propositionally justifi ed for Michael. And, if one opts for 
(ii), Susan is to be conceived as trying to discover whether P is propo-
sitionally justifi ed for Michael and Michael believes that P. Since it is 
assumed by both of our subjects that Michael believes that P (and the 
reason he offers in support of P and the reason he offers in support of 
the reason he has offered for P, and so on), one is entitled to say, if one 
opts for (ii), that what Susan is at bottom trying to discover is whether 
P is propositionally justifi ed for Michael. So, irrespective of whether (i) 
or (ii) is to be adopted, the reason-giving game between Michael and 
Susan centers on the question of whether P is propositionally justi-
fi ed for Michael. Accordingly, epistemic infi nitism that is strongly sug-
gested by the reason-giving game is to be conceived, at least in the fi rst 
instance, as an account of the condition a subject must meet in order for 
a proposition to be propositionally justifi ed for him. Epistemic infi nit-
ism about propositional justifi cation is the claim that the condition a 
subject must meet in order for a proposition to be justifi ed for him is 
that there must be infi nitely many reasons available to him structured 
in a non-repeating way.



 E. Demircioğlu, Epistemic Infi nitism, the Reason-Giving Game 87

3. Caveats
Various clarifi cations and qualifi cations are required in order to fortify 
the move from what we can plausibly derive from the reason-giving 
game to epistemic infi nitism. First, a main moral of the reason-giving 
game is that there is no forthcoming step at which the “what reason?” 
question loses the rationale it has at the previous steps. This is consis-
tent with the fact that at times we seem to be engaging in something 
relevantly like the reason-giving game and adopting the detective role 
in ordinary quotidian contexts, there is always an nth step at which 
we qua ordinary beings with fi nite amount of time, perseverance, and 
guided mainly by pragmatic concerns concede a reason provided with 
us at that step (or perhaps resolve the issue with our fi sts or just leave 
the scene). The idea, however, is that we are never rationally compelled 
to do so, and as such the moral of the reason-giving game is normative 
and abstracts away from what we actually do or tend to do in similar 
circumstances.8

Secondly, and relatedly, the rules of the reason-giving game and 
the rationale behind it appear to isolate some of the core features of the 
ordinary conception of how a rational dialectic between two speakers 
should go, rather than resting on or taking for granted a set of stan-
dards that are far removed from the standards governing an ordinary 
dialogue that we would ordinarily take to be rational. There are surely 
everyday conversational contexts in which a particular speaker might 
wish to fi gure out the reason behind one of the beliefs of the other 
speaker. “So, you believe that Trump will make America great again, 
why is that?” A question like this might normally stem from a suspi-
cion about the truth of what is believed or from a desire to see whether 
the person that has the belief is justifi ed. In any case, we do not feel 
that the question is always “off the mark”, “odd” or “inappropriate” but 
can easily imagine everyday contexts in which the person that has the 
belief ought to provide an answer if his belief is to count as reasonable 
or justifi ed. Now, it is true that ordinary conversational contexts are 
typically characterized by a “common ground,” a set of “background 
assumptions” that are shared by speakers and ultimately serve as dia-
lectical regress-stoppers. Beliefs about basic arithmetic (“2+2=4”), the 

8 A reviewer raises the following worry: “If I assert that I ate potatoes for 
breakfast, and someone says I’m not reasonable in believing unless I can publically 
defend it, I think they are wrong. And, I think it has nothing to do with how much 
time I have on my hands.” In response, let me fi rst note that I claim above that 
the fact that there is no forthcoming step in the reason-giving game at which the 
“what reason?” question loses the rationale it has at the previous steps is consistent 
with the fact that there is always an nth step at which we actually concede a reason 
provided with us at that step. I have argued in the previous section for the claim that 
there is no forthcoming step at which the “what reason?” question loses its initial 
rationale. So, if the reviewer cannot answer the “what reason?” question raised for 
the belief that I ate potatoes for breakfast, then s/he would lose the reason-giving 
game as the game is defi ned. What this has to do with justifi cation is clarifi ed below.
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immediate environment (“Here is a hand”), one’s own occurrent mental 
states (“I feel pain”), “hinge” propositions (“There is an external world”) 
do usually provide the background against which ordinary dialectical 
exchanges take place. So, there is a sense in which an attempt to ques-
tion what is ordinarily taken to be a “common ground” between speak-
ers is bound to appear “off the mark” or “odd”. However, despite this, 
it might be plausibly argued that there is again no special diffi culty 
ordinary speakers feel in admitting that there is a clear sense in which 
just as any other belief, the beliefs belonging to the common ground 
are not unquestionable but stand in need of the support of reasons, and 
that the fact that our interlocutors usually let us get away with mak-
ing such assertions as “I have a hand” is consistent with the fact that 
we as ordinary speakers can easily imagine conversational contexts in 
which questioning them is appropriate. Why doesn’t the idea that the 
beliefs ordinarily viewed as belonging to the common ground are not 
unquestionable strike ordinary speakers as strange, wild, or absurd, 
as something that they ought to reject given their conception of a ra-
tional conversation? It is, it might be argued, because there is a norm 
ordinary speakers are willing to admit that applies to all beliefs across 
the board: be ready to provide reasons for any of your beliefs when 
challenged, if they are to count as reasonable. The reason-giving game 
takes for granted and is built on a norm along these lines, a norm, one 
might plausibly argue, that is not “strange” or “wild” but is treated by 
ordinary speakers as ultimately correct.9

Thirdly, and relatedly again, the argument that Michael cannot win 
the reason-giving game presupposes what one might call the “unrestrict-
ed-defense” view, according to which all beliefs asserted in the reason-
giving game require defense in the light of requests for reasons—when 
challenged by the “what reason?” question. On this view, there are no 
privileged beliefs whose assertions cannot be legitimately disputed by 
raising the “what reason?” question. The unrestricted-defense view can 
be contrasted with what one might call the “unrestricted-challenge” 
view and the “restricted-challenge” view. The unrestricted-challenge 
view holds that all beliefs are “presumptively rational” or are “defea-
sible presumptions” in that one can only challenge their assertions by 
providing grounds or reasons for doubting them and not by merely rais-
ing the “what reason?” question.10 The restricted-challenge view holds 
that only some beliefs are presumptively rational.11 I will not attempt 
to adjudicate between these views, but remain content with maintain-

9 The central aim of this section is to disclose those main assumptions that 
connect the reason-giving game to epistemic infi nitism, while showing that those 
assumptions are not gratuitous. The argument provided above is not, and is not 
intended to be, a decisive argument on behalf of the norm in question, but it is, and 
is intended to be, an argument that shows that the norm is to be taken seriously. 
Thanks to a reviewer’s comment that prompts this note.

10 See Adler (2002).
11 See Brandom (1994).
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ing that the argument that Michael cannot win the reason-giving game 
presupposes the unrestricted-defense view. 

Fourthly, the reason-giving game presupposes that a given subject’s 
belief that P is justifi ed only if the subject has the ability to defend (or 
is in a position to cite a reason for) the belief. This is questionable. It 
seems clear that non-linguistic creatures and human infants can have 
justifi ed beliefs despite the fact that they are not able to cite reasons 
for their beliefs. Moreover, adult humans may have justifi ed beliefs 
despite the fact that the original reasons for those beliefs, though com-
pelling, have long since been forgotten. The fact that the subject is now 
at a loss if asked to justify his belief does not show that his belief is 
thereby unjustifi ed. The main point here is that the state of holding 
a justifi ed belief is to be distinguished from the activity of justifying a 
belief or from having the ability to justify it. This is an important point, 
which must be granted, and it calls for a qualifi cation. The qualifi cation 
required is this: there is a sense of justifi ed belief in which a subject’s 
belief that P is justifi ed only if the subject has the ability to defend (or is 
in a position to cite a reason for) the belief. This is the sense of justifi ed 
belief as essentially the product of the refl ective activity of examining 
our beliefs and determining which, if any, are worthy of being kept. 
And, this is the sense of justifi ed belief that accords well with the no-
tion of a responsible epistemic agent seeking to retain only those beliefs 
worthy of being retained.12 In this sense of the term, it seems that the 
distinction between the state of holding a justifi ed belief and the activ-
ity of justifying a belief is largely bogus. And in this sense of the term, 
neither non-linguistic creatures nor human infants can have justifi ed 
beliefs. And the same goes for adult humans that have forgotten the 
reasons they once had for their beliefs.

Fifthly, and fi nally, the move from the fact that the best we can do 
in the reason-giving game is by having at our disposal an infi nite and 
non-repeating chain of reasons to epistemic infi nitism is suspicious. 
Here it must be observed that the reason-giving game involves a dis-
cursive practice, a dialectical interaction between two subjects. And, 
epistemic infi nitism is a thesis about how the propositions available 
to a subject must be structured in order for the subject to be justifi ed 
in believing those propositions. Now, it is questionable whether the 
normative rules governing a rational discursive practice have anything 
essential to do with the epistemological concerns about the structure of 
justifi ed beliefs. In particular, it might be claimed that while it might 
be true that in order for Michael to be rational in his attempt to defend 
his belief that P or to persuade Susan that his belief that P is justifi ed, 
he must be in a position to cite new reasons at each step, it does not 
follow that Michael’s belief that P is justifi ed only if the structure of his 

12 Compare also Aikin: “Epistemic infi nitism…holds that those who know are 
those who have been maximally intellectually responsible…Who would say that 
someone knows that p, if asked why he believes it, he shrugged his shoulders and 
uttered an inarticulate “hmmm… idunno”?” (2009: 57–8, emphasis mine).
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reasons must be infi nite and non-repeating. So, it might be argued that 
one can, for instance, consistently defend epistemic foundationalism 
(the view that the epistemic regress must halt at basic beliefs (i.e. jus-
tifi ed beliefs that are not justifi ed in virtue of other beliefs) if one is to 
have justifi ed beliefs at all) while acknowledging that rational defense 
or persuasion in the reason-giving game requires having the capacity 
to cite new reasons at all forthcoming steps: epistemic infi nitism does 
not follow from what one might call dialectical infi nitism. This is an im-
portant point but there are two things that can be said in response. One 
is that the reason-giving game does not strictly require two subjects 
and can be played with only one subject adopting both the roles of a de-
tective and a defender. If the moral of the reason-giving game with two 
subjects is dialectical infi nitism, then the moral of that game with only 
one subject engaged in a sotto voce dialog is also dialectical infi nitism. 
The other is that the distinction between epistemic and dialectical in-
fi nitism is again largely bogus if the relevant sense of justifi ed belief is 
one that conceives justifi cation as an epistemic status that the subject 
must earn through engaging in an activity of justifying in order for him 
to have justifi ed beliefs, that is, if having justifi cation rests essentially 
on an activity of justifying.13

With these points in mind, it appears that the move from what must 
be true of Michael, our hypothetical subject defending his belief that P, 
in order for him not to lose the reason-giving game to epistemic infi nit-
ism is safe. In this connection, it is important to realize that Klein, a 
prominent epistemic infi nitist, actually argues against epistemic foun-
dationalism by an argument that rests on the normative rules govern-
ing reason-giving procedures (2004: 14–15). Consider an epistemic foun-
dationalist, Fred, who takes his belief that P to be epistemically basic. 
Sally, a persistent interlocutor, asks Fred his reason for believing that 
P. According to Klein, Fred faces a dilemma here. He may either simply 
say that there is no reason that he can offer for believing that P but still 
insist that P, or realize that it is in virtue of its having a certain prop-
erty, F, he takes the belief that P as epistemically basic and say that the 
belief that P has F and that beliefs with F are likely to be true. If Fred 
takes the fi rst horn, then his belief that P is dogmatic and he ought ra-
tionally to abandon it. And, if he takes the second horn, then the regress 
continues by the question “What reason do you have for thinking that 
beliefs that have F are likely to be true?” and contra Fred the epistemic 
foundationalist, his belief that P is not a regress-stopper and is thus 
not epistemically basic. The lesson Klein derives about the reason-giv-
ing game Fred and Sally engage in is that the epistemic foundational-
ist “can’t be an epistemically responsible agent and practice what he 
preaches” (2004: 15). And, this lesson about the reason-giving game is 
what grounds Klein’s claim that epistemic foundationalism “advocates 
accepting an arbitrary reason at the base” (1999: 297).

13 For further discussion, see Rescorla (2009).
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4. Two virtues? Or just one?
If our beliefs are structured in the way epistemic infi nitism says they 
must in order to be justifi ed, then it seems that we are in a position to 
alleviate a major skeptical worry that might arise about the justifi cato-
ry status of our beliefs. This is clearly so, given that one of the favorite 
tools the skeptic uses to question the justifi catory status of our beliefs is 
the very same question the detective raises in the reason-giving game, 
viz. the “what reason?” question. Let us call the philosopher that bases 
her skeptical attack to the possibility of justifi cation on the regress of 
reasons the regress skeptic. Now, suppose that the reasons available 
to me for believing in a particular proposition are infi nitely many and 
non-repeating, which means that I am in a position to cite a reason for 
each reason that I offer and might be challenged by the regress skeptic. 
If this is so, then I cannot lose, and the regress skeptic cannot win, the 
reason-giving game. It is also true that I cannot win, and the regress 
skeptic cannot lose, it. However, it might be argued that not losing the 
reason-giving game against the regress skeptic, our notoriously power-
ful opponent, is perhaps victory enough.

The “what reason?” question raised for a particular belief starts a 
regress of reasons. And, if we maintain that there is no forthcoming 
step at which the “what question?” loses the rationale it has at the 
previous steps, then the only way for us not to lose the reason-giving 
game is by having at our disposal an infi nite (and non-repeating) chain 
of reasons. Epistemic infi nitism is simply the view that fully endorses 
the regress of reasons strongly suggested by the reason-giving game: 
it appears to be a direct outcome of an appreciation of a natural (if not 
uncontroversial) conception of the rules governing the reason-giving 
game. Furthermore, it seems that it enables a sort of response to the 
regress skeptic that does not look desperate: if the reasons available 
to me for a belief is structured in the way epistemic infi nitism says it 
must in order for me to have a justifi ed belief, then I am immune to 
skeptical challenges to the grounds of that belief in the form of “what 
reason?” questions.

It thus appears that there are two virtues of epistemic infi nitism:
 (RR) Epistemic infi nitism takes at face value what is suggested 

by the reason-giving game: in order for a subject to be justifi ed in 
believing a proposition, there must be an infi nite set of reasons 
available to the subject arranged in a non-repeating series such 
that the fi rst member, R1 is a reason for P, and the second mem-
ber, R2 is a reason for R1, and the third member, R3 is a reason 
for R2, and so on. (RR = Regress is Real)

 (RS) If a subject’s reasons for a particular belief are infi nite in 
number and structured in the way the epistemic infi nitist says 
they must in order for that belief to be justifi ed, then the reason-
giving game concerning that belief with the regress skeptic ought 
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rationally to result in a tie and therefore skeptical attacks from 
the regress of justifi cation are circumvented. (RS = Response to 
the regress Skeptic)

(RR) and (RS) provide strong support for epistemic infi nitism. As for 
(RR), we can say this: it is in general a merit of a theory that it does not 
yield a gap, or reduces the already-existing gap, between how things 
“appear” to us (not necessarily in the visual or perceptual sense) and 
how things really “are”. Any theory that yields such an appearance-
reality gap faces the often-not-lifted burden of explaining why things 
“appear” to us differently from how things really “are”. It is therefore 
a virtue of epistemic infi nitism that it endorses what “appears” to be 
a moral of the reason-giving game as a condition for propositional jus-
tifi cation. As for (RS), a general point is that any normative episte-
mological theory that provides an adequate response to the skeptic is 
preferable to those that do not. This is again because it “appears” to us 
that we have justifi ed beliefs and we want to resist the skeptical thesis 
that we have none.

(RR) and (RS) deserve a critical examination. One question that we 
might ask about (RR) is this: why exactly is epistemic infi nitism sug-
gested by the reason-giving game? And, one question that we might 
ask about (RS) is this: is it true that skeptical attacks from the regress 
of justifi cation are circumvented, given that the reason-giving game 
for that belief ought rationally to result in a tie? I will argue that an 
adequate answer to the question about (RR) paves the way for a “no” 
answer to the question about (RS). The reason why epistemic infi nitism 
is suggested by the reason-giving game is the reason why the regress 
skeptic can plausibly argue that the subject is not justifi ed in having 
a particular belief while appreciating that the reason-giving game for 
that belief ought rationally to result in a tie.

5. RR and inferential justifi cation
Refl ecting on (RR), let us start with observing that the reason-giving 
game presupposes an argumentative model of dialectical interaction 
between the detective and the defender. According to this model, a 
proper answer by the defender to the “what reason?” question raised 
by the detective with respect to one of the defender’s beliefs requires 
citing a reason (a proposition the defender believes) that effectively 
serves as a premise that purportedly supports the belief. Now, assum-
ing that there is a sense of justifi cation (or justifi ed belief) on which 
an argumentative model of dialectical interaction is also a model of 
epistemic justifi cation (see section 3), the reason-giving game presup-
poses an argumentative model of epistemic justifi cation (in that sense). 
Furthermore, since a belief’s being inferentially justifi ed is a matter of 
its owing its justifi cation to the support of other beliefs, an argumenta-
tive model of epistemic justifi cation presupposes that only those beliefs 
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that are inferentially justifi ed are justifi ed. So, given that the reason-
giving game presupposes an argumentative model of epistemic justifi -
cation, epistemic infi nitism suggested by that game presupposes that 
only those beliefs that are inferentially justifi ed are justifi ed.

A crucial point here is that the infi nite regress of reasons suggested 
by the reason-giving game and endorsed by epistemic infi nitism has to 
do with the nature of inferential justifi cation. There are two individu-
ally necessary and jointly suffi cient conditions for the inferential justi-
fi cation of a belief, captured by the following thesis:
 (IJC) A belief held by a subject is (prima facie) inferentially jus-

tifi ed if, and only if, (i) that belief is (adequately) supported by 
some of the other beliefs of the subject and (ii) those other beliefs 
of the subject are themselves justifi ed.

Let us call the condition captured by (i) the support condition, viz. that 
in order for a belief to be inferentially justifi ed, there must be another 
belief that (adequately) supports it (or there must be a suitable ‘eviden-
tial’ relation between the two beliefs). It is notoriously diffi cult to give 
an adequate account of the notion of evidential support; but fortunate-
ly, I can leave it unanalyzed in this paper. Intuitively, my belief that 
my wife is back home from the gym is supported by my belief that her 
car is parked outside but not supported by my belief that Paris is the 
capital of France. What needs to be observed for the purposes of this 
paper is that the support thesis is unquestionably true simply because 
it specifi es in part what it means to be inferentially justifi ed. Let us call 
the condition captured by (ii) the other-belief-justifi cation condition (or 
simply the justifi cation condition), viz. that in order for a belief to be 
inferentially justifi ed by another belief, the latter belief itself must be 
justifi ed. There is good reason to think that the justifi cation condition 
is required for inferential justifi cation. Suppose that John believes that 
his boss is going to fi re him and this belief is (adequately) supported 
solely by one of his other beliefs, viz. that his boss distrusts him. But 
suppose that the belief that his boss distrusts John is in turn entirely 
unsupported—John has no reason at all to believe this, and his ‘para-
noid’ tendencies are active in the formation of this belief. In this case, is 
the belief that John’s boss is going to fi re him inferentially justifi ed by 
the belief that John’s boss distrusts him, given that the former is sup-
ported by the latter? The answer appears to be a clear “no”: the belief 
that John’s boss is going to fi re him is not justifi ed and therefore not in-
ferentially justifi ed, and the reason why this is so is evidently that the 
supporting belief that John’s boss distrusts him is not justifi ed. And, 
this is just to say that the justifi cation condition is not met by John’s 
belief that his boss is going to fi re him.

The justifi cation condition for inferential justifi cation generates the 
regress of reasons in the reason-giving game. Citing a reason, R1 in 
support of the target belief that P is not suffi cient for the justifi cation 
of the belief that P: R1 must also be justifi ed. Without R1 being justifi ed, 
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the belief that P is not justifi ed in virtue of its being supported by R1. 
So, the initial question of whether the belief that P is justifi ed has not 
yet been answered by citing R1. In order to answer that question, we 
need to know whether R1 is justifi ed. And, citing R2 in support of R1 is 
not suffi cient for the justifi cation of R1: R2 must also be justifi ed. With-
out R2 being justifi ed, neither R1 nor the belief that P supported by R1 is 
justifi ed in virtue of R1’s being supported by R2. So, the initial question 
of whether the belief that P is justifi ed has not yet been answered by 
citing R1 in its support and citing R2 in support of R1. The same point 
clearly applies to all the forthcoming steps. It is because the justifi ca-
tion condition holds for inferential justifi cation that an answer to the 
initial question regarding the justifi catory status of a target belief re-
quires there being available to the subject an infi nite series of reasons. 

To further appreciate the connection between the justifi cation con-
dition and the idea that inferential justifi cation requires an infi nity of 
reasons, suppose that (IJC) is rejected in favor (IJS), which reads:
 (IJS) A belief held by a subject is (prima facie) inferentially justi-

fi ed if, and only if, that belief is (adequately) supported by some 
of the other beliefs of the subject.

(IJS) is what one gets by dropping the justifi cation condition from (IJC). 
If (IJS) were the principle that is true of inferential justifi cation, then 
there would be no troubling regress of justifi cation because it would 
then be suffi cient for the inferential justifi cation of a belief that the 
subject has another belief that evidentially supports it, whether or not 
that other belief itself is justifi ed. So, if (IJS) were true, John’s belief 
that his boss is going to fi re him, for example, would be justifi ed on the 
basis of the support it gets from his belief that his boss distrusts him. 
The question about the justifi catory status of the target belief (that 
John’s boss is going to fi re him) would then be settled by John’s citing 
the belief that his boss distrusts him. True, we could still raise the 
“what reason?” question for the belief that John’s boss distrusts him. 
So, there will still be a sort of regress of reasons. But the crucial point is 
that the sole rationale for raising that question would then be to fi gure 
out whether that belief itself is justifi ed, not whether the original target 
belief that John’s boss is going to fi re him is justifi ed. In other words, 
if (IJS) were true, the belief that John’s boss is going to fi re him would 
no longer be ‘targeted’ by the “what reason?” questions raised in subse-
quent steps once another belief that adequately supports it is cited in 
its defense. And, that is what makes the ensuing regress non-troubling 
against the skeptic questioning the justifi catory credentials of our be-
liefs. If (IJS) were true, then we would have as many justifi ed beliefs 
as the number of our beliefs that receive adequate support from other 
beliefs we have. This means that if (IJS) were true, epistemic infi nitism 
would not be suggested by the dialectic involved in the reason-giving 
game as the correct account of justifi cation.
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However, given (IJC), the “what reason?” question raised at each 
step is an attempt to fi gure out whether John’s original belief under 
scrutiny—the belief that his boss is going to fi re him—is justifi ed. Its 
justifi catory status is not settled by citing another belief that adequate-
ly supports it as long as the justifi catory status of that belief is not 
settled. And, this is what makes the ensuing regress troubling against 
the regress skeptic. Given (IJC), the “what reason?” question keeps 
targeting the very fi rst belief for which it is raised at all forthcoming 
steps, and this is what suggests that the justifi cation of one and the 
same belief requires an infi nity of reasons, i.e. what suggests epistemic 
infi nitism as the correct normative account of epistemic justifi cation. 

Before proceeding further, there is one fi nal point I want to make 
about how the “if and only if” in (IJC) is to be understood. Suppose 
that a given subject’s belief that P is supported only by one of her oth-
er beliefs, R1. Suppose further that the belief that P is (inferentially) 
justifi ed. If this is so, then given (IJC), R1 must be justifi ed. However, 
R1’s being justifi ed is not merely necessary for P being justifi ed. It is 
in virtue of R1’s being justifi ed that P is justifi ed—R1’s being justifi ed 
explains why P is justifi ed. There is a sort of explanatory dependence 
relation between P being justifi ed and R1 being justifi ed, one that is not 
captured by noting that R1 being justifi ed is necessary for P being justi-
fi ed. Klein’s remarks are helpful here:

Consider a line AB and some subsegment of it, say s. Now, s is a subsegment 
of AB only if there is another subsegment of s, say s1, that is not identical 
to s (or AB), and there is some subsegment, s2, etc. In addition, any subseg-
ment consists (in part) of its own subsegments, but it is not a subsegment 
in virtue of its having subsegments. Rather, each is a subsegment in virtue 
of being a segment between the endpoints of the given segment that is not 
equivalent to the given segment. That explains why it is a subsegment. My 
point is that necessary conditions, even those that entail the existence of a 
constituent, are not necessarily part of explanatory or in-virtue-of condi-
tions. In other words, “A holds only if B holds” can be true without “A holds 
in virtue of B holding” being true. (2003: 722)

Adopting Klein’s terminology, we can say that R1 being justifi ed in the 
scenario above is not merely a necessary condition for P being justifi ed 
but is an explanatory (in-virtue-of) condition for P being justifi ed: it is 
a part of the explanation why P is justifi ed. As I understand it, (IJC) 
specifi es not only the necessary conditions but also the explanatory 
conditions for an inferential justifi cation of a belief. What it says is to 
be understood along the following lines: if a given belief is inferentially 
justifi ed, then it is inferentially justifi ed in virtue of the fact that it is 
supported (at least) by another belief and the fact that that other belief 
is justifi ed. The “if and only if” condition involved in (IJC) is to be con-
ceived as an explanatory condition.

The upshot of this section is this. (RR) is the thesis that epistemic 
infi nitism takes at face value what is suggested by the reason-giving 
game. (RR) is true simply because the reason-giving game suggests 
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that the justifi cation of one and the same belief requires an infi nity of 
reasons. And, what explains why the reason-giving game suggests this 
is (IJC) or, more particularly, the justifi cation condition for inferential 
justifi cation (viz. a belief is inferentially justifi ed on the basis of an-
other belief only if that other belief itself is justifi ed, where the “only if” 
is meant to capture a sort of explanatory dependence).

6. RS and the regress skeptic
The question I now want to answer is whether (RS) is true. In this sec-
tion, I will argue that even if it is true that the reason-giving game for 
a given belief between the regress skeptic and the subject satisfying the 
infi nitist criteria ought rationally to result in a tie, skeptical attacks 
from the regress of justifi cation are still not circumvented. If so, (RS) 
is also false.

Suppose that I and the regress skeptic have been playing the rea-
son-giving game for my belief that P for quite a while, and we have 
left, say, thousands of steps behind, and both of us have started to lose 
patience. The skeptic recognizes that I have skillfully managed to cite 
an adequate reason for each belief that I have so far asserted and now 
openly concedes that I deserve a tie in the reason-giving game, that he 
cannot win the reason-giving game. This is a concession that the skep-
tic cannot succeed by continuing to raise the “what reason?” question in 
rationally concluding that my target belief is not justifi ed. But now the 
skeptic realizes a crucial fact about the structure of my reasons, which 
he concedes to be infi nite and non-repeating, and decides to change his 
strategy. Rather than continuing pointlessly to raise the “what rea-
son?” question, the skeptic argues as follows:
 Look, I agree that you are in a position to provide an adequate 

answer to every “what reason?” question I raise for your beliefs. 
This is a remarkable feat; and to be honest, I was not expecting 
this. But now I realize that your victory is Pyrrhic, one that in 
effect signals your demise. You must agree with me that your 
belief that P can be justifi ed on the basis of the reason you cite in 
its support only if that reason itself, which I grant you believe in, 
is justifi ed, and this reason you cite in support of P is justifi ed on 
the basis of another reason you cite in its support only if that lat-
ter reason itself, which I grant you believe in, is justifi ed, and so 
on. This is just to take note of the fact that there is justifi cation 
condition for inferential justifi cation. Now, combine this with my 
concession that the structure of your reasons are infi nite, and 
we get the result that your belief that P is not justifi ed. This 
is because, given the infi nity of the structure, the justifi cation 
condition is never satisfi ed for your belief that P—the “only if” 
(as an explanatory dependence condition) is never eliminated or 
discharged: what we get is an infi nity of conditionals structured 
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like e0 is justifi ed only if e1 is, e1 is justifi ed only if e2 is, and so on, 
and it is clear that one can never get that e0 is justifi ed from such 
a structure.

Let me call this argument the argument from the justifi cation condi-
tion. The argument is an old one, various versions of which have been 
presented by a number of philosophers in the past. To take just a few 
examples, the central point of the argument is made, sometimes meta-
phorically or cryptically, by the following remarks:

The mode of reasoning based upon the regress ad infi nitum is that whereby 
we assert the thing adduced as a proof of the matter needs a further proof, 
and this again another, and so on ad infi nitum, so that the consequence is 
suspension, as we possess no starting point for our argument. (Sextus Em-
piricus 1976: 166)
If there is a branch with no terminus, that means that no matter how far 
we extend the branch the last element is still a belief that is mediately justi-
fi ed if at all. Thus, as far as this structure goes, whenever we stop adding 
elements we still have not shown that the relevant necessary condition for 
the mediate justifi cation of the original belief is satisfi ed. Thus the structure 
does not exhibit the original belief as mediately justifi ed. (Alston 1986: 82)
Consider a train of infi nite length, in which each carriage moves because 
the one in front of it moves. Even supposing that fact is an adequate ex-
planation for the movement of each carriage, one is tempted to say, in the 
absence of a locomotive, that one still has no explanation for the motion of 
the whole. And that metaphor might aptly be transferred to the case of jus-
tifi cation in general. (Harkinson 1995: 189)

The argument from the justifi cation condition purports to show that 
epistemic infi nitism is not a non-skeptical alternative: if my beliefs are 
structured in the way the epistemic infi nitist says they must, then none 
of those beliefs are justifi ed because the justifi cation condition for the 
inferential justifi cation of each of those beliefs on the basis of (some of) 
the rest of my beliefs is never satisfi ed. Suppose that P is the proposi-
tion I believe whose justifi catory status is in question. Suppose further 
that the justifi catory status of P depends upon the justifi catory status 
of R1 (which I believe and provides evidential support for P), and the 
justifi catory status of R1 depends on R2 (which I believe and provides 
evidential support for R1), and so on to infi nity in a non-repeating way. 
If this is so, then any member of this chain of propositions is justifi ed 
only if the next member upon whose justifi cation the justifi cation of 
that member depends is justifi ed. Since for each member in the chain 
there is another member upon whose justifi cation its justifi cation de-
pends, and since there is no fi nal member in the chain, none of the 
members of the chain is justifi ed. The justifi cation of each proposition 
in the chain involves a promissory note that is never paid, postponed to 
infi nity. If so, (RS) is false.

The argument from the justifi cation condition can be reformulated 
as a reductio ad absurdum. Suppose that P is justifi ed. Where does its 
justifi cation come from (or what does it depend on)? From (or on) R1. 
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But where does R1’s justifi cation come from? From R2. So, we can say 
that P’s justifi cation comes from R1 in the fi rst instance and from R2 
in the second instance. Now where does R2’s justifi cation come from? 
From R3. So, P’s justifi cation comes from R1 in the fi rst instance and 
from R2 in the second instance and from R3 in the third instance. But 
now the question is: where does P’s justifi cation come from in the last 
instance? If P is justifi ed, there must be an answer to this question: its 
justifi cation must ultimately come from somewhere. This is because 
nothing can come from somewhere if it does not ultimately come from 
anywhere. Since given infi nitism there is no answer to this question 
(there is no last instance), we arrive at the contradiction that P is both 
justifi ed and unjustifi ed. If this is so, the hypothesis that gives rise to 
the contradiction (i.e., P is justifi ed) should be rejected.

7. Infi nitist responses considered
My main aim here is not to argue that the argument from the justifi ca-
tion condition is decisive but, more modestly, to argue that it is avail-
able to the regress skeptic willing to adopt the skeptical outcome ap-
proach but realizing that the reason-giving game played with a subject 
satisfying the infi nitist criteria for justifi cation ought to result in a tie. 
However, one might still reasonably wonder how strong the argument 
is or what the responses available to the infi nitist are. In this section, I 
will address two objections the infi nitist might level against the argu-
ment from the justifi cation condition.

According to the fi rst objection, the argument from the justifi ca-
tion condition takes for granted a particular conception of inferential 
justifi cation, one that the infi nitist is not entitled to endorse. Accord-
ing to this conception, the structure of inferential justifi cation is lin-
ear and the primary bearers of inferential justifi cation are individual 
propositions (rather than systems of propositions). On this conception, 
a proposition’s being inferentially justifi ed is a property it might pos-
sibly have solely in virtue of another’s proposition’s transferring to it 
whatever justifi cation it antecedently has thanks to there being suit-
able evidential relations between the two propositions. However, the 
infi nitist might reject the linear conception of inferential justifi cation 
and opt for accounting for the justifi cation of a proposition on the basis 
of its relations to other propositions by adopting a holistic conception. 
In fact, this is what Klein qua the arch-infi nitist exactly offers. Klein’s 
infi nitism is “warrant-emergentist” (2005a: 136), according to which 
justifi cation is not property that can be transferred from one proposi-
tion to another but rather is a property that emerges whenever there 
is an endless, non-repeating sets of propositions available as reasons. 
Warrant-emergentist (or holistic) infi nitism holds that “Being justi-
fi ed…is not a troublesome dependent property because a proposition 
being justifi ed…does not arise in virtue of another proposition being 
justifi ed—a proposition is justifi ed for S in virtue of being a member 
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of a set of propositions each member having the required properties” 
(2003: 723).14

The skeptic might grant that the argument from the justifi cation 
condition conceives the justifi cation of a proposition on the basis of its 
relations to other propositions on the model of a transfer-account of 
justifi cation, a model that takes justifi cation-conferring relations to be 
linear rather than holistic; and, he might therefore grant that there 
might be some versions of infi nitism, Klein’s version being an example, 
that escape its threat. However, the skeptic might now wonder, quite 
plausibly I think, what motivation or rationale there is for adopting ho-
listic infi nitism. The crucial point is that what generates the regress of 
reasons is the linear conception of inferential justifi cation: it is because 
a proposition, if it is inferentially justifi ed, can receive its justifi cation 
from another proposition that already has it that we are off to a regress 
of reasons each of whose justifi cation depends on that of its successor. 
Infi nitism is the view that fully embraces the regress of reasons that 
ensues from the linear conception of inferential justifi cation. And, if 
the linear conception is abandoned, then it is unclear whether there is 
any good rationale for holding that justifi cation requires an infi nitely 
long sequence of reasons—the entire rationale that one might possibly 
have for preferring infi nitism over its alternatives seems to be severely 
undermined. The moral is that holistic infi nitism escapes the argument 
from the justifi cation condition at the cost of undermining what might 
make infi nitism an attractive option in the fi rst place.15

According to the second objection, the argument from the justifi ca-
tion condition rests on a failure to distinguish a local explanation of 
the justifi cation of a particular proposition from a global explanation of 
why there are any justifi ed propositions at all.16 Suppose I want to ex-
plain why this billiard ball is moving now. Here what is to be explained 
is a particular event, the motion of this particular billiard ball. It seems 
that I can make reference to another particular event, Mr. Billiard’s 
hitting that ball with his cue, in order to explain (at least partially) 
why it is moving. This is a local explanation of the motion of the ball, 
one that is purported to explain that particular event. However, sup-
pose now that I want to explain why there is motion at all, why there 
is some motion rather than none at all. If this is the case, then I seek a 
global explanation of the very fact that there are things that move. The 
billiard ball is among the things that move; but if the explanandum is 
why there is motion at all, it seems that an appeal to Mr. Billiard’s hit-

14 Klein also writes: “The infi nitist, like the coherentist, takes propositional 
justifi cation to be what I called an emergent property that arises in sets of 
propositions. In particular, the infi nitist holds that propositional justifi cation arises 
in sets of propositions with an infi nite and non-repeating structure such that each 
new member serves as a reason for the preceding one” (2007: 26).

15 For further discussion, see, for instance, Demircioglu (2018).
16 The distinction is widely discussed in the literature on the cosmological 

argument for the existence of God. I borrow it from Cameron (2018).
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ting the ball is inadequate as an explanation of the motion of the ball 
since that hitting is an action that causes the motion of the billiard ball 
in virtue of the motion it itself exhibits. Such an “explanation” appears 
to be blatantly circular in its attempt to provide an explanans by an ap-
peal to the explanandum itself. Armed with this distinction, the infi nit-
ist might now claim that the regress of reasons is purported to provide 
a local explanation of the justifi cation of particular propositions but not 
a global explanation of why there are any justifi ed propositions at all, 
and as such it is not threatened by the argument from the justifi cation 
condition.17

There are a number of things the skeptic might say in response to 
this objection. First, the skeptic need not let the distinction between 
local and global explanations go unchallenged. The point of the distinc-
tion is to make room for local explanations of particular things of a 
certain kind (e.g., this moving ball) while admitting that there might 
be more to global explanations of the existence of things of that kind 
in general (e.g., things that are moving) than what local explanations 
can provide. However, it is not clear that there is really room for such 
a maneuver. It might be plausibly argued that one can only provide a 
local explanation of particular things of a certain kind if one can pro-
vide a global explanation of the existence of things of that kind. (Can 
I really explain the motion of this ball without being in a position to 
explain motion in general? Can the local explanation of the motion of 
that ball be divorced from the global explanation of motion in general?) 
Secondly, even if a distinction between local and global explanations 
can be plausibly drawn in the way suggested by the objection, it is not 
clear that a philosophical theory of knowledge and justifi ed belief can 
rest satisfi ed with a local explanation of why a given particular belief is 
justifi ed. A natural meta-epistemological view is that an epistemologi-
cal theory aims to achieve a level of generality characterized by a sort 
of global worry: How can there be justifi ed beliefs at all? If all infi nit-
ism has to offer is local explanations of why some particular beliefs 
are justifi ed without a global explanation of how there can be justifi ed 
beliefs at all, then it appears to be seriously incomplete as an epistemo-
logical theory of knowledge and justifi ed belief.

I do not for a moment presume that this is the end of the dialec-
tic between the regress skeptic and the infi nitist, but I hold that the 
dialectic so far attests to the power of the skeptical outcome approach 
the regress skeptic might adopt by endorsing the argument from the 
justifi cation condition.

17 Klein (2003) suggests that this response is available to the infi nitist but does 
not explicitly endorse it.
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8. Conclusion
To sum up the discussion above, here then lies what I think is an ulti-
mate tragedy of epistemic infi nitism. Epistemic infi nitism is suggested 
by the rules governing the reason-giving game as a proper response 
to the skeptic: the only way for us not to lose the reason-giving game 
against the skeptic is by our having at our disposal an infi nity of rea-
sons structured in a certain way. And, the reason why epistemic infi nit-
ism is suggested by the rules governing the reason-giving game is that 
there is justifi cation condition for inferential justifi cation: simply citing 
a reason in support of a belief is not enough to justify it, the subject 
must also be justifi ed in believing the reason she cites. However, the 
justifi cation condition for inferential justifi cation can be deployed in 
an argument that epistemic infi nitism fails to deliver a non-skeptical 
result. So, what makes epistemic infi nitism come out as a viable option 
against the skeptic in the reason-giving game (namely, the justifi cation 
condition) also renders it susceptible to a powerful skeptical assault. It 
is true that if our beliefs are structured in the way the epistemic infi nit-
ist says they must, then we do not lose the reason-giving game against 
the regress skeptic. But, despite this, I have argued that the skeptical 
outcome approach is still very much alive.
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Recent progress in artifi cial intelligence has led some to speculate that 
machine intelligence may soon match or surpass human intelligence. 
We argue that this understanding of intelligence is fl awed. While physi-
cal machines are designed by humans to simulate human rule-following 
behaviour, the issue of whether human abilities can be emulated is not 
well-defi ned. We outline a series of obstacles that stand in the way of for-
malizing emulation, and show that even a simple, well-defi ned function 
cannot be decided in practice. In light of this, we suggest that the debate 
on intelligence should be shifted from emulation to simulation, address-
ing, for example, how useful machines can be at particular tasks, rather 
than deliberating over the nebulous concept of general intelligence.

Keywords: Artifi cial intelligence, Turing test, Church-Turing the-
sis, technological singularity, simulation, Turing machines.

1. Introduction
Could a human-made machine ever surprise its creator, by taking ini-
tiatives of its own? According to Cristianini (2016), this is a question 
that has been asked for centuries, resulting in a variety of answers. Ar-
guably the fi rst computer programmer, Ada Lovelace knew where she 
stood on this issue: “The Analytical Engine has no pretensions what-
ever to originate anything”, she stated in 1843. “It can follow analysis; 
but it has no power of anticipating any analytical relations or truths”.

And yet, 173 years later, a computer program developed just over a 
mile from her house in London beat Lee Seedol, a 9-dan master of the 
game Go. None of AlphaGo’s programmers could ever hope to defeat 
Lee Seedol, let alone defeating their own program. According to Cris-
tianini (2016), the software has learned to do things its programmers 
can’t do and don’t understand. The machine learning techniques used 
by AlphaGo are becoming widespread in the fi eld of AI. Whereas in the 
past the idea of a “learning machine” might have sounded like a con-
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tradiction, it now seems reasonable to speak of physical machines that 
are fl exible, adaptive, or even curious (Cristianini 2016).

Given these recent breakthroughs, some commentators have sug-
gested that machine learning will continue to improve to the point 
where it surpasses human ability in many domains. At the Future 
of Humanity Institute’s conference on machine intelligence in 2011, 
Sandberg and Bostrom (2011) conducted an informal poll eliciting the 
views of participants. The median estimate for the emergence of hu-
man-level machine intelligence was the year 2050 (see also Müller and 
Bostrom 2016).

We argue in this paper that the idea of AI somehow surpassing hu-
manity constitutes a misrepresentation of the nature of intelligence. 
The goal of machine learning is not to recreate intelligence or even to 
defi ne it, but instead to show that many tasks that were previously as-
sumed to require human intervention can be successfully automated. 
The pertinent question is not whether machines are going to overthrow 
humanity in a technological singularity (e.g. Bostrom 2014), but how 
resistant different aspects of human behaviour are to simulation.

In order to make this case we highlight a series of obstacles that lie 
in the way of formally defi ning the concept of emulating human intel-
ligence. We then show that even simple, well-defi ned functions cannot 
be decided in practice. Returning to the question of whether people are 
smarter than machines we conclude that, rather than grappling with 
the concept of general intelligence, philosophers should instead focus 
on anticipating the utility that machines might provide on particular 
constrained tasks.

2. Problems with the question of emulation
Building on earlier work by Kurt Gödel, the theory of computation 
was independently discovered from different perspectives in 1936 by 
Alonzo Church and Alan Turing. Church’s version was based on the 
λ-calculus, while Turing’s was based on what is now known as the Tur-
ing Machine. In his 1936 article, Turing presents the idea of a Univer-
sal Turing Machine (UTM), which is capable of simulating any other 
Turing Machine. The key ingredients for this breakthrough are:
1) the idea of capturing general recursive functions (a.k.a. comput-

able functions) in the form of a simple model for symbol manipu-
lation (a.k.a. Turing Machines)

2) the philosophical position that general recursion captures all 
effective methods, a position now known as the Church-Turing 
thesis

With these two ingredients, all effective processes can be enumerated. 
This enumerability supports the concept of universal computation, as 
it allows a single “Universal Turing Machine” (UTM) to read in a de-
scription of any other effective method to be simulated, as represented 
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by the machine’s index in the ordering of Turing Machines. A UTM is 
thus capable of simulating any process that is effectively calculable.

This result seems to open the door to human-level AI: a single phys-
ical machine can be developed which can, when given the appropriate 
program, simulate every effective process conceivable. Could a UTM 
running a specially-designed program therefore emulate the ‘program’ 
running in the human brain? We identify several obstacles that lie in 
the way of formalizing and then deciding such a question.

2.1 We don’t know what it means 
to build a Turing machine in practice
The UTM is an abstract mathematical idea. Physical machines are en-
gineered to offer only fi nite precision, rather than the potentially un-
bounded precision and memory space required by Turing’s defi nition. 
Thus, physical machines merely simulate the behaviour of a genuine 
Turing machine. This issue goes beyond the lack of an infi nite tape, it 
concerns the very mechanics of the device: we simply can’t be sure that 
a physical machine will continue to compute properly without making 
mistakes at some point in the future due to unforeseen engineering 
limitations. In the words of Wittgenstein (RPP I 1096), Turing’s ‘ma-
chines’ are, actually, “humans who calculate”. Turing (1948/9) himself 
clarifi es that human behaviour sets the standard for his concept: “A 
man provided with paper, pencil and rubber, and subject to strict disci-
pline, is in effect a universal machine.”

Physical machines are engineered by humans to simulate human 
computing abilities with a certain level of fi delity. They are not intend-
ed to emulate the standard of computation benchmarked by humans. 
By ‘emulate’ we mean to match or exceed human capacity, as opposed 
to ‘simulate’, which involves a fi nite level of success at imitation:

The idea behind digital computers may be explained by saying that these 
machines are intended to carry out any operations which could be done by a 
human computer. (Turing 1950)

Also:
Electronic computers are intended to carry out any defi nite rule of thumb 
process which could have been done by a human operator working in a dis-
ciplined but unintelligent manner. (Turing 1950b)

The dual interpretation of the word ‘machine’, as in Turing machine 
(human abstraction) versus computing machine (physical device), can 
lead to confusion. The ‘machine’ in the term ‘Turing machine’ refers to 
the idea of strict rule following without imagination. It does not refer 
to a physical device. Humans compute in a way which is captured by 
the abstract idea of a Turing machine, whereas electronic devices are 
engineered to simulate that behaviour. Human-built machines rep-
resent only a fi nite amount of engineering calibration carried out by 
a relatively small set of humans. Whereas human consensus sets the 
standard for computation, electronic devices merely simulate that abil-
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ity to a fi nite degree of precision, one which is continually improved by 
developments in technology (see Maguire and Maguire 2018).

Because Turing machines are a mathematical ideal, it remains un-
clear how such a concept could be represented by a physical object in 
practice.

2.2 We can’t formalize what it means for a UTM to be universal
The cornerstone of computation is the concept of the stored program, 
the idea that no function is special, that every function can be repre-
sented as data inputted to a single UTM. However, this intuitive foun-
dation depends crucially on the Church-Turing thesis (see Copeland 
2002). The Church-Turing thesis asserts that a function on the natural 
numbers is computable by a human following an algorithm (ignoring 
resource limitations) if and only if it is computable by a Turing ma-
chine. In other words, it states that the idea of a Turing machine cap-
tures everything there is to the notion of a human following the step-
by-step instructions of an algorithm.

The physical form of the Church-Turing thesis in even more restric-
tive. It states that a Turing machine captures every act of algorithmic 
rule-following that a human can achieve even when exploiting the use of 
exotic physical processes, such as black holes or quantum systems (see 
Cuffaro and Fletcher 2018; Earman 1993; Kieu 2004). Thus, the physi-
cal Church-Turing Thesis could be false without humans necessarily 
being able to demonstrate a superior ability using only pen and paper.

The concept of universal computation (i.e. the idea that a UTM 
exhausts the set of effectively computable functions) depends on the 
Church-Turing thesis. If the Church-Turing thesis turns out to be 
false, then Turing machines would lose their privileged position: there 
would exist logical processes that could not be simulated by any given 
Turing machine, but which could be computed by a human using some 
other rule-following process. There might not be any automaton ca-
pable of computing all the new functions, in which case the concept of 
universality would be lost.

As soon as we accept that an automaton is capable of universal 
computation, or that it supports a Turing-complete language, we are 
relying on the Church-Turing thesis. Nevertheless, we have no proof 
that the Church-Turing thesis is true, and, according to Turing (1954), 
have no aspirations of ever discovering such a proof (cf. Black 2000; 
Dershowtiz and Gurevich 2008). By defi nition, the thesis seems to be 
outside the scope of proof, because it speaks about the set of effective 
methods, and the process of proof-checking is in that set. Although 
there are no known counter-examples, and different formalisms con-
verge towards the same result, the Church-Turing thesis is not the 
type of statement we aim to prove. It exists as an informal statement 
in natural language, not in a form that could be processed by a Turing 
machine. So, is the thesis ‘true’?
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Certainly, there has been no refi nement in the notion of effective 
method since 1938, when Kleene refi ned Turing and Church’s (1936) 
method by applying it to partial functions. In that sense, there is con-
vincing evidence that it is hard to identify a stronger notion of effec-
tive method than that provided by Church and Turing. And yet, it is 
not possible to guarantee that, at some point in the future, a new de-
velopment in the understanding of human rule-following abilities will 
reveal a limitation in the Turing machine’s functionality that vitiates 
its putative property of exhausting the set of effective methods. We 
simply don’t know. Although the concept of universal computation is 
intuitively convincing, its existence is not something that has been for-
mally proved.

Although Church and Gödel were happy to accept the Church-
Turing account of effective method as a defi nition (according to Gödel 
“... the correct defi nition of mechanical computability was established 
beyond any doubt by Turing”), Emil Post, who in 1936 delivered an 
alternative model of computation, was vociferous in his opposition. Ac-
cording to him, “to mask this identifi cation under a defi nition hides the 
fact that a fundamental discovery in the limitations of mathematiciz-
ing power of Homo Sapiens has been made and blinds us to the need of 
its continual verifi cation”. Post hoped to publish a series of “wider and 
wider formulations ... The success of the program would for us, change 
this hypothesis not so much to a defi nition or to an axiom but to a natu-
ral law” (Post 1936).

Turing adopted the middle ground, accepting computation’s strong 
intuitive foundation, while at the same time acknowledging that the 
thesis would always remain unproved. In 1954 he remarked: “The 
statement is...one which one does not attempt to prove. Propaganda is 
more appropriate to it than proof, for its status is something between a 
theorem and a defi nition.”

In sum, the Church-Turing thesis remains an informal statement, 
not a mathematical one. It cannot be fully formalized, and consequent-
ly it cannot be processed by a computing machine. It is a sophisticated 
thesis expressed in natural language, on which the universality of a 
UTM depends, yet it lies beyond the scope of a UTM.

This presents another obstacle to the emulation of human intel-
ligence. The recognition of emulation depends on the recognition of 
universality, which itself hinges on the truth of a sophisticated thesis 
in natural language, which cannot be formally addressed by a Turing 
machine.

2.3 We can’t formally address the potential existence of human 
abilities beyond computation
Even if we could somehow formally confi rm the Church-Turing thesis, 
there might still be some human abilities which remain beyond rule-
based computation. In other words, a UTM might have some limita-
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tions that humans are able to ‘appreciate’ in some nebulous sense that 
is itself beyond automation. Any claim that machines can emulate hu-
man abilities has to deal with this possibility.

For example, in his 1936 paper, Turing identifi ed the existence of a 
well-defi ned problem which is beyond computation (i.e. an uncomput-
able problem). This allowed him to resolve in the negative the Entsche-
idungsproblem, the question of whether there exists an algorithm to 
decide whether a given statement in fi rst order-logic is provable or not. 
Turing showed by contradiction that no such algorithm is possible. He 
imagined taking an automaton which decides if an algorithm will halt 
or not, and then feeding it a description of itself (now made possible by 
the enumerability of effective methods). This creative leap allowed him 
to precisely defi ne an object, known as the halting language, which can-
not be produced by any effective method whatsoever. 

The issue here is that no Turing machine can ever ‘know’ that the 
halting language exists. To do that it would have to be able to appreci-
ate that there is something it cannot do, without trying to do it. Thus, it 
seems that humans hold a privileged perspective over Turing machines, 
insofar as we ‘know’ that the halting language exists. For example, Lu-
cas (1961) argued that humans can look and see that a given machine’s 
Gödel sentence is true, meaning they can always do something that the 
machine cannot. This argument has been further developed by Penrose 
(1994) to show by contradiction that human abilities could never be 
formalized to the point at which a Gödel sentence becomes discernible. 

Similarly, even though the halting language cannot be constructed 
or represented in nature, it seems to be defi ned for the human reader 
in a fi nite number of symbols by Turing’s 1936 article. If humans can 
indeed appreciate such a defi nition, then they are capable of recogniz-
ing the idea of an object that no computer can ever represent. 

In his 1938 PhD thesis, carried out under the supervision of Church, 
Turing makes clear his view that the human mind has an intuitive 
power for performing uncomputable steps beyond the scope of a Turing 
machine:

Mathematical reasoning may be regarded rather schematically as the ex-
ercise of a combination of two faculties, which we may call intuition and 
ingenuity. The activity of the intuition consists in making spontaneous 
judgments which are not the result of conscious trains of reasoning...In con-
sequence of the impossibility of fi nding a formal logic which wholly elimi-
nates the necessity of using intuition, we naturally turn to non-constructive 
systems of logic with which not all the steps in a proof are mechanical, some 
being intuitive.

After the Second World War, Turing’s view on the role of intuition in 
reasoning appears unchanged. In a 1948 report to the National Physi-
cal Laboratory, Turing again clarifi es that mathematicians’ ability to 
decide the truth of certain theorems appears to transcend the methods 
available to any Turing machine:
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Recently the theorem of Gödel and related results...have shown that if one 
tries to use machines for such purposes as determining the truth or falsity 
of mathematical theorems and one is not willing to tolerate an occasional 
wrong result, then any given machine will in some cases be unable to give 
an answer at all. On the other hand the human intelligence seems to be able 
to fi nd methods of ever-increasing power for dealing with such problems, 
‘transcending’ the methods available to machines. 

In his last article published before his death in 1954, Turing again em-
phasises the role of intuition beyond effective method. He argues that 
Gödel’s theorem shows that ‘common sense’ is needed in interpreting 
axioms, something a Turing machine can never demonstrate:

The results which have been described in this article are mainly of a nega-
tive character, setting certain bounds to what we can hope to achieve purely 
by reasoning. These and some other results of mathematical logic may be 
regarded as going some way towards a demonstration, within mathematics 
itself, of the inadequacy of ‘reason’ unsupported by common sense.

Human intuition is an ability that resists formalization or description. 
It is not possible to verify the emulation of human abilities if we cannot 
even represent what those abilities are.

2.4 Even simple, well-defi ned functions are undecidable in practice
In sum, merely formalizing the question of whether physical machines 
can emulate human intelligence is fraught with great diffi culty. And 
yet, even if it could somehow be formalized, the question would still not 
be a useful one, because it couldn’t be answered in practice. 

Let’s assume that it’s somehow possible to build a true physical 
Turing machine. Let’s assume that we somehow ‘know’ for sure that 
Turing machines are capable of universal computation, and that all 
aspects of human behaviour can be described in terms of that compu-
tation. Even with all of these assumptions, it can be shown, using an 
argument from theoretical computer science, that the question of emu-
lating a given program remains undecidable, since, in practice, even 
the simplest functions are undecidable from their output.

Below, we provide a modifi cation of the use theorem (see Odifreddi 
1992) to show that no fi nite set of interactions is suffi cient for deciding 
what process, whether computable or uncomputable, is behind the be-
haviour of a black-box system: properties of functions cannot be decided 
in practice based on their output. No matter how many questions are 
asked, it is not possible to know for sure what is behind the output of a 
black-box system. The argument is related to that of Gold (1967), who 
showed that any formal language that has hierarchical structure ca-
pable of infi nite recursion is unlearnable from positive evidence alone. 
It is also related to Rice’s theorem (1953), which shows that all non-
trivial semantic properties of programs are undecidable (in the case of 
Rice’s theorem access is given to the program code itself, rather than 
its output).
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More formally, let O be an observer, A a set of strings over some 
fi nite alphabet Σ, and f: Σ*→{0,1}, our black-box, be a Boolean function.

O can adaptively ask fi nitely many queries f(x)=? (O has access to 
A), after which O decides whether f computes the set A, i.e. f(x)=A(x) 
for every x.

The following standard argument shows every observer is wrong on 
some function (i.e. the past behaviour of the black-box cannot be used 
to decide its future behaviour).

For any observer O, and any set A, there is a function f: Σ*→{0,1} 
such that O is wrong on f.

Proof.
Let O be as above, A be a set. If O rejects all functions (i.e. thinks all 
functions do not compute A) then O is wrong on f, where f(x)=A(x) for 
every x. So let g be accepted by O. O queries g on fi nitely many strings 
x1,x2,…, xn. On all the strings x1,x2,…, xn, g is equal to A, otherwise O 
is wrong about g. Choose y different from x1,x2,…, xn, and construct 
f: Σ*→{0,1}, by letting g(x)=f(x) for all x≠y, and f(y)=1-A(y). f does not 
compute A, because f is different from A on input y. Because f equals 
g on inputs x1,x2,…, xn (the ones queried by O), O will make the same 
decision about f as about g, i.e. O decides that f can compute A. By con-
struction of f, O is wrong.

In sum, this result shows that not only is a fi nite interaction inca-
pable of deciding intelligence, it is not even capable of deciding any 
function whatsoever. Even an oracle with access to the halting lan-
guage could not produce behaviour which reliably separates it from a 
simple Turing machine. Past behaviour is never suffi cient for deciding 
whether a system is doing something smart. A computable process can 
mimic an uncomputable one up to any fi nite duration of interaction.

The question of emulating human intelligence thus holds no utility 
in practice. No fi nite set of interactions can always be relied on to ex-
pose the lack of intelligence of any given machine. If a black-box system 
has not yet made a mistake, there is no way to tell whether or not it 
will make any mistakes in the future. Thus, the propensity to make 
mistakes at some stage does not matter.

According to Turing (1948): “the condition that the machine must 
not make mistakes ... is not a requirement for intelligence”. At the 
infi nite limit, mistakes are inevitable, but in practice those mistakes 
can be pushed back as far as one wants. Turing (1947), in his earliest 
surviving remarks concerning AI, points out that this would allow ma-
chines to play very good chess:

This...raises the question ‘Can a machine play chess?’ It could fairly easily 
be made to play a rather bad game. It would be bad because chess requires 
intelligence. We stated... that the machine should be treated as entirely 
without intelligence. There are indications however that it is possible to 
make the machine display intelligence at the risk of its making occasional 
serious mistakes. By following up this aspect the machine could probably be 
made to play very good chess.
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Rather than dismissing the idea that humans are ultimately smarter 
than machines, Turing (1950) is instead highlighting the lack of practi-
cal signifi cance of such an idea: in the physical world there will always 
be some machine which is up to the job of simulating intelligence to a 
required fi nite length before making any mistakes:

There would be no question of triumphing simultaneously over all ma-
chines. In short, then, there might be men cleverer than any given machine, 
but then again there might be other machines cleverer again, and so on.

It should be noted that reducing human behaviour to the computa-
tion of a function is already a very strong modelling assumption, even 
before the issue of emulation is tackled. The observable behaviour of 
some physical systems, such as chaotic deterministic systems, cannot 
be described by the computation of any function (see Longo and Paul 
2011). Applying a functional description to biological individuals would 
no doubt be close to impossible.

In practice then, emulation is a thoroughly useless idea, or in Tur-
ing’s (1950) words, an idea “too meaningless to deserve discussion”. At-
tributing intelligence to any being or object with certainty is an unde-
cidable issue at best. Whatever intelligence is, it’s not something that 
depends on confi rmation. So what is it? In the remainder of the paper 
we examine alternatives to emulation.

3. Emulation is not a useful concept, but simulation is
Thus far we have highlighted why the question of a machine emulat-
ing human abilities has no utility. But if the emulation of intelligence 
holds no utility, does this imply that intelligence is itself a useless idea? 
What, if anything, does the concept of intelligence imply in practice? 
One possible conclusion is that intelligence has no discernible real-
world effects whatsoever, having nothing to do with behaviour.

This is the attitude adopted by Professor Jefferson in his 1949 List-
er Oration (which Turing was responding to in his 1950 article): “Not 
until a machine can write a sonnet or compose a concerto because of 
thoughts and emotions felt, and not by the chance fall of symbols, could 
we agree that machine equals brain—that is, not only write it but know 
that it had written it.”

Here, Jefferson is arguing that behaviour alone is never suffi cient 
for providing evidence of intelligence. Instead, we must ‘know’ what 
words mean and ‘feel’ emotions. Because such properties can never be 
represented symbolically, there is no possibility of any system, human 
or otherwise, evidencing its intelligence in practice. Intelligence and 
behaviour have no relationship at all.

But this doesn’t seem right. Intuitively, what we mean by ‘intel-
ligence’ is something useful. Our human abilities let us achieve things 
in the real world that simple rule-following systems could not. It seems 
as though we can quickly and reliably identify intelligence through the 
communication of symbols. For example, this article is only a few pages 
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long, yet (we hope) it strongly suggests an intelligent origin. It seems 
feasible that a fi nite signal beamed from a distant solar system could 
convince us that it harbours intelligent life. We could never be abso-
lutely 100% sure, but it seems plausible that there exist signals that 
could lead us to be very, very confi dent.

Indeed, all the communication that has ever taken place between 
human beings can be summarized as a fi nite string of symbols. Human 
communication, of course, relies not just words, but also gesture, voice 
tone, facial expression, body language and context. Assuming a con-
tinuous high fi delity recording of what an individual sees and hears, 
all of this information could be translated into a fi nite set of 1s and 0s. 
If intelligence could not be evidenced in practice through fi nite interac-
tions, it would preclude humans from identifying each other as intel-
ligent, reducing us to solipsists.

It seems that in order for the concept of intelligence to be a mean-
ingful and useful one, there must be some practical means of identify-
ing and engaging with intelligent systems in the real world. Having re-
alised this, Turing (1950) remarks “I am sure that Professor Jefferson 
does not wish to adopt the extreme and solipsist point of view. Probably 
he would be quite willing to accept the imitation game as a test.”

Intelligence does something in practice. Although it cannot be used 
to decide the intelligent origin of a signal (i.e. choose yes or no with 
absolute certainty), it seems as though it can be used to detect the 
footprint of intelligence with high confi dence. According to Aaronson 
(2006), “people regularly do decide that other people have minds after 
interacting with them for just a few minutes...there must be a rela-
tively small integer n such that by exchanging at most n bits, you can 
be reasonably sure that someone has a mind” (see also Harnad 1992).

With this in mind, Turing (1950) makes clear that the interesting 
question is not whether machines can emulate humans (an undecid-
able proposition at very best), but how diffi cult it will be to build useful 
machines that simulate human behaviour closely, for extended periods 
of time. Specifi cally, the questions about intelligence that can be mean-
ingfully asked and answered are those concerning how resistant differ-
ent human abilities are to simulation.

Turing switches the focus from emulation to the simulation of in-
telligent behaviour, describing the idea of an imitation game, a ‘test’ 
which sets human behaviour as the standard to be simulated for a 
fi nite duration. The goal is for machines to confound the heuristics 
that people typically rely on for detecting signals of intelligent origin. 
Hodges (2009) succinctly expresses this idea: “operations which are in 
fact the workings of predictable Turing machines could nevertheless 
appear to the human observer as having the characteristics of genuine 
intelligence and creativity”.



 Ph. Maguire et al., Are people smarter than machines? 113

To be clear, Turing’s test is not a test for deciding intelligence. Tur-
ing (1950) never once refers to machines ‘passing’ his test; the test is 
not intended to provide evidence of anything beyond the ability of a 
machine to do well at that test for a fi nite period of time, hence the 
notion of ‘passing’ doesn’t hold any particular signifi cance. The imita-
tion game merely provides a vehicle for quantifying how resistant hu-
man behaviour is to simulation (albeit, an unreliable one). If a machine 
passes one test, we do not deduce anything further about the abilities 
of that machine, because there is no guarantee whatsoever that it will 
pass another test. Instead, we conclude that the test is not as hard as 
we thought it was, that it is perhaps no longer a strong test for intel-
ligence. The test is not intended to address the question of whether ma-
chines can emulate intelligence (i.e. that they could simulate human 
behaviour perfectly for any length of time). Instead, Turing’s (1950) 
contribution is to take a question “too meaningless to deserve discus-
sion” (i.e. “Can machines think?” / can machines emulate human abili-
ties?) and to transform it into a meaningful question that can be ad-
dressed in practice (how resistant are human abilities to simulation?). 

Turing seeks merely to establish the possibility of “satisfactory per-
formance” at the imitation game over a fi nite period (i.e. fi nite simula-
tion); not perfect performance, nor the idea that satisfactory perfor-
mance is a perfect predictor of subsequent perfect performance. He 
never goes beyond claims for the fi nite simulation of intelligence: “My 
contention is that machines can be constructed which will simulate the 
behaviour of the human mind very closely” (Turing 1951).

4. Designing a good test
Some have interpreted Turing (1950) as suggesting that infi nite test-
ing is required to establish intelligence, spread over an infi nite length 
of time (e.g. Harnad 1992). Again, Turing’s focus is not on establishing 
that machines can emulate human thinking, a concept which he de-
scribes as “meaningless”. Instead, he is speculating on the diffi culty of 
identifying reliable tests for discriminating human intelligence. Even 
if humans have intuitive abilities beyond machines, it may be diffi cult 
to demonstrate such abilities in practice. How hard is it to identify a 
reliable test for intelligence?

Let’s consider the question of “what is a good test”? A test is of fi nite 
length. Applying it to an object yields results that enable inferences 
to be drawn about that object. Somehow, the results hold signifi cance 
for other aspects of the object, beyond those which have been directly 
tested. One could say that the test succeeds in succinctly ‘characteris-
ing’ the object through a fi nite set of investigative results.

For example, students are asked to sit tests to reveal how much 
they know about a particular subject. Because of the short duration, it 
is not possible to ask them every question that could possibly be asked. 
Instead, questions are chosen cleverly so that responses can be relied 
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on to draw inferences about students’ ability to answer all the other po-
tential questions which haven’t been asked. A good test allows the tes-
ter to make inferences about future behaviour based on past behaviour.

Of course, a particular student might get lucky on a test. They 
might fortuitously (or by cheating) have learned off the answers to the 
exact questions which came up, but no others. Thus, as previously ar-
gued, a test can never decide whether a student fully understands a 
subject. What a cleverly crafted test can do is offer a very high level 
of confi dence that the student would have answered other questions 
correctly. Past behaviour can allow us to predict future behaviour with 
high confi dence.

What are the properties of a good test that would lead us to have 
such confi dence? In short, a good test is one for which there is no easy 
strategy for passing it, other than full mastery of the subject. For a 
start, there should be no way for students to get a copy of the test in ad-
vance, or predict what will be on it so that they can learn off the relevant 
responses without understanding the subject deeply. In addition, the 
test should be well diversifi ed, bringing together material from many 
different areas of the subject. For instance, the answers should draw 
on different aspects of understanding, and not betray a simple pattern 
which would allow them to be all derived using the same technique. Fi-
nally, successive answers should be integrated with each other, rather 
than addressing separate chunks of knowledge which could be learned 
off independently. When one answer builds on the next, the only way 
to do well is to understand everything.

These criteria for test reliability can be summarized as follows: the 
content of the test should be random relative to the set of questions 
that could potentially be asked, and also internally integrated, so that 
questions cannot be answered independently of each other. If we follow 
these criteria, it seems the diffi culty of passing the test can increase 
exponentially relative to its length.

If test questions were leaked in advance, then machines would only 
need to hardcode the appropriate responses to ensure success. How can 
we ensure that test questions are as unpredictable as possible? Tur-
ing’s (1950) idea is to hand this responsibility over to human judges. 
Given that they can rely directly on their own intelligence (whatever 
that is), questions derived by humans on the fl y have the potential to 
be hard to answer. In addition, human judges have the greatest ability 
to integrate subsequent questions into the preceding conversation, so 
as to ensure there is no trivial algorithm for computing the relationship 
from input to output. 

Of course, this only applies in the best case scenario, when human 
judges choose the most challenging questions conceivable. But how do 
we know which questions are reliable indicators of intelligence?

Although intelligence might give us the ability to pass convincing 
tests easily, it does not necessarily give us the ability to easily fi nd, gen-
erate or recognize good tests. Given a particular test, how can we know 
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that there is no simple program that quickly computes the answer? 
For example, the Winograd schema challenge (e.g. Levesque 2014) cur-
rently poses great diffi culty for machines, yet we have no guarantees 
that developments in AI over the next few years will render such prob-
lems obsolete.

Whenever researchers put forward what intuitively appears to be a 
challenging test for AI, such as playing chess, nobody knows for sure 
how hard it really is. Problems that are assumed to require deep in-
sight can end up having relatively simple mechanical solutions. For ex-
ample, Hofstadter (1980) erroneously predicted that no dedicated pro-
gram would ever defeat a chess champion, because playing the game 
well constituted a test for general intelligence:

“Do you want to play chess?” “No, I’m bored with chess. Let’s talk about po-
etry”. That may be the kind of dialogue you could have with a program that 
could beat everyone. (Hofstadter 1980)

Turing’s concept of a test is not intended as a once-off decider of emula-
tion. Instead, it represents the idea of a never-ending battle to estab-
lish the superiority of human intelligence over rule-following. Turing 
believed that it would be a battle in perpetual retreat, with supposedly 
reliable tests continuing to fail:

It is customary, in a talk or article on this subject, to offer a grain of com-
fort, in the form of a statement that some particularly human characteristic 
could never be imitated by a machine...I cannot offer any such comfort, for I 
believe that no such bounds can be set. (Turing 1951)

Inevitably, if a Turing-style test is run using laypeople, the programs 
that get furthest will be those that exploit the weaknesses of human 
psychology. People who aren’t trained in AI can be more easily fooled. 
Thus, rather than being inferred from the length of questioning, resis-
tance to simulation could be quantifi ed by unrestricted open competi-
tion, with signifi cant prize money awarded to expert machine-exposing 
teams. Turing seemed to assume that the tester would be at the level 
of an informed graduate of Oxford or Cambridge (McDermott 2015). 
Either way, Turing’s opinion was that coming up with new tests that 
reliably separate people from machines was going to get harder quite 
quickly.

Once a test is found to be passed by a machine, then the test is 
busted. It can no longer be relied on to provide evidence of intelligence. 
As soon as a machine succeeds in defeating a test, researchers go back 
to the drawing board to develop a harder test. The process never ends. 
In the same way that it is not possible to decide intelligence, it is not 
possible to decide the reliability of a test for intelligence. Tests must 
themselves be tested, in an unending cycle of doubt.

Even though the question of emulating human abilities is useless, 
the practical issue of evidencing an ability gap between machines and 
humans is becoming more and more challenging. This explains why 
Turing (1950) was upbeat on the imminent prospect of artifi cial intel-
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ligence. The behaviours that were intuitively assumed to be reliable 
tests in 1950, such as playing good chess, or engaging in convincing 
conversation, had never been exposed to machine-scrutiny before, mak-
ing Turing quite confi dent that they would not hold up for long. This 
confi dence is evident in his prediction that by the end of the 20th cen-
tury people would “be able to speak of machines thinking without ex-
pecting to be contradicted”.

5. Are people smarter than machines?
Who is better at the game of Go, humans or physical machines? Al-
though there will probably never again be an individual human that 
can defeat or improve on the top Go-playing program, we expect that 
humanity as a whole will continue to overthrow every reigning pro-
gram by constantly designing better and better ones.

For instance, humans have already created an improved computer 
program that is capable of beating AlphaGo, called AlphaGo Zero. De-
veloped within 2 years of its predecessor, it beat the original version 
of the program 100 games to 0 (see Silver et al. 2017). If humanity as 
a whole retains the ability to improve on the world’s top Go-playing 
software, then humanity must know something about the game of Go 
that the software does not. While the individual AI developers who to-
gether created AlphaGo Zero are individually beaten by their collective 
creation, they can, when working together, fi nd ways to improve on the 
state of the art. Technology and AI offer a way for humans to combine 
and leverage their collective engineering prowess into a single system 
whose efforts can be focused on a specifi c problem which is beyond the 
understanding of any single person.

The main advantage that a program has over an individual human 
is being able to concentrate the historical wisdom provided by many 
different people over a lengthy period of time, and to apply it quickly. 
Machines can be faster, cheaper, more reliable, more durable, and can 
hold greater memory. However, this ‘brute force’ does not equate to 
emulation. Brute force can surpass human ability over short runs, but 
in the longer run humans have the ability to innovate superior algo-
rithms for performing the same task even more quickly.

For example, just because current chess programs can beat any 
grandmaster in the world at chess does not mean that computers are 
better at chess than humanity as a whole. We can say that they simu-
late the intelligent playing of chess well, under certain conditions, for 
a certain period of time. But we still cannot show that a program emu-
lates human ability at chess.

The output of any human-built machine simply refl ects the stored 
historic work of humans, which always involves a fi nite amount of ef-
fort drawn from a potentially unbounded set. The possibility always 
remains for humans to carry out even more work, and build an even 
better machine, which more closely simulates human intelligence.
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While highly engineered machines can ‘simulate’ human ability to 
avoid mistakes for a long time, such performance is never suffi cient to 
rule out the possibility of some bug that was too rare to be anticipated. 
For this reason, at no point in the future will humans recognize the 
behaviour of a human-built machine as the ultimate authority for what 
counts as logically correct. Human-built machines will always have 
human errors embedded in their makeup that their original builders 
missed, but that the hardware and software engineers of tomorrow can 
fi x. Consequently, humanity does not learn about logic by observing the 
activity of human-built machines.

Granted, an individual human can make a mistake relative to the 
standard held by a larger group of humans, or temporarily to a ma-
chine, but the whole of humanity cannot make a mistake relative to a 
machine. While physical machines may provide useful information to 
one person in a particular context, they never provide information to 
humanity as a whole: human-built machines merely represent a store 
of humanity’s logical and engineering effort, which can then be reused 
and applied to novel problems.

From this perspective, we can see that the idea of physical machines 
surpassing humanity is nothing more than a clever trick. Physical ma-
chines can certainly impress individual humans, but only by recycling 
and cleverly blending the stored historical wisdom of larger groups of 
humans.

And yet ... any claims that humanity might make to ultimate supe-
riority over machines refl ect nothing more than useless intuitions. As 
noted by Turing (1950), assertions of the mind’s superiority are “with-
out any sort of proof”. Intuitively we seem to ‘know’ that people are 
smarter than machines, but in practice that means nothing.

6. Identifying useful questions for AI
Interpretations of Turing’s (1950) work have focused strongly on the 
idea of a specifi c challenge that, once passed, has signifi cant implica-
tions. For example, Warwick and Shah (2015) claim that the Eugene 
Goostman chatbot machine “became the fi rst to pass the Turing Test, 
as set out by Alan Turing, on unrestricted conversation”. Turing’s ar-
ticle has often been interpreted either as being supportive of function-
alism (e.g. Searle 1980), or of advocating a trite, deeply fl awed test for 
evaluating the intelligence of artifi cial systems through the process of 
imitation (e.g. French 2012). Shieber (1994), for instance, interprets 
Turing (1950) as making the claim that “any agent that can be mis-
taken by virtue of its conservational behaviour [for] a human must be 
intelligent” (see Copeland 2003, for further examples). Hayes and Ford 
(1995) go so far as to interpret Turing as proposing “a test of making a 
mechanical transvestite” and state that “Turing’s vision from 1950 is 
now actively harmful to our fi eld”.
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Although the specifi c test described by Turing is no doubt dated, we 
have argued that his article is not focused on emulation. Because hu-
mans cannot even express what it would mean for a physical machine 
to emulate human abilities, the question is useless. Instead, Turing 
was speculating about what physical machines of the future would be 
able to accomplish in practice. He hinted at, not a specifi c challenge, 
but a general thought experiment, involving the hypothetical simula-
tion of human intelligence by imaginable computers. Although it cur-
rently seems as though we can quickly and reliably identify human 
intelligence through the communication of symbols, the same methods 
of discrimination we rely on now might not hold up in the future. Reli-
able tests may prove harder and harder to fi nd. For instance, realistic 
sounding chatbots may end up phoning people and holding functional 
conversations without being identifi ed as automata. Future software 
may be able to generate images, audio, and videos of humans that look 
and sound like real humans but are actually fake, indistinguishable 
from “real” digital representations of people. Even though it seems that 
humans possess some intuition beyond formal logic, it might still be-
come quite diffi cult to separate humans from machines in practice.

Can we design a test for intelligence that can be run in practice, 
though not passed by a machine? Intuitively it seems like we should 
be able to. But the missing ingredient here is proof. While it seems like 
we can set and pass tests which reliably draw a line between us and 
machines, we cannot prove it. We cannot say anything defi nitive at all 
about the relationship between computable functions and intelligence 
beyond the realm of the computable. We cannot bridge that gap in any 
meaningful way. There’s nothing useful that can be said about intelli-
gence beyond seeking to simulate it bit by bit in practice, by continually 
improving our machines and seeing what they are capable of.

This basic insight allows us to separate questions about machine 
intelligence that are useful from those that are not.
How resistant is language translation to simulation?—We can ask this 
question. Specifi cally, we can use the imitation game to quantify the 
diffi culty of developing a machine that simulates human-level lan-
guage translation to some level of accuracy. The potential availability 
of an answer renders the question meaningful.
Is human-level language translation beyond machines?—This question 
has no utility because it is not well-defi ned.
Can machines do language translation better than humans?—This 
question has no utility because it is not well-defi ned. Humans as a 
group provide the standard for recognizing what is linguistically cor-
rect. Doing machine translation well is about convincing other humans 
that the job is being well done; human opinion as a whole sets the 
standard.
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Can machines do language translation better than the average bilin-
gual human?—We can ask this question. As soon as restrictions are 
placed on human performance, machine simulation might be suffi cient 
to surpass the ability of any given individual human at any given time. 
The question of who is doing a better job continues to be decided by 
humans as a whole, but assuming the judging process involves a larger 
group of humans, or a more skilled human, then it still makes sense to 
say that a machine can outperform an average human.
How soon will truck drivers by replaced by machines?—We can ask 
this question. Machines do not need to emulate truck drivers to replace 
them. Machines might well be better at driving than the average truck 
driver. They might also be cheaper. Nevertheless, humanity continues 
to defi ne what counts as ideal truck driving. At the extreme limits, it 
becomes diffi cult to formalize how exactly a vehicle should drive, and 
the issue reverts back to human opinion. For example, the issue of who 
should AI kill in a driverless car crash resists logical formalization be-
cause it interacts with human life. According to Goodall (2014), autono-
mous vehicles will certainly crash, some crashes will certainly involve 
a moral component, and there is “no obvious way to encode complex 
human morals effectively in software”.
Do chess-playing programs play better chess than any human?—Yes, 
they do. For instance, the Komodo chess engine can reach an Elo rating 
of higher than 3300, which is about 450 points higher than any human 
currently playing chess (Regan 2014). 
Are machines now as good as humans at playing chess?—This question 
has no utility because it is not well-defi ned. Chess-playing algorithms 
continue to be strengthened by humans, implying that humanity knows 
more about chess than any given machine. The point at which further 
strengthening becomes impossible is undecidable.
Does the human brain hold less than 500 exabytes of information?—
This question has no utility because it is not well-defi ned. We don’t 
have any means to formalize the representation of human abilities and 
thus we don’t have any means to decide whether a not a given system 
which uses under 500 exabytes can emulate the behaviour of the hu-
man brain. Any question which presupposes a complete representation 
of the human mind in its entirety is a useless question.
Here we can see a pattern: the questions that seek to benchmark ma-
chine intelligence against human intelligence are useless, while the 
questions that consider how useful machines can be to humans are 
useful. Accordingly, we recommend that frameworks for evaluating the 
quality of machine “simulation” should be focused, not on the mimicry 
of human thinking, but on utility.
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7. Conclusion
In recent years there have been suggestions of a possible future techno-
logical singularity, at which point computer programs would begin im-
proving themselves recursively (e.g. Hutter 2012; Schmidhuber 2012). 
This concept, fi rst identifi ed by von Neumann (Stanislaw 1958), refers 
to the point at which machines start designing machines better than 
themselves, leading to a runaway effect, or intelligence explosion. Ac-
cording to this vision, smart machines will start designing successive 
generations of increasingly powerful minds, creating intelligence that 
far exceeds human intellectual capacity or control. Proponents perenni-
ally see the singularity as being 15 to 20 years off (e.g. Kurzweil 2005).

However, this concept is based on the fl awed perspective of ma-
chines reaching a point where they emulate human intelligence. As 
we have seen, it is not possible to defi ne or identify such a point. Given 
that the question of emulation is useless, then the idea of human la-
bour being superseded is also meaningless. The rise of machine intel-
ligence will not eliminate the value of human labour, but rather shift it 
away from repetitive formal tasks towards more complex psycho-social 
activities that are not as easily automated (see Turing 1951). 

The focus in philosophy on directly contrasting human and machine 
intelligence has proved misguided. Over the past three decades a para-
digm shift has occurred in the fi eld of AI, with the focus moving away 
from a theory-driven quest to emulate the wholesale architecture of the 
mind, towards a data-driven approach which aims to achieve practical 
results in restricted domains (Cristianini 2014). A machine does not 
need to represent the full range of human abilities for it to be smart in 
some way. Human intelligence is social, embodied, and enactive, and 
very poorly described as symbol-processing or rule-following. AI, by 
contrast, aims to automate those aspects of human behaviour that are 
not unduly sophisticated.

AI is mostly developed and applied in limited domains, where com-
puters’ superior abilities in dealing with vast amounts of data quickly 
and following rules exactly are of greatest benefi t. The performance of 
these systems is often already so far beyond human ability that com-
paring human and machine becomes wholly irrelevant. In other do-
mains, poorer performance by machines will be tolerated as long as the 
“digital labour” is cheaper and more reliable. The question of who does 
the job better thus becomes moot.

Over the last 80 years, the process of computation defi ned by 
Church and Turing has proved extraordinarily useful to humans, and 
transformed modern society. In contrast, endless debates on whether 
the human mind can be matched or surpassed by AI are guaranteed to 
lead nowhere. Thus, the relevant questions for philosophy are not “is 
the mind a machine?” or “will there be a technological singularity”, but 
rather, “how useful will machines be?” and “how will they change our 
lives?”
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Leif Wenar, Blood Oil: Tyrants, Violence, and the Rules 
that Run the World, New York: Oxford University Press, 
2015, 552 pp.
Oil is everywhere (xxxvi), in our clothes, cosmetics, roads, toys, electronics, 
household items. We use 1000 barrels of oil every second (xxxii). It is the 
most valuable traded commodity, worth more than 1 trillion dollars every 
year (xxxvi). Extracting, refi ning and selling oil is extremely profi table, and 
this business leads to large concentrations of power. The politics of dealing 
with oil and other highly valuable resources, such as gems, gas, minerals 
and diamonds, is thus sensitive and complex.

The analysis that Leif Wenar provides, building on rich literature and 
his previous work on resource curse, shows that trading with resources is 
intertwined with large amounts of unaccountable power which has immi-
nent potential to destabilize the world—of which the Syrian refugee crisis 
is the most recent example (xliv). Countries that are rich with and depen-
dent on natural resources and oil, such as Algeria, Angola, Sudan, Equato-
rial Guinea and many others, are at the same time countries with unstable 
governments and economies, suffering from confl icts, power abuse, corrup-
tion, authoritarianism and poverty. Research into international trade with 
resources, points to a role Western governments and their citizens have in 
bringing these “curses” on resource rich countries. Blood Oil is thus target-
ing primarily consumers from rich Western democracies that are largely 
unaware of origin of resources used to make everyday commodities. 

Any time we fi ll up our cars, fl y an airplane, or buy food and other prod-
ucts in our local stores, we might be sending some of our money to some of 
the worst dictators and strongmen in the world. This, as a result, brings 
enormous suffering to some of the poorest people, but also brings “curses” 
on us, manifested in terrorism, extremism, wars, climate change, economic 
crises and many other adversities (xxi). Political elites of countries rich in 
oil extract it and sell it on markets, avoiding any accountability to citizens 
of these countries; using that resource to strengthen their power; and not 
seldom, additionally oppress their subjects—as the cases of Theodoro Obi-
ang of Equatorial Guinea and Saudi Arabia show. Once the global network 
of supply chains (xi), that connect our cell phones, laptops, cosmetics, jew-
elry or clothes to authoritarian regimes, confl ict areas and countries hit 
by severe poverty is made obvious, a moral question arises: What should 
we do as consumers, knowing that our consumer choices affect poor liv-
ing conditions of citizens of oil- and resource-exporting countries? This is 
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a question that Wenar addresses systematically and cautiously, not only 
providing an analysis of trade processes often-times hidden from us, but 
also proposing concrete courses of action that not only we as consumers, but 
also our governments and corporations should undertake. His book sets the 
stage for diffi cult policy changes that he claims must occur in the realm of 
oil and resource trade.

The book consists of 4 parts. The fi rst and second part of the book trace 
causes of the resource curse and our contributions to it (xxvii). Further-
more, they show the effects of these curses and the complicated relation-
ships and divisions that result from the unaccountable power derived from 
trade in oil and resources that affect everyone. Part three lays out basic 
principles on which change to the global trade market can be set forth. 
These principles pose a challenge to the current system of “coercion-based 
legal rights” (li), allowed by “might makes right” (xlv). The last part of the 
book is forward-looking, setting out policy proposals for a more just interna-
tional trade praxis that should positively affect the countries struck by the 
resource curse and bring longer-term benefi ts to the rich importing coun-
tries and consumers.

The basic principle that Wenar uses in his analysis and policy proposals 
is “popular resource sovereignty”. Popular resource sovereignty is a part of 
popular sovereignty (193), or the power of the people to freely determine 
their political status and pursue their development (196). Popular resource 
sovereignty, or right of peoples to their national resources and wealth, is 
codifi ed in major human right conventions and thus recognized and ratifi ed 
by most countries in the world. People have property rights over the natural 
resources of their country (203) and should be able to create and exercise 
laws that uphold that right.

However, as Wenar shows throughout the book, popular resource sov-
ereignty is not at all the reality. For people to be able to authorize (or give 
tacit approval to) government or regime management of their resources, 
some minimal conditions must obtain (227–228): 1. Citizens need to have 
access to reliable, general information about the management of their re-
sources; 2. They must not be subject to coercion, violence, brainwashing or 
extreme manipulation; 3. They must be able to deliberate and share infor-
mation about resource management without fear of harm; and 4. They must 
be able to dissent to management of their resources without incurring se-
vere costs. This translates to them having “at least bare-bones civil liberties 
and basic political rights” (228), that, without a doubt, many of the largest 
oil exporting countries do not provide for their subjects. Buying oil from 
these countries, where authorization of citizens is absent or highly unlikely, 
amounts to “carrying away stolen goods” (230). This theft is allowed, as 
Wenar stresses, by a fault in our international trade system—by a custom-
ary “might makes right”, or the “effectiveness” rule.

It is this rule, a remnant from the old Westphalian era, that allows us to 
legally buy goods whose components are made from resources stolen from 
citizens by unaccountable regimes. Might translates into a legal right to 
sell resources (xlv). It is by this rule that “blood diamonds” were able to be 
legally sold on markets, or by which buying oil or resources from militias 
controlling some parts of territory, or authoritarians holding power over 
land and people, is recognized as lawful. This is a rule, Wenar shows, by 
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which our money is sent to coercive regimes and by which goods taken by 
force are declared legally clean (p. 122). This is a rule that allows violation 
of property rights, that legitimises and incentivises unaccountable power 
over territory and people, and that contributes to resource curse. Revealing 
of that rule is a basis for designing a change in trade system that Wenar 
dedicated a considerable amount of research to—as well as Thomas Pogge, 
who infl uenced his work.

From a moral standpoint, according to Wenar, there is no doubt that 
“might makes right” must be abandoned and international trade system 
reformed so as to recognize and respect popular resource sovereignty. How-
ever, diffi culties are more than apparent, since oil business and trade in 
natural resources are highly lucrative and profi t driven. Policy proposals 
should thus be carefully designed in order to address these obstacles. Prin-
ciples of action for reform need to be strong enough to be recognized by the 
major global market players. Wenar believes that they are. Property rights 
are the pillars of free trade (266) while popular sovereignty, peace, human 
rights and rule of law (267) are principles already acknowledged by the 
majority of countries.

Clean Trade Policy proposal is perhaps the most important contribution 
of this book. The overall aim of these policies is to “end the global trade in 
stolen natural resources and to support public accountability over resources 
everywhere” (281). Wenar divides Clean Trade Policy into two parts. One 
set of policies is reserved for those countries where public accountability is 
severely lacking, while the other is aimed at countries where citizens have 
at least some degree of control over their national resources (283). For coun-
tries where minimal conditions of popular resource sovereignty do not ob-
tain, importing countries can pass a Clean Trade Act, by which they can 
disengage commercially from unaccountable regimes, by making illegal the 
purchase of resources from these countries, and by denying entry into home 
jurisdiction and preventing any type of commercial and fi nancial business 
with regime members and militants (284). This policy is “dramatic” (284), 
since regimes will retaliate in hope of protection of their interests. However, 
since the change applies solely to the laws of importing country and does not 
directly challenge legitimacy of foreign leaders and diplomatic recognition 
of resource-exporting countries, Wenar feels it is less dramatic than many 
other, familiar foreign policy options (285), such as sanctions. For this policy 
to be feasible, it is essential to establish reliable and bright-line standards 
for identifying countries where public accountability conditions are not met. 
Wenar proposes using already recognized indexes such as Freedom House 
report Freedom in the World, that ranks countries as free, not free and partly 
free, where not free oil exporting countries can be disqualifi ed from trade. 
Clean Trade Acts need not immediately be passed for each exporting country 
where public accountability is lacking. To enable feasibility and avoid painful 
commercial shocks for importing countries, minimal steps may be taken, for 
example by fi rst disqualifying “worst of the worst” (286). Clean Trade Act is 
thus used to enforce property rights of citizens of resource cursed countries 
and to stop dirtying hands of the consumers in importing countries.

Due to a realistic concern that many of the major players, such as China, 
will not block trade with these regimes, other measures are proposed to 
encourage trade partners to stop buying stolen resources (288–289). Apart 
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from various popular campaigns and boycotts (291–292) that consumers 
may engage in, countries that enforced Clean Trade Act may set up Clean 
Trade Trusts. These Trusts are bank accounts credited by the amount of 
money corresponding to the amount paid by other importing countries 
for natural resources stolen from the citizens of unaccountable exporting 
countries (290). This money is to be collected by tariffs on imported goods 
from countries that continue trading with regimes. It should be kept in 
the Trusts as a compensation to citizens whose property rights are being 
violated and returned once minimal conditions of accountability arise. This 
should ideally work as an incentive for trade partners to stop trading with 
these regimes and for citizens of unaccountable regimes to bring about posi-
tive changes in their home countries.

The other set of policies is targeting countries where citizens are at least 
partially free with the aim of supporting public accountability (321). Le-
gal standards and sets of rules for companies operating both at home and 
abroad should be established. These would deal with the issues of bribery, 
corruption, money laundering, human rights violations, and lack of trans-
parency (324). Various conditions could be built in the trading policies with 
the designated countries in order to reinforce their public accountability. 
One option is to introduce People’s Funds or Sovereign Wealth Funds, 
which would accrue part of the profi t from the oil revenue and distribute it 
directly to citizens in the form of “citizen share” (325–329).

Many concerns can be raised to some of these policies targeting effi ciency, 
possible destabilizations of overall economy, possibility of violent regimes to 
retaliate or possibility of other unanticipated effects of these policies arising. 
Perhaps some additional concerns may be raised from standpoint of justice. 
If it is the citizens of these countries whom we should have to consider as 
recipients of remedy for violation of their property and human rights from 
which we all benefi t, then Clean Trade Policy may be considered as too mild 
and too cautious of a proposal. Effects of the proposed policies seem very 
long-term and cannot be expected to ameliorate the circumstances of many 
individuals currently suffering under the regimes powered by trade in oil 
and resources. It is doubtful whether setting up Clean Trade Trusts is going 
to incentivise positive changes in resource-exporting countries, which are 
needed to bring about and elect more just governments. Therefore, many 
years may pass before a more accountable government is elected and the 
money collected from tariffs as compensation for property right violations 
is returned to the citizens. Additionally, in line with his laudable concern 
with feasibility, Wenar is primarily focused on proposing reforms based on 
internal policies of importing countries. These policies mirror his concern 
with non-intervention. By enforcing Clean Trade Policy importing country 
does not challenge political or diplomatic recognition of foreign regimes. It 
does not explicitly challenge the right of any regime to rule (285), no mat-
ter how it treats their subjects or whether it is democratically governed. It 
simply disengages from trading with these regimes. This caution can seem 
incompatible with human rights standards Wenar heavily leans on.

Clean Trade Policies may thus be supplemented by additional measures, 
such as sending material aid, investing in development projects or taking 
action where human right abuses are extremely severe. Another option is 
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promoting more open immigration policies in rich Western countries that 
benefi t from the resource trade. This reform would acknowledge the more 
short-term considerations of concrete individuals that are owed duties of 
justice. Furthermore, it would sidestep direct intervention in the internal 
affairs of countries that severely violate human rights.

Many of the possible worries to these policies are raised and addressed in 
the book: worries about measures or standards proposed (293); interference 
in internal affairs of regimes (294–295); compatibility with WTO rules (297), 
some negative effects on countries banned from trade and on worst-off in 
both export and import countries (298–300); readiness of people for change 
(300–302); effects on energy supplies for importing countries; climate change 
(302–305), and others. Beyond Blood Oil: Philosophy, Policy and The Future, 
published in 2018 presents some additional criticism and answers provided 
by Wenar. Even with these issues taken into account, this book is a great 
contribution to the fi eld of international resource trade. It systemises con-
siderable body of literature and gives detailed analysis of the current praxis, 
with special consideration given to the contextualising of and to historical 
perspective on the issues. Wenar’s writing is clear, revealing and accessible 
both to professionals and general public. His moral argument is compelling, 
inviting, and is built on widely shared values. More just international trade 
system is not merely an ideal, but the goal we should strive for and work on, 
as Wenar is doing—not just by his careful and precise writing, but also by 
other more practical activities he engages in.

TAMARA CRNKO
University of Rijeka, Rijeka, Croatia

Justin Garson, A Critical Overview 
of Biological Functions, New York: Springer, 113 pp.
In the book entitled A Critical Overview of Biological Functions, Justin Gar-
son provides an accessible overview of the functions debate and delineates 
three canonical theories in the debate—the selected effects theory, the fi t-
ness-contribution theory and the causal role theory—and their specifi c ram-
ifi cations, such as the goal-contribution theory and the “weak” etiological 
theory. In this critical overview, Garson also includes his preferred theory 
termed the generalized selected effects theory.

In the fi rst chapter, entitled “What Is a Theory of Function Supposed 
to Do?”, Garson emphasizes the important role that the notion of function 
plays in biology, philosophy, medicine, psychiatry, and ecology. An impor-
tant philosophical task is to develop a theory which will best accommodate 
the notion of function in each of those disciplines. In line with this task, 
the author spells out three desiderata that every theory of biological func-
tion should satisfy. These desiderata are as follows: fi rst, a theory should 
be able to distinguish a function of a trait from its accidental byproducts. 
For instance, “the function of my nose is to help me to breathe, but not to 
hold up my glasses, despite the fact that it does both and both are good for 
me, the latter is just a lucky accident.” (4). Second, it should accommodate 
the explanatory dimension, i.e., “when we attribute a function to a trait, we 
purport to explain why the trait is there, that is, why organisms possess the 



130 Book Reviews

trait” (4). Third, the normative dimension of functional statements, that is, 
the logical possibility for a trait token to have a function that it cannot, in 
fact, perform (5). According to these desiderata, Garson evaluates promi-
nent theories of biological functions.

In the second chapter, entitled “Goals and Functions”, Garson starts with 
a historical overview of debates on the notions of purposefulness and goal-
directedness related to the functioning of cybernetic machines in the 1920s 
and 1930s. He proceeds to the contemporary philosophical debates regarding 
biological functions that have started in the 1970s. In this chapter Garson 
provides an informative overview of theories preceding modern conceptual-
izations of biological functions, and lays out the foundation for following ap-
proaches, namely the selected effects theory, causal role theory, etc.

In the third chapter, entitled “Function and Selection”, Garson exam-
ines selected effects theories. Here, the author shows how “the theory (se-
lected effects) plausibly accounts for the explanatory and normative aspects 
of function” (33, italics added). The theory roughly states that a function of 
a trait is whatever it was selected for by natural selection or some natural 
process of selection. According to Garson, selected effects theory meets all 
three desiderata that the theory of functions should satisfy. Firstly, it can 
distinguish between a function and a lucky accident because a function of a 
trait is based on natural selection, hence it is not a mere accident. Secondly, 
this kind of theory provides an explanatory aspect of function because when 
one attributes a function to a trait, one offers a causal explanation for why 
the trait currently exists. Thirdly, a normative aspect of a function is met 
since a trait can malfunction. In other words, it is possible for the trait not 
to perform its selected or “designed” function.

After laying out the main criticisms of the selected effects theory, Gar-
son concludes this chapter with an exposition of his own preferred selected 
effects theory—the generalized selected effects theory. One of the important 
criticisms of the traditional selected effect views is that they do not apply 
to entities that do not reproduce. The generalized selected effects account 
can accommodate this problem. According to this view, entities can acquire 
functions in virtue of their differential persistence. To illustrate, Garson 
uses an example from neuroscience. He considers the formation of the ma-
ture synaptic structure of the human brain. Garson explains that formation 
of synapses and their pruning (which can be seen as a type of selection) can 
give rise to new functions in the brain even though there is no differential 
replication. According to Garson, the function of a trait consists in the activ-
ity that led to its differential reinforcement or its differential reproduction 
in a biological population. The fi rst part of the defi nition of a generalized 
selected effects theory intends to cover various forms of processes of neural 
selection where there is no replication, and the second part of the defi nition 
covers the traditional part of the selected effects theory—natural selection 
(56–61). The third part of the defi nition, namely the one that refers to bio-
logical population, is meant to exclude some of the counterexamples for a 
selected effects theory (e.g. examples with clay crystals). Garson’s own ver-
sion of selected effects theory nicely addresses diffi culties posed by critics 
towards the selected effects theory. By generalizing the defi nition, he tries 
to capture also the entities that do not reproduce, and by doing that, in a 
way, he advances the selected effect theory.
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In the fourth chapter, entitled “Function and Fitness”, Garson explains 
the fi tness-contribution theory of function. He provides an overview of all 
the relevant theories that construe a function as a “contribution to the fi t-
ness of the organism that possesses it” (67). Some of the infl uential propo-
nents of such a view are Christopher Boorse, Michael Ruse, and John Big-
elow and Robert Pargetter. According to Garson, these theories can clearly 
meet only the fi rst desideratum. We can distinguish between a function and 
an accidental effect since we can see the difference in the contribution of an 
effect on fi tness (e.g. the function of the nose is to help us breathe and not 
hold up glasses because only the former effect is contributing to fi tness, that 
is, it raises one’s probability to survive and reproduce). However, Garson 
proceeds to claim that the second desideratum (the explanatory dimension) 
and the third desideratum (normativity) are not clearly met in the fi tness-
contribution theory of function.

In the fi fth chapter, entitled “Function and Causal Roles”, Garson dis-
cusses the causal role theories of biological functions. Garson explains: “Ac-
cording to this view, roughly, a function of a part of a system consists in 
its contribution to some system-level effect…” (81). The original causal role 
theory was developed by Robert Cummins. Cummins’ causal role theory does 
not include a causal explanation of how a trait came about. For instance, it 
does not provide an explanation for the existence of a heart. Instead, causal 
role theory explains functions in terms of its contribution to a system in 
which it operates. Also, Cummins’ view was further developed by Carl Crav-
er and Paul Sheldon Davies. Their contribution to the development of the 
causal role theory includes utilizing the mechanistic framework to explain 
functions. Garson expounds two major problems for the causal role theory. 
The fi rst problem is that the theory assigns a function to items that are in-
tuitively non-functional. For instance, it is implausible to say that the func-
tion of a heart is to make beating sounds, but, proponents of the causal role 
theory must admit that in some contexts (depending on which effect of a trait 
we are interested in) this can be a function of the heart. The second problem 
is about distinguishing function and dysfunction. In some cases, causal role 
theory can ascribe a function to a trait that is clearly malfunctioning. For 
instance, if we are interested in how myelin degeneration causes paralysis, 
then on the present account, we would be forced to say that in this research 
context, myelin degeneration is functioning normally because it causes the 
effect under investigation (namely, paralysis).

Furthermore, Garson discusses function pluralism, which is motivated 
by the fact that biologists use both selected effects and causal role theories 
to assign functions to items, and, consequently, distinguishes two forms of 
pluralism. Function pluralism gained popularity due to its ability to capture 
different practices of ascribing functions. When biologists assign functions 
to items, in some cases they purport to causally explain why the item is 
there (selected effects theory), while in other cases, they purport to describe 
how the item contributes to a greater system (the causal role theory). Thus, 
according to pluralism, selected effects theory accommodates functions that 
are more prominent in evolutionary sciences (e.g. evolutionary biology) and 
the causal role theory captures functions in disciplines that do not rely on 
evolutionary explanations (e.g. physiology). This more “popular” version of 
pluralism Garson calls the between-discipline pluralism; different theories 
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of function are appropriate for different scientifi c disciplines. Garson also 
provides a new version of pluralism, the within-discipline pluralism. He 
emphasizes that it is possible that in one discipline scientists can use both 
theories in order to ascribe functions. For instance, even though a biologist 
does not explicitly appeal to selection when attributing functions to traits, 
she can do so implicitly. So, different concepts of a function can coexist with-
in the same discipline, hence the name “within-discipline” pluralism.

In the sixth chapter, entitled “Alternative Accounts of Function”, Garson 
expounds contemporary alternatives to classical theories of biological func-
tions. Here Garson explains David Buller’s “weak” etiological account, the 
family of systems-theoretic functions (“organizational view”) and the modal 
theory of functions developed by Bence Nanay. Weak etiological theory de-
fi nes function in terms of inheritance and past contribution of that function 
to fi tness, thus, “a trait token in an organism has a function so long as that 
kind of trait contributed to the fi tness of that organism’s ancestor and it is 
inherited” (97). The family of systems-theoretic theories is “based on the 
idea that a trait token can acquire a function by virtue of the way that very 
token contributes to a complex, organized, system, and thereby to its own 
continued persistence, as a token.” (97). The modal theory of functions says, 
roughly, that “the function of a trait token has to do with the behavior of 
that token in certain possible worlds.” (97).

In the last chapter, entitled “Conclusion: What Next?”, the author con-
cludes the ideas developed in this book. Garson provides three main conclu-
sions: (1) there are no viable alternatives to the selected effects theory since 
none other theory meets all desiderata; (2) if we accept pluralism it should 
be the “within-discipline” pluralism; and (3) he advocates his specifi c ver-
sion of the selected effects theory—the generalized selected effects theory 
that is explained in the third chapter of the book.

To sum up, Garson’s book provides a profound insight into the function 
debate. Through many informative examples, he illustrates and explains 
all relevant theories regarding biological function. In addition to explain-
ing all three canonical theories and their misgivings, Garson also provides 
his own critical stance on the function debate, namely by introducing the 
generalized selected effects theory. His version of the selected effects theory 
is innovative in so far that it widens the scope of selected effects theory 
and, thus, provides new insights on the traditional debate. Garson’s own 
approach belongs to the family of selected effects theories and, therefore, 
meets all the required desiderata that a biological function theory should 
meet. Furthermore, it should be emphasized that Garson introduces a new 
form of pluralism (the within-discipline pluralism) as a plausible position 
in the discussion about the nature of biological functions. Surely, this book 
provides a great impetus to philosophers and biologists to advance the de-
bate on biological function.
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