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An Anscombean Reference for ‘I’?1

ANDREW BOTTERELL and ROBERT J. STAINTON
The University of Western Ontario, London, Canada

A standard reading of Anscombe’s “The First Person” takes her to ar-
gue, via reductio, that ‘I’ must be radically non-referring. Allegedly, she 
analogizes ‘I’ to the expletive ‘it’ in ‘It is raining’. Hence nothing need 
be said about Anscombe’s understanding of “the referential functioning 
of ‘I’”, there being no such thing. We think that this radical reading is 
incorrect. Given this, a pressing question arises: How does ‘I’ refer for 
Anscombe, and what sort of thing do users of ‘I’ refer to? We present a 
tentative answer which is both consistent with much of what Anscombe 
says, and is also empirically/philosophically defensible. 

Keywords: G. E. M. Anscombe, ‘I’, persons, immunity to error 
through misidentifi cation, defl ated reference, The First Person.

1. Introduction
Our goal in this paper is to extract a novel reading from G. E. M. Ans-
combe’s classic paper “The First Person” and to defend the view that 
we take her to hold. This is no easy feat, since much has been written 
about that paper—and much of that has been negative. But we believe 
that there is an overlooked reading of “The First Person” that is both 

1 A fi rst draft of this paper was presented at the Department of Philosophy, 
Universidad Alberto Hurtado, Santiago, Chile, May 24, 2017. A revised version was 
given at the Annual Conference on Philosophy and Linguistics, Inter-University 
Center, Dubrovnik, Croatia, September 5, 2017; to the School of Philosophy, 
Australian National University, November 2, 2017; to the Department of Philosophy, 
University of Reading, January 19, 2018; and to the Department of Philosophy, 
University of Manchester, May 22, 2018. We are grateful to audience members 
at these venues for very helpful feedback. Thanks also to Brian Garrett, Jennifer 
Hornsby, Léa Salje and Barry Smith for very pleasant mealtime discussions of 
Anscombe’s views, and to Lenny Clapp, Rick Grush, Michael Hymers, Rockney 
Jacobson, Angela Mendelovici, Martin Montminy, and Eliot Michaelson for written 
comments. Financial support was provided by The Social Sciences and Humanities 
Research Council of Canada and by a Visiting Fellowship from the Research School 
of Science Sciences at the Australian National University.
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consistent with much of what Anscombe says there and elsewhere and 
empirically/philosophically defensible.

First some stage-setting. There is a fairly standard reading in the 
literature on “The First Person” according to which Anscombe is argu-
ing that the fi rst-person pronoun ‘I’ is radically non-referring. On this 
“Straight” reading, far from functioning logically as a proper name, ‘I’ 
is instead, for Anscombe, similar to the syntactically expletive use of 
‘it’ in ‘It is raining’. So read, her core argument is that ‘I’ must be non-
referring since otherwise we arrive at a metaphysical view such that 
something like a Cartesian ego exists and is the referent of tokens of 
‘I’. And according to Anscombe, that view is borderline nonsensical. 
Philosophers who read “The First Person” in this way include Clarke 
(1978), Evans (1982), Garrett (1994, 1997), Hamilton (1991), Hinton 
(2008), Kripke (2011), Peacock (2008), Taschek (1985), Teichmann 
(2008), Wiseman (2018) and van Inwagen (2001).2

In a recent paper, one of us has defended a revisionist alternative 
to this Straight reading of “The First Person” (Stainton 2018). Goes the 
idea, Anscombe can be seen to be making at least three points. The fi rst 
is that ‘I’ doesn’t behave like a proper name as proper names were un-
derstood at the time. The second point, as we in 2018 might phrase it, is 
that in one historically specifi c sense of ‘refer’, ‘I’ doesn’t “refer”. Rather, 
‘I’ can be used to “speak of” something (47); to “concern an object” (61 
and 63); and to “specify” an object (47).3 The third is that when thinking 
about ‘I’, we should not be misled by surface grammar. For while ‘It is 
raining’ has a surface-subject term, in that context ‘it’ is non-referring 
(on every construal of ‘refer’), and contributes nothing to the sentence’s 
meaning.

Our question begins where this revisionist account leaves off. In 
short: if the Straight reading of “The First Person” is rejected, how on 
Anscombe’s view does ‘I’ manage to “speak of”, “specify” or “concern” 
things in the world? And what does one “speak of” when using ‘I’? To 
put it deliberately vaguely for now, so as not to beg any questions, our 
focus will be: What, to use her phrase, is the “mode of meaning” of ‘I’ 
for Anscombe (55)?

2 One example: “Professor Anscombe’s position is that it is not the function of 
the word ‘I’ to refer; the word is thus unlike ‘the present kind of France’, which is 
in the denoting business but is a failure at it; rather, the word, despite the fact that 
it can be the subject of a verb or (usually in its objective-case guise, ‘me’) the object 
of a verb, is not in the denoting business at all… for Anscombe, the word ‘I’ refers 
to nothing in a way more like the way in which ‘if’ and ‘however’ refer to nothing” 
(van Inwagen 2001: 6). Reading Anscombe in this (standard, widespread) fashion, 
van Inwagen takes her view to be easily refuted: e.g., by the logical validity, due 
to transitivity of identity, of ‘I am Elizabeth Anscombe; Elizabeth Anscombe is the 
author of Intention; therefore, I am the author of Intention’. To our minds, the utter 
obviousness of such an objection shows that this cannot really have been Anscombe’s 
position on ‘I’.

3 Unless otherwise noted, all in-text citations are to Anscombe (1975).
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One might be excused for wondering: Why expend so much time 
reconstructing, from Anscombe’s text and from her larger body of phil-
osophical work, a positive story about ‘I’? In other words, why Ans-
combe? And why “The First Person”? Our motivation involves a mix 
of the historical and the substantive. The historical motivation is that 
such a reconstruction encourages renewed engagement with her ex-
tremely original and important work on language and mind. Anscombe 
is surely one of the greatest philosophical minds of the 20th Century, 
whose work on action theory and ethics is foundational for entire sub-
fi elds. As a result, her oeuvre surely merits the same scholarly respect 
as that devoted to many of her male peers in the Analytic tradition, 
such as Austin, Davidson, Dummett, Grice, and Strawson. And one 
way to illustrate the importance of Anscombe’s work in mind and lan-
guage is by engaging directly with this underappreciated paper of hers, 
one that has spawned a huge literature and is jam-packed with in-
sights—albeit ones often denigrated as fruitful ideas that appear in the 
context of a not-very-convincing paper.

Those are our historical motivations. Substantively, we fi nd in “The 
First Person” an initially promising view about the semantics of the 
fi rst-person pronoun ‘I’—one worthy of further development quite inde-
pendently of Anscombe’s historical standing in the fi eld. In short, even 
if Anscombe were not one of the founders of the Analytic tradition, her 
insights and arguments in “The First Person” would still be worth tak-
ing seriously.

So much by way of stage-setting; here is our plan going forward. 
We begin with methodological remarks. Next, we explicate some Ans-
combean observations about ‘I’ that any successful account of its “mode 
of meaning” must accommodate. We then present our positive view: 
in particular, we will attribute to Anscombe the insight that ‘I’ has 
(what we call) a “defl ated reference”. We then argue that this view is 
plausible both as a tentative piece of Anscombe exegesis as well as a 
substantive proposal about the syntax and semantics of ‘I’. We conclude 
with some objections and replies.

2. Methodological Preliminaries
Our twin motivations lead us to adopt a certain methodological ap-
proach: a sort of history of philosophy that lies between two poles. It is 
not philosophy-focused history nor is it historically-inspired philosophi-
cal problem solving. Our neither-fi sh-nor-fowl methodology yields twin 
criteria for success. First, the better our reconstruction fi ts with the 
text and with the author’s larger corpus and philosophical milieu, the 
better the reconstruction. Second, the more promising the reconstruc-
tion is qua substantive account of the phenomenon, the better it is. 

These two criteria are potentially confl icting. One would like to be 
charitable to the author, but one doesn’t want to be too charitable. Great 
philosophers get things wrong and we certainly acknowledge that Ans-
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combe’s work, both in “The First Person” and elsewhere, is imperfect: 
her writing style is often obscure and she is sometimes too dismissive of 
opposing or confl icting views. Relatedly, a “perfectly charitable” read-
ing threatens to be anachronistic. So, our approach requires balancing 
out “what Anscombe really thought in the early 1970s” against “what 
we can learn from her about our present-day issues.”

Putting a positive spin on this diffi cult balancing act, both poles 
stand to benefi t from a satisfying answer to our target question; it could 
provide a useful departure point for each. It would also provide indirect 
support for the conclusion of the companion negative paper mentioned 
above: that Anscombe eschews the radical non-referring view becomes 
all the more plausible if our hypotheses herein are on the right track.

3. Anscombe on ‘I’
Moving beyond methodological commitments, we turn to some core ele-
ments of “The First Person”. Anscombe’s free-fl owing style resists regi-
mentation, but many authors would agree that her positive remarks 
about the way ‘I’ functions can be distilled into a handful of observa-
tions.

Observation #1: Immunity to Certain Errors 
According to Anscombe, ‘I’ seems to be immune to reference failure: 
“If ‘I’ is a name, it cannot be an empty name” (55). ‘I’ appears equally 
immune to a certain kind of error regarding mistaken identifi cation: 
“Guaranteed reference [in this latter sense] would entail a guarantee, 
not just that there is such a thing as X, but also that what I take to be 
X is X (57). Or again: “[The ‘I’-user cannot] take the wrong object to be 
the object he means by ‘I’” (57). Here is an example designed to support 
those generalizations:

Rob: I am smoking
Andrew: #You’re right that someone is smoking, but the person you 
intended by ‘I’ is actually Juanita, not Rob

‘I’ in the fi rst sentence cannot fail to refer. (Or so it seems. The point 
will be revisited below.) This contrasts with, for example, the expres-
sion ‘The man with the hat’ in ‘The man with the hat is smoking’. A 
speaker, say Rob Stainton, could use it when looking at what is in fact 
a trick of the light, and thereby fail to refer to anything. More intrigu-
ingly, the absurdity of the second sentence highlights that a speaker 
cannot wish to refer to one thing with ‘I’ and yet somehow end up refer-
ring to something else. Again, contrast ‘The man with the hat is smok-
ing’. It is perfectly possible for Rob Stainton to use it to pick out, and 
talk about, a woman with a large, geometrical hairdo; and a perfectly 
sensible reply could be ‘You’re right that someone is smoking, but the 
person you intended by ‘The man with the hat’ is actually a woman 
with a curious head of hair’.
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To come at the point another way, ‘I’/‘myself’ seems to have an “indi-
rect refl exive” use such that I spoke of myself, but I didn’t know it is not 
possible. On that use, someone saying ‘I’ cannot misidentify the refer-
ent—so, such a confusion cannot arise. Here again, this is to be sharply 
contrasted with the “direct refl exive” in ‘When I spoke of the man with 
the hat, I spoke of myself, but didn’t know it’, where such misidentifi ca-
tion is perfectly possible.

Observation #2: Immunity to Doubt
The foregoing facts about immunity-to-referential-error also yield epis-
temological consequences. Though I (that is, Rob Stainton) can doubt 
whether Rob Stainton exists, thinks, and so on, I cannot doubt whether 
I exist, think, and so on. Relatedly, while I can doubt whether I (that is, 
Rob Stainton) am Rob Stainton, I cannot doubt (in the “indirect refl ex-
ive” use) whether I am me. So ‘I’-talk seems to rule out certain skeptical 
worries.

Observation #3: Bodily Properties
A third Anscombean observation is that if ‘I’ refers, then one can con-
ceive of it doing so in the absence of a body altogether, or indeed in the 
absence of any bodily sensations. In support of this view, Anscombe 
introduces a much-discussed Tank Thought Experiment: in an imag-
ined situation of utter sensory deprivation, urges Anscombe, a person 
can still think: ‘I won’t let this happen again’ (58). To support the same 
conclusion, she proposes a Body-As-Puppet Thought Experiment. The 
following sentence, suggests Anscombe, could be used and understood 
in a conceivable conversation: ‘When I say ‘I’, that does not mean this 
human being who is making the noise. I am someone else who has bor-
rowed this human being to speak through’ (60). Here, it does seem that 
what ‘I’ would refer to need not be any kind of physical body.

Observation #4: Perception and Action
Finally, the observation that, say, the man in the hat is in danger 
(where the man in the hat is, as a matter of fact, Andrew Botterell) 
can have quite different action-generating effects than the observation 
that I (that is, Andrew Botterell) am in danger. Closely related to this, 
‘I’ can be used to express an intention to act in a certain way. This 
is very different from using ‘I’ to make empirically-based predictions 
about how a certain body (for example, that of Andrew Botterell) will 
behave in the future (56).

By way of summary, contrast the name ‘René Descartes’. It lacks 
many of the foregoing features. For example, the following discourse 
makes perfect sense:
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Rob: René Descartes is smoking.
Andrew: You’re right that someone is smoking, but the person you 
intended by ‘René Descartes’ is actually Baruch Spinoza, not René 
Descartes.

This shows that proper names are not immune to certain sorts of ref-
erence-errors. The same can be said about immunity to doubt: while 
René can doubt whether he is René Descartes, he cannot doubt that he 
is himself (in the “indirect refl exive” sense).

Moreover, as we read her, Anscombe would disagree that ‘René 
Descartes’ might refer to a disembodied soul or Cartesian ego. As we 
will discuss below, Anscombe thinks that it’s built into the meaning of 
‘Chicago’ that it refers to a city; similarly, it’s built into the meaning of 
‘René Descartes’ that it refers to some sort of embodied animal, specifi -
cally a human male.4 Finally, the action-generating effects of ‘René is 
in danger’ are comparable to those of ‘The man in the hat is in danger’; 
they aren’t like those of ‘I am in danger’.

In addition to these four positive observations, “The First Person” 
contains several negative points about how not to account for them. 
First, Anscombe notes that attributing to ‘I’ a special “descriptive 
sense” (in the Frege-inspired sense) won’t do the trick. This holds even 
if what is proposed is a sense that is merely envisioned by the speaker: 
e.g., a sortal intended by the speaker to fi x the referent of the bare 
demonstrative ‘this’. In particular, according to Anscombe, one must 
not assign a descriptive sense to ‘I’ that would lead to a Descartes-type 
mentalistic “self” being the referent of ‘I’, such that: I have infallible 
knowledge of that mental “self”; aspects of it are “private” in that only I 
can have knowledge of those; and the “self” is made of some queer non-
bodily substance that explains these properties. Anscombe also warns 
that one should not attempt to ensure guaranteed reference by having 
the pronoun pick out only the me-right-this-instant. Rather, ‘I’ must be 
capable of specifying entities that have a temporal extension.

It is on the basis of these arguments and observations that Ans-
combe (in)famously concludes with the seemingly extraordinary claims 
that have animated the Straight reading:
(i) Logically speaking, ‘I’ is not a name (53 and 56);
(ii)  I’ does not involve singular reference (53);
(iii) ‘I’ does not refer to the ‘I’-user (56):
(iv) ‘I’ is not a singular term whose role is to make a reference (56 

and 58);

4 To anticipate, this may prove one part of the reason why, in Anscombe’s view, 
‘I am Elizabeth Anscombe’ is not an identity proposition: we will urge that, for her, 
‘I’ specifi es a person in the forensic sense; and that person is (as one might variously 
put it) merely connected with/realized by/composed of a living human male body. If 
the person-qua-moral-agent and her body are not one and the same thing then (even 
though ‘I’ is used to “speak of” things, hence not an expletive), Anscombe’s infamous 
claim about ‘I am Elizabeth Anscombe’ looks reasonable.
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(v) ‘I’ is neither a name nor another kind of expression whose logical 
role is to make a reference, at all (60)

4. On ‘Referring’ 
Recall our deliberately vague target question: What, according to Ans-
combe, is the “mode of meaning” of ‘I’? How might we go about an-
swering this question? We think it is best to proceed in stages. First, 
recognize that it is only “infl ated” reference that is being rejected by 
Anscombe. Second, identify an alternative that fi ts better with her text 
and larger philosophy.

To begin with, it is clear that the then-current Frege-inspired con-
ception of reference builds in a great deal. It requires that proper names 
have a descriptive sense that is synonymous with a defi nite descrip-
tion. Empty names aside, that sense fi xes a substantial objective thing 
as the referent of a name.5 It also licenses various a priori entailments 
and analytic necessities (e.g., the descriptive sense of ‘Chicago’ a priori 
entails that it is a city; and this is, as a matter of meaning, a necessary 
feature of Chicago). To elaborate with a notorious example, assuming 
‘Hesperus’ has as its descriptive content fi rst heavenly body visible at 
night, this descriptive content would simultaneously fi x the referent as 
Venus and make the name synonymous with the noun phrase ‘The fi rst 
heavenly body visible at night’. As a result, it will be analytic that Hes-
perus is a heavenly body; anyone who knows the meaning of the name 
will know a priori that this is the case; and the heavenly-body status 
will be necessary. Reference (of this “infl ated” variety) also requires, 
second, that the speaker intend a descriptive content (56): typically, 
this will coincide with the descriptive content of the term, although 
the speaker may unwittingly intend a different content, thereby fi x-
ing a different “speaker’s referent”. Turning now from the reference 
relation to the thing referred to, an “infl ated referent” must, third, be 
a “distinctly identifi able”/“distinctively conceived subject” (65) having 
clear identity conditions (53). Finally, the required descriptive content 
and the required “objective/robust” nominatum jointly explain not just 
epistemological and metaphysical features of the term, but also psycho-
logical ones: e.g., that perfectly rational agents can fail to realize that 
Hesperus is Phosphorus is explained thereby.

5 Textual evidence that Anscombe demands a conception/sense for “name-like 
words” and for “reference” (as she uses those terms), includes: “We seem to need a 
sense to be specifi ed for this quasi-name ‘I’. To repeat the Frege point: we haven’t 
got this sense just by being told which object a man will be speaking of, whether 
he knows it or not, when he says ‘I’… [If] ‘I’ expresses a way its object is reached 
by him, what Frege called an “Art des Gegebensein”, we want to know what that 
way is and how it comes about that the only object reached in that way by anyone is 
identical with himself” (48), Also: “The use of a name for an object is connected with 
a conception of that object. And so we are driven to look for something that, for each 
‘I’-user, will be the conception related to the supposed name ‘I’...” (51–52).
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 On the view that we are extracting from “The First Person”, ‘I’ does 
not exhibit reference of this “infl ated” sort. ‘I’ has instead only a “de-
fl ated reference”, in at least three senses: a defl ated referring relation, 
a defl ated referent, and a defl ated psycho-philosophical explanatory 
burden. Let us unpack these, each time taking philosophically inspira-
tion from other authors.

A. Defl ated Referring Relation
To explain what we have in mind when we talk about ‘I’ having a de-
fl ated referring relation, we borrow from David Kaplan’s work on “pure 
indexicals”. According to Kaplan (1989), such terms have no descrip-
tive sense associated with them. Rather, they obey a rule-of-use that 
outputs an object given a context of utterance. Importantly for our pur-
poses, pure indexicals (including ‘I’) don’t invoke the intentions of the 
speaker. Anscombe herself phrases the rule-of-use for ‘I’ thus: “If X 
makes assertions with ‘I’ as subject, then those assertions will be true 
if and only if the predicates used thus assertively are true of X” (55).6

B. Defl ated Referent
The rule-of-use proposed above requires that there be something that 
a token of ‘I’ concerns or specifi es. Critically, the rule does not itself fi x 
whether that something is a soul, a mental substance, a body, etc. It 
merely says that the thing-asserting, whatever it be, is what will make 
the assertion true or false. As we read Anscombe, it will be facts about 
our world that settle which things turn out to be assertion-makers 
hereabouts.

Anscombe clearly does not believe that assertion-makers are chunks 
of Cartesian inner mental substance. She eschews any such thing as 
nonsensical. But then what can be the defl ated alternative? What else, 
for her, can stand in for X?

We can fi nd something suitably Anscombean if we move away from a 
preoccupation with a Descartes-inspired mentalistic “self” and towards 
something very different. An important kindred spirit, we think, is Pe-
ter Strawson (1953, 1959, 1966). According to him, and putting things 
crudely, there is a gradient among “individuals” running from the most 
primitive proto-individuals with mere feature-placing (e.g., raining or 
smelling foul hereabouts) to the most robust—countable, clearly indi-
viduated, self-standing, and explanatory objects (e.g., the dog Fido). 
Crucially for the positive view that we are reconstructing, and conso-
nant with Anscombe’s philosophical foci, along this continuum there 
can be individuals that are a (mere?) locus of ethical evaluation and 

6 More cautiously, and as Anscombe herself explicitly recognized in her Post 
Scriptum at p. 65, because of the existence of “oblique” contexts this proposed rule-
of-use for ‘I’ would need to be revised somewhat. It should read something like: ‘…
those assertions will ordinarily be true if and only if…’. Oblique contexts would then 
be treated as non-ordinary exceptions. More on this below.
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intentional action: persons in the “offenses against the person” sense, 
to use Anscombe’s well-fi tted phrase (61). So understood, persons are 
very unlike the philosopher’s mind-internal “selves”: persons are not 
distinctly identifi able subjects whose queer nature (causally) explains 
the emergence of normatively evaluable actions. Nonetheless, we are 
suggesting that they are (intersubjectively observable) “objects” that 
one can straightforwardly talk about—indeed, in the usual case, the 
sorts of things that exhibit the features of ethical evaluation and ratio-
nal action are, for Anscombe, living human bodies (61).

A related insight can be found in Amie Thomasson’s writings (see, 
e.g., her 2010). An important line of thought therein is that the ontolog-
ical scruples of Quine (1948)—which require precise individuation con-
ditions, reducibility to the physical sciences, etc., before something can 
be counted as a genuine object—are overly demanding. To the contrary, 
many perfectly respectable entities fail to meet such arch conditions: 
silences, holes, storms, academic disciplines, Nominalism, folk songs, 
and so on. These too would all be, in our sense, “defl ated referents”. 
These ideas apply to “The First Person” in the following way: a refer-
ent for ‘I’ need not have precise identity conditions. Instead, what it is 
for there to be an individual, “the person”, for which the fi rst-person 
personal pronoun ‘I’ can stand, is merely for there to be something-
or-other that acts rationally, and that is subject to normative evalua-
tion. Relatedly, to demand that the existence of persons, in this forensic 
sense, explains how there come to be normatively evaluable actions 
gets things the wrong way around. (Compare: “Rules are prior to and 
explain behavioral patterns and (in)correctness”. No, says the Wittgen-
steinian, it is because there are behavioral patterns and (in)correctness 
that it’s proper to recognize a rule.)

One should identify the referential locus of ‘I’ as the person, foren-
sically understood, not merely because of persons’ centrality to action 
theory and ethics, but also because, as Anscombe says, “only thoughts 
of actions, postures, movements and intended actions… are unmedi-
ated and non-observational” (63). Coming at things this way, one can 
take Anscombe’s unmediated access comments seriously, but without 
positing a “distinctly conceived subject” with mysterious causal power 
that achieve such access—because such access is constitutive of Ans-
combean persons. Put metaphorically, the person provides a kind of 
“bridge” between the word ‘I’ and unmediated access: ‘I’ is connected 
to persons, as per our “defl ated referent” story; persons, for Anscombe, 
are inherently connected to thoughts of actions and intentions; which 
thoughts are connected, for her, in an unmediated way to movements, 
postures, etc.

C. Defl ated Explanatory Burden
We have argued that, for Anscombe, ‘I’ is associated with a defl ated 
reference relation, and that the kind of things that ‘I’ in fact tends to 
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specify, at a context, are defl ated entities. But there is a third aspect 
to our defl ationary approach. That aspect concerns issues about epis-
temology and explanation; and our inspiration this time is the work of 
Emma Borg (2004), and Herman Cappelen and Ernie Lepore (2004).

The general idea that we draw upon is that the lexical semantics 
for words should not be expected to explain, all on their own, their as-
sociated psychology, epistemology, and metaphysics. To give but one 
example, the semantics of ‘rich’ need not specify how much money a 
person must have in order to be rich. Still less must the semantics of 
‘rich’ address the philosophical question of whether a society with ex-
tremely rich people and extremely poor ones can be just. In a similar 
vein, there will be aspects of the use of ‘I’, and of ‘I’-users, that needn’t 
be explained by the pronoun’s “mode of meaning”: think here of the 
peculiarities of self-knowledge, or the conditions for the persistence of 
persons over time.

Reading in defl ation of this third sort is, we concede, a bigger ex-
egetical stretch. There is solid textual evidence in “The First Person” 
for ascribing a mere rule-of-use which, as a matter of fact, applies to 
persons. In this case, the main motivation is different, driven more 
by read-the-text-as-promising considerations. As hinted, the three de-
fl ationary moves don’t entail each other. Nonetheless, all play an es-
sential role: in that sense, they require each other. Specifi cally, given 
defl ation of the other two sorts, “explanatory defl ation” is necessary to 
account for some of Anscombe’s observations.

The exegetical stretch notwithstanding, there are some fi t-with-the-
corpus considerations that merit mention. First, it pays to remember 
that Anscombe’s general philosophical methodology is reminiscent of 
J.L. Austin’s: cautious not just in preaching but in practice; open to 
complexities and nuanced details; and comfortable with unresolved 
aporias. (Intention is an obvious, and brilliant, example.) In other work 
Anscombe at least sometimes approached philosophical problems with 
a divide-and-conquer attitude. To mention one especially notorious ex-
ample, in her “Modern Moral Philosophy” (1958) she holds that there 
are some issues that are properly the burden of philosophy of psychol-
ogy rather than of moral philosophy per se. Second, Anscombe was 
aware that phenomena of a similar nature arose in the absence of the 
lexical item ‘I’, e.g. in words such as ‘now’ and ‘here’. Indeed, she men-
tions Casteñeda (1967) in a footnote. Similarly, she recognized that 
the same sort of phenomena show up with third person pronouns. For 
instance, ‘Rob wanted to win, but didn’t know this’ is not made true by 
Rob wanting the 50 year-old Canadian philosopher to win, even though 
Rob was the 50 year-old Canadian philosopher in question. Anscombe 
was also keenly aware of fi rst person thoughts, which arguably are not 
to be explained wholly by features of English pronouns. Third, there is 
one clear bit of textual support for our attribution of “explanatory defl a-
tion”. Anscombe writes: “There is no objection to the topic of reidentifi -
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cation of selves—it is one of the main interests of the philosophers who 
write about selves—but this is not any part of the role of ‘I’” (52–53).

It’s worth ending this section by stressing, to avoid misunderstand-
ing, that we are not discounting Anscombe’s insights about the special-
ness of the fi rst person. We take them very seriously. It is, however, 
consistent with that to expect that something beyond the context-sen-
sitive rule-of-use for ‘I’ will help account for them.

5. Defending our Answer
This concludes our presentation of our proposed “Anscombean refer-
ence for ‘I’”. We turn more squarely now to the task of championing it. 
That requires defending it with respect to both our desiderata: the bet-
ter our reconstruction fi ts with the text, the better; and the more prom-
ising the reconstruction is qua substantive account of the phenomena 
being investigated, the better.

Applied to any reconstruction of Anscombe’s “The First Person”, this 
yields two constraints: fi rst, any putative reconstruction must comport 
with the four positive observations made by Anscombe; and second, 
any putative reconstruction must be at least initially promising and 
worthy of further investigation and development as a view about what 
we have been calling the “mode of meaning” of ‘I’. We will defend our 
account fi rst by addressing both constraints, and then by responding to 
some objections.

Let us begin with Anscombe’s four positive observations about ‘I’ 
to see how our proposed reconstruction fi ts with them. Our proposed 
rule-of-use for ‘I’—namely that if X makes assertions with ‘I’ as subject, 
then those assertions will be true if and only if the predicates used 
assertively are true of X—together with facts about what contexts of 
utterance almost always look like in our world, explains the near guar-
antee that any given use of ‘I’ will have a referent. Setting aside some 
famously puzzling cases (cf. Predelli 2005), there will almost always 
be a speaker in the context of utterance to serve as the target of the 
rule. Regarding misidentifi cation, because no referent is intended with 
a pure indexical, there’s no possibility of an error-inducing confl ict be-
tween the intended referent and what the rule-of-use specifi es.

Second, and again because of the associated rule-of-use for ‘I’, it fol-
lows that where ‘I’ is used there typically won’t be genuine doubt that 
there is a speaker. Granted, full-blown Cartesian-style immunity to 
doubt isn’t automatically ruled out by our reconstruction. Like Witt-
genstein, however, Anscombe herself was very skeptical about claims 
of infallible fi rst-person knowledge of facts. Moreover, embracing “de-
fl ated reference”, it ceases to be a task of the semantic rule for ‘I’ to 
explain entirely on its own the perplexing epistemology of self-knowl-
edge. To demand that is patently to demand too much.

Third, because there is no descriptive sense associated with ‘I’, there 
is no prediction that the output of the semantic rule associated with ‘I’ 
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must be fi xed via bodily properties, nor even via sensory ones. What 
if, qua metaphysician of mind, one wants every ‘I’-user to be bodily? 
We have no problem with such a proposal. Indeed, as noted, our pro-
posed rule-of-use is consistent with it. But our claim, again, is that 
you shouldn’t ask the lexical entry for the fi rst-person pronoun, all by 
itself, to guarantee that for you. The rule is “metaphysically silent” in 
that regard.

Fourth, and fi nally, consider in connection with the special action-
guiding nature of ‘I’ two points that lead to the same result. David Ka-
plan (1989) and John Perry (1979) have proposed that the “character” 
for a word can play an autonomous role in generating action. If they 
are correct, we can already expect ‘Rob Stainton is in danger’ and ‘I am 
in danger’ to have different behavioral proclivities because of how the 
object gets specifi ed when ‘I’, as opposed to a name, is used.7 Second, as 
explained above, for Anscombe thoughts of actions, intentions, move-
ments, etc., are unmediated and non-observational; and these features 
are central to persons in her forensic sense. So, given the defl ated ref-
erent we are proposing, there will exist a special connection between 
what a token of ‘I’ specifi es (hereabouts) and dispositions to act.

Reading Anscombe as working implicitly with a “defl ated” notion of 
reference would fi t well with her important observations about some 
philosophical peculiarities of ‘I’. Our revisionist reading has another 
advantage: it doesn’t commit Anscombe to glaringly false predictions 
about the syntactic and logico-semantic behavior of ‘I’. To explain, we 
will fi rst contrast the linguistic behavior of the expletive ‘it’ with that 
of noun phrases which exhibit a relatively “defl ated” kind of reference. 
We then show that ‘I’ obviously patterns with the latter. This makes 
our reading the more charitable of the two.

In terms of syntax, being a “dummy element” with no reference, the 
expletive pronoun ‘it’ cannot license aphonic gaps which themselves 
have a referring role. Thus consider (1):
1. * It1 seems that John is rich and [e1 allowed him to buy the house]
This sentence strikes us as full-on ungrammatical; there’s no question 
that it’s odd. The reason is not that its meaning would be peculiar: ‘It  
seems that John is rich and that fact allowed him to buy the house’ 
is a perfectly fi ne way of expressing the thought which (1) gestures 
at. Instead, the issue is that the dummy subject ‘it’ is genuinely radi-
cally non-referring—so, the expletive provides no reference-source for 
the unpronounced subject of the second conjunct. (Consider also the 
s trange-sounding ‘It1 fell to –20 degrees and e1 froze the pipes’.) Being 
radically non-referring, the expletive ‘it’ also cannot form referential 
nominal compounds:

7 In their discussions of “The First Person”, both O’Brien (1994) and Rumfi tt 
(1994: 625ff) make suggestions very roughly along these lines. O’Brien (1994: 280) 
suggests, e.g., that mastery of the rule-of-use for ‘I’ will ipso facto bring to light the 
metalinguistic fact that ‘I’ is a device of refl exive self-reference.
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2. *[It and [the cloud]] seem likely to pour rain
And ‘it’ cannot receive focal stress; nor can it appear unembedded: 
3. *It seems likely to pour rain
4. Andrew: Do you expect snow? 
 Rob: *It, it!’
Regarding logico-semantic features, the ‘it’ in question goes with zero-
place predicates: the whole raison d’être of an expletive is to serve as 
surface subject to infl ected verbs which do not take genuine arguments. 
Relatedly, sentences with expletive subjects do not license existential 
generalization. Witness the bizarreness of:
5. It is raining in Florida and it is snowing in Wisconsin. Therefore, 

there is something which is raining in Florida and snowing in 
Wisconsin

We now contrast how other “defl ated referents” work, in terms of their 
syntax and logico-semantics. We will consider two examples: ‘that rain 
storm’ and ‘his longstanding silence’. 

As a preliminary, it’s worth highlighting the respects in which these 
two count as “defl ated” by our lights. In each case, the referent lies 
closer to the “feature-placing” end of the spectrum-of-individuals as 
opposed to its “self-standing subject” end. Relatedly, it is hard to indi-
viduate rain storms and long silences, and hard to count them. Turn-
ing from the referent to the reference relation, because of the context-
sensitivity built into ‘that’ and ‘his’, in both examples the reference is 
not fi xed solely by a descriptive sense. Finally, the explanatory powers 
of rain storms and longstanding silences are comparatively impover-
ished: e.g., it offers no great insight to explain precipitation by appeal 
to a rain storm, nor quiet by appeal to a long silence. (To explain the 
italics above: we do grant that, e.g., one can explain a puddle by ap-
peal to a recent rain storm, and a baby’s successful nap by appeal to 
silence around the house. It is the relative depth and nature of the 
explanation which is at issue: in these examples, they incline towards 
the “defl ated”.)

Now, such defl ated noun phrases do license aphonic gaps which, in 
their turn, refer:
6. [T hat rain storm]1 lasted for hours and e1 was really frightening
7. Irma had a meeting with Ahmed. She called for [his longstand-

ing silence]1 [e1 to end] 
Both can serve as constituents in nominal compounds which them-
selves serve as referential-type arguments. For instance, in (8) ‘that 
rain storm’ conjoins with ‘the dog which kept barking’ to yield an argu-
ment to ‘kept Sean awake’.
8. [N P [That rain storm] and [the dog which kept barking]] kept 

Sean awake
Example (9) illustrates the same point:
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9. I am fed up with [NP [his ugly mug] and [his longstanding si-
lence]]

As a fi nal point about syntax, both ‘that rain storm’ and ‘his longstand-
ing silence’ can receive stress and appear unembedded:
10. Th at rain storm kept me awake, not the barking dog
11. That rain storm! That damned rain storm! 
12. I  can live with Ahmed’s messiness. But his longstanding silence 

drives me mad!
So much for their syntax. The logico-semantics of comparatively “de-
fl ated” noun phrases is also very different from expletives. They go 
with verbs that take genuine arguments, as illustrated already by (6), 
(10) and (12). And from these sentences one can draw valid existential 
inferences: respectively, that something lasted for hours; that some-
thing kept Andrew awake; and that something drives the speaker mad.

So much for the contrasts. As we interpret Anscombe, her view pre-
dicts that ‘I’ should pattern with ‘that rain storm’ and ‘his longstanding 
silence’, not with the ‘it’ of ‘it seems’ and ‘it’s raining’. This prediction 
is borne out. 

‘I’ licens es anaphoric gaps and ‘I ’ coordinates with patently referen-
tial nouns to form nominal compounds:
13. [I1 want [e1 to dance] or [e1 to leave]]
14. [[NP [NP John] and I] love jazz]
The fi rst person pronoun in English can readily receive stress, as in 
(15). And it can appear unembedded (in the accusative case), as in (16):
15. I  won the race, not Ahmed
16. An drew: Who wants tickets to Radiohead?
 Rob: Me, me!
Like clear cases of “defl ated” noun phrases, the fi rst person pronoun 
can also serve as argument to predicates generally, whatever their ar-
ity: ‘I smoke’, ‘Alice likes me’ and ‘Alice gave me a book’ are all perfectly 
fi ne. (Relatedly, if Irma says ‘I smoke’ and Ahmed says ‘Irma smokes’, 
they agree. Notice that this is not predicted by the ‘I’-as-expletive 
view.) Finally, comparable to (6), (10) and (12), sentences containing 
‘I’/‘me’ license existential generalization: ‘I smoke’ entails that there ex-
ists something which smokes; ‘Alice likes me’ entails that there exists 
something which Alice likes, etc.

Our brief discussion of the syntax and logico-semantics of ‘I’ shows, 
on the one hand, that our reconstruction is promising as a substantive 
account of the fi rst person pronoun’s “mode of meaning”. On the oth-
er hand, our reconstruction is exegetically superior because it avoids 
committing Anscombe to a range of obvious falsehoods about how ‘I’ 
behaves linguistically. This completes our positive defense of the re-
construction. We turn, in the next section, to objections that require 
rebuttal.
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6. Objections and Replies
We have now canvassed what we take to be an initially plausible “vari-
ety of reference” (as one might nowadays call it) that can be extracted 
from Anscombe’s “The First Person”, and we have argued that our re-
visionist reading of “The First Person” meets our two desiderata: it 
complies with Anscombe’s four positive observations, and it is indepen-
dently promising as a view about what we have been calling the “mode 
of meaning” of ‘I’. Moreover, if Anscombe was grasping for such an ac-
count of the semantic functioning (or “mode of meaning”) of ‘I’, then, far 
from having committed an egregious linguistic blunder in that famous 
paper, she was in fact anticipating ideas that remain prevalent and 
important today.

But was she? Before defending ‘Yes’ as the appropriate answer, a 
reminder about our project is in order. If we were undertaking philos-
ophy-focused history, a number of avenues of research would suggest 
themselves immediately. One could look into whether Anscombe’s cor-
respondence provides evidence of such a view, or whether marginal 
notes in the works she was reading at the time suggest it. One could 
try to trace which exact passages in her fellow Oxbridge philosophers 
might have inspired such a position on the linguistic role of ‘I’, etc.8 
Such questions—fascinating and worth pursuing—are not, however, 
our concern in the present paper. Still, a charitable and insightful 
reconstruction of the paper’s arguments and conclusions requires, at 
a minimum, two things: fi rst, internal consistency; and second, con-
sistency with the philosophical milieu in which she was working and 
writing. So let us turn to some objections that touch on these consid-
erations.

A. On ‘Referring’
The fi rst objection to our reading of “The First Person” is straightfor-
ward: our proposed interpretation simply doesn’t fi t with all the things 
Anscombe says about ‘I’ not referring. With this general observation we 
agree. But as argued in Stainton (2018), this complaint is merely ter-
minological. Anscombe’s (at that time perfectly apt) use of the vocable 
/rɛf(ə)r(ə)ns/ does not entail, even for Anscombe, that ‘I’ fails to have 
a rule-of-reference in our 21st Century sense of ‘reference’. Our claim, 
recall, is that as we in 2018 might phrase it Anscombe is merely urg-
ing that in one historically specifi c sense of ‘refer’ that she was working 
with, ‘I’ doesn’t “refer”. But it is perfectly consistent with this view that 
‘I’ can be used to “speak of” something; to “concern an object”; to “make 
an assertion about” something; and to “specify” an object”. In other 
words, on our revisionist reading ‘I’ does refer for Anscombe, at least on 

8 There is also the concern that, so far as we have been able to establish, 
Anscombe never regretted nor retracted the phraseology of “The First Person” once 
“thinner” notions of reference became more standard.
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the modern understanding of ‘refer’. (Anscombe writes: “a self can be 
thought of as what ‘I’ stands for, or indicates, without taking ‘I’ as a 
proper name” (52). This seems to endorse the idea that ‘I’ does indeed 
“refer” in our “defl ated” sense, but not in the “infl ated” way that proper 
names were assumed to.)

B. On “Missing Discussions”
A second objection. There are discussions that one would expect to fi nd 
in Anscombe’s text if our “defl ated” re-reading were correct—discus-
sions, in particular, of other kinds of “defl ated” referring which seem 
to belong in the same ballpark. Specifi cally, one would expect to fi nd 
treatments of other terms which have only a rule-of-use that requires 
no intention, such as ‘today’ and ‘here’. If she were offering a defl ation-
ary take on the “mode of meaning” of ‘I’, and if she really was concerned 
to put forward an allegedly novel variety of reference, surely she would 
have discussed similar context-sensitive words? They would be grist 
for her mill, if our interpretation were on the right track. And wouldn’t 
she address Kripke-style views of names, according to which even they 
aren’t “infl ated”?

One can’t explain away these seeming lacunae in terms of a lack 
of knowledge or a mere oversight. Anscombe was clearly aware of the 
existence of such context-sensitive items: again, she cites Castañeda 
(1967) in connection with the distinction between direct and indirect 
refl exive uses of ‘I’ and other pronouns. Similarly for names as directly 
referential: Anscombe mentions Kripke, in particular criticizing him 
for trying to recast the Cartesian argument in a way that downplays 
the centrality of ‘I’.

Our reply has to do with the central aim of “The First Person”. It 
is too seldom stressed that its objective is to rebut a neo-Cartesian se-
mantic argument for mind-body dualism. That argument contains as 
a premise, in effect, that ‘I’ has “infl ated” reference, and that this fi xes 
the nominatum as non-bodily. That is, the very fi rst paragraph of “The 
First Person” is not a mere historical preamble, but instead states the 
topic of the paper:

Descartes and St. Augustine share not only the argument Cogito ergo sum—
in Augustine Si fallor, sum—but also the corollary argument claiming to 
prove that the mind (Augustine) or, as Descartes puts it, this I, is not any 
kind of body... The fi rst-person character of Descartes’ argument means 
that each person must administer it to himself in the fi rst person; and the 
assent to St Augustine’s various propositions will equally be made, if at 
all, by appropriating them in the fi rst person. In these writers there is the 
assumption that when one says ‘I’ or ‘the mind’, one is naming something 
such that the knowledge of its existence, which is a knowledge of itself as 
thinking in all the various modes, determines what it is that is known to 
exist (45, our emphasis).
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Given this focus on ‘I’ as name-like, there is a good reason why Ans-
combe would by-pass the workings of ‘here’, ‘today’, etc. Her focus was 
rightly on how ‘I’ does not work. We are proposing a positive account of 
‘I’’s functioning, based on clues from the text. But Anscombe’s aim was 
different: it was to shut down this neo-Cartesian argument at its very 
outset. In light of this, though perhaps it would have been illuminating 
as an aside, a discussion of other terms in the same “defl ated” ballpark 
would have been just that: an aside. (Anscombe writes: “To say all this 
is to treat ‘I’ as a sort of proper name. That’s what gets us into this jam” 
(48).)

As for why she elided discussion of Kripke’s views, a fi rst point is 
that early 70s Oxbridge had simply not yet embraced his lessons about 
direct reference. In any case, Anscombe just does take proper names to 
be sense-bearing; this seems to be non-negotiable for her. What’s more, 
if Kripke were right that even names lacked descriptive senses, then 
the neo-Cartesian semantic argument couldn’t get off the ground. Thus 
Kripke, far from proving an opponent, would be offering up another 
path to the same no-sense-for-‘I’ conclusion.

Thus, whatever she may have had in mind as she wrote, it was per-
fectly reasonable for Anscombe to have avoided making positive claims 
about semantic similarities between ‘I’ on the one hand and other “pure 
indexicals” on the other. And it was perfectly reasonable for her to side-
step discussion of Kripke’s newfangled views on names.

C. On Identity Propositions
A third objection is arguably the most pressing. Recall that according 
to our revisionist interpretation of “The First Person” the fi rst-person 
pronoun ‘I’ is associated with a referent. But if that’s the case, how 
could Anscombe hold that a sentence of the form ‘I am Elizabeth Ans-
combe’ does not express an identity proposition? Worse, her infamous 
claim fi ts very well with the “Straight” reading that we are challenging: 
if ‘I’ is an expletive, then of course ‘I am Elizabeth Anscombe’ will not 
express an identity.

We have three replies. First, because the referent is defl ated on the 
view we are attributing to Anscombe, there isn’t the right kind of ob-
ject for an identity. Being merely a locus for feature-placing, there are 
no clear individuation conditions for the thing “spoken of”/“specifi ed” 
by ‘I’; so if genuine identity requires “robust” objects satisfying precise 
Quinean individuation conditions, then it follows that there won’t be 
person-involving identities (in that exigent sense).

Second, because the reference relation is defl ated, there are not two 
senses, each corresponding to the same object. But since Fregeans re-
quire this for an (informative) identity statement, there won’t by Ans-
combe’s lights be any such statements involving ‘I’.

Third, because of the defl ated “metaphysical and explanatory pow-
er” of ‘I’, the fi rst person pronoun on its own does not fi x or entail the 
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nature of the thing-which-asserts. In particular, it does not fi x it as 
a kind of body. In contrast, according to Anscombe the proper name 
‘Elizabeth Anscombe’, as a matter of analytic entailment, must refer 
to a certain kind of animal, namely a human, female animal. Worse 
for “real identities”, and revisiting a point from footnote 4, Anscombe’s 
view seems to be that ‘I’-users turn out to be persons in the forensic 
sense, and these are only “intimately connected” with bodies. So again, 
‘I am Elizabeth Anscombe’ cannot state an identity proposition in the 
relevant sense. (That Anscombe is rejecting only “identity statements” 
construed in some philosophically strict way is suggested by her ac-
knowledgement at the outset of her paper that there is a “mundane, 
practical, everyday sense” in which ‘I am Descartes’ can be true (46).)

Here is another way at our main point. Ask: why, according to Ans-
combe, is ‘Elizabeth is Anscombe’ a genuine identity statement? The 
answer is: because the referent of both ‘Elizabeth’ and ‘Anscombe’ is a 
robust, countable human body; and because there is a sense associated 
with both proper names, each yielding the same nominatum. Also, we 
have not just an intimate connection between Elizabeth and Anscombe, 
but one single thing. Now compare this with the case of ‘I’.

7. Conclusion
Many readers have taken Anscombe to hold a radical non-referring 
view about ‘I’, according to which ‘I’ is a sort of expletive pronoun. Such 
a view, however, fi ts poorly with numerous points made explicitly by 
Anscombe in her paper; it is also manifestly incorrect about both the 
surface syntax and logico-semantics of ‘I’. Fair engagement both with 
Anscombe as a founder of the Analytic tradition and with her excep-
tionally insightful paper requires us, therefore, to identify a “mode of 
meaning” for ‘I’ that coheres better with her text and with her larger 
philosophy, as well as with certain empirically obvious facts about the 
fi rst person pronoun.

With that in mind we have proposed an “Anscombean reference for 
‘I’” which is defl ated along three axes: fi rst, the reference relation does 
not involve a descriptive sense, but only a rule-of-use where intentions 
are otiose; second, the referent is a “person” in the forensic sense of that 
term; and third, the explanatory burden of “Anscombean reference” in 
epistemology, psychology, and metaphysics is fairly limited, so that 
many of the puzzling aspects of the fi rst person must be explained by 
something other than the lexical semantics of ‘I’.
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In this paper, I consider the phenomenon of evaluation reversal for two 
classes of evaluative terms that have received a great deal of attention in 
philosophy of language and linguistics: slurs and thick terms. I consider 
three approaches to analyze evaluation reversal: (i) lexical defl ationist 
account, (ii) ambiguity account and (iii) echoic account. My purpose is 
mostly negative: my aim is to underline the shortcomings of these three 
strategies, in order to possibly pave the way for more suitable accounts.
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1. Introduction
Language is not only used to describe state of affairs, but also to evalu-
ate them, i.e., to express subjective judgements. The most prototypi-
cal pieces of language that are employed for the purpose of evaluating 
are thin terms, such as ‘good’ and ‘bad’, but many other expressions 
systematically convey evaluative contents: just to mention a few, the 
so-called thick terms, slurs, aesthetic predicates, predicates of personal 
taste and the like.

In this paper, I assess the phenomenon of evaluation reversal: uses 
of language in which a term that typically carries an evaluative content 
with a certain polarity (positive or negative) can be felicitously used in 
order to convey evaluative content with an opposite polarity (from posi-
tive to negative and vice versa). In this work, I focus on slurs and thick 
terms—expressions which are systematically associated with evalua-
tive contents—, while I leave aside descriptive terms that can be on oc-
casion used evaluatively (see Stojanovic 2016a, especially section 2.1). 
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Slurs are derogatory terms targeting individuals or groups on the 
basis of their belonging to a certain category.1 Prototypical English 
slurs target nationality, ethnic origins, sexual orientation, religion 
and so on, and they are associated with a negative evaluative content. 
Thick terms, on the other hand, are usually defi ned as those expres-
sions which combine descriptive and evaluative contents, both positive 
and negative:2 ‘generous’ for instance does not only refer to the proper-
ty of being willing to share one’s resources, but it also conveys the idea 
that it is good to be so; ‘lewd’ refers to the property of being sexually 
explicit beyond conventional boundaries, but it also conveys the idea 
that it is bad to be so. In this work, I do not go through all the possible 
theories of slurs and thick terms; instead I focus on the case of evalua-
tion reversal and critically discuss three accounts.

The paper goes as follows. In section 2 I briefl y present two phe-
nomena which can be accounted for in terms of evaluation reversal: the 
reclamation of slurs and the variability of thick terms. In section 3, I 
discuss three theories developed to account for reclamation or variabil-
ity (or both): they are the lexical defl ationist account (3.1), the ambigu-
ity account (3.2) and the echoic account (3.3). My goal is to pinpoint 
the shortcomings of each of them. My aim here is strictly negative, 
but clarifying the diffi culties of each approach should pave the way for 
more promising accounts.

2. Evaluation reversal: reclamation and variability
This section is dedicated to the reclamation of slurs (section 2.1) and 
variability of thick terms (section 2.2). In this paper, I do not develop 
an argument to support the thesis that the two phenomena are similar 
under crucial aspects (for a defense of a similar position, see Cepol-
laro 2017a), but I do treat both of them as cases where a lexical item 
conventionally associated with a positive or negative evaluation can be 
used on occasion with the opposite polarity. 

2.1 The reclamation of slurs
In the debate on slurs, scholars underline how these expressions sys-
tematically convey derogatory contents towards the target group re-
gardless of (i) how the slur is embedded and (ii) what the intentions of 
the speaker are. As for (i), we observe that an utterance like ‘Lea is a 
wop’ keeps being derogatory also when it is embedded under negation, 
conditional, modal, question: ‘Lea is not wop’, ‘If Lea is a wop, her son is 
too’, ‘Lea may be a wop’, ‘Is Lea a wop?’. The relation between slurs and 
derogation is such that the pejorative content resists when embedded 

1 See i.a. Potts (2005), Hom (2008), Anderson and Lepore (2013a, 2013b), Camp 
(2013), Cepollaro (2015), Jeshion (2013), Bolinger (2017).

2 See Hare (1963), Williams (1985), Blackburn (1992), Gibbard (1992), among 
others.
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under semantic operators. As for (ii), consider a case where someone 
calls a person a slur and then apologizes by saying she did not mean to 
offend. The absence of the intention to offend is not enough to cancel or 
neutralize the derogation:3 slurs are demeaning, notwithstanding the 
intentions of the speaker.

However, we should not take these observations as evidence that 
there is no way in which slurs occur without being derogatory. As a mat-
ter of fact, slurs can also display some peculiar uses, that go under the 
label of ‘reclamation’, which seem to convey no derogation. Reclamation 
is the phenomenon for which the members of a target group can use the 
slur targeting their own group in such a way that slurs are not deroga-
tory in those cases. Reclamation constitutes a challenge to a theory of 
slurs which aims to account for the fact that the pejorative content of 
these expressions seems to resist all kinds of embedding and attempts of 
neutralization. The phenomenon raises many questions, some of which 
we will discuss here. Among the main issues scholars are faced with 
there is the question as to whether reclaimed uses of slurs are literal 
uses of language; as to whether, once a slur gets reclaimed, it is still the 
same lexical item as before; as to whether reclaimed uses of slurs pose 
similar moral problems as non-reclaimed ones; as to whether reclama-
tion can take place without political awareness or not, and so on.

To complicate the picture even more, as Jeshion (ms) underlines, 
reclamation is not a uniform and homogeneous phenomenon: there are 
many ways in which a slur can be used by in-groups without being 
derogatory. Some reclaimed uses of slurs convey positive evaluative 
content, some are just non-negative without being necessarily positive; 
some are possible for in-groups only, while some are available for out-
groups too; some sound ironic, satirical or sarcastic, while some do not, 
and so on. In this work, I am interested in reclaimed uses of slurs where 
the term is used in a positive way, that is, in the cases where the evalu-
ation conveyed by these expressions is reversed, not just suspended (for 
an analysis of evaluation suspension, see Cepollaro 2017a: section 3.2). 
It may turn out that this is just a subgroup of reclamation in general.

2.2 The variability of thick terms
Scholars in ethics and metaethics noticed that even though thick terms 
are associated with evaluative contents linked with a certain polar-

3 In the last decade, quite a few of these cases made it to the newspaper. What 
they all have in common is that someone used a slur and then tried to apologize by 
appealing to their own non-derogatory intentions; in all of those cases, this attempted 
apology failed to excuse them, as in the case of slurs the absence of a derogatory 
intention does not typically cancel the derogation which did take place nevertheless. 
Just to mention three such cases: https://www.theguardian.com/sport/2015/
dec/15/rajon-rondo-gay-slur-nba; https://www.washingtonpost.com/news/early-
lead/wp/2017/10/31/conor-mcgregor-apologizes-for-homophobic-slur/?utm_term=.
d78b2c9128fa; https://www.huffi ngtonpost.com/entry/nhl-athlete-non-apology_us_5
922fcace4b094cdba55ecb0?guccounter=1.
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ity, on occasion they can be felicitously used with an opposite polari-
ty.4 Just to make an example, provided that ‘chaste’ typically carries 
a positive evaluation, under certain circumstances, it can be used in a 
negative way. This example is taken from the Corpus Of Contemporary 
American-English (or COCA; Davies 2008):

“Not sure how long I’ll be gone. (…)’. Elaine gave him a quick kiss on the 
cheek. ‘That was a little chaste’. ‘Don’t look now, but we seem to be of inter-
est to about fi fty elderly women on the tour bus behind you’ ‘Should we give 
them something to stare at?”

It looks like the speaker is using ‘chaste’ as a negative thing for a kiss 
to be; despite the use of an evaluative term with a positive polarity, 
the speaker is not endorsing that kind of positive evaluation, quite the 
contrary: he is using ‘chaste’ as meaning to convey a negative rather 
than positive evaluation. The example which is mostly discussed in 
the literature is the positive use of a thick term with negative polarity, 
namely ‘lewd’. The original example from Blackburn is the following:

“[We may] worry that this year’s Carnival was not lewd enough” (Blackburn 
1992: 296, quoted in Väyrynen 2013: 217).

But Väyrynen (2013) changes the example a bit in order to avoid the 
unneeded complications brought about by the expression ‘not enough’ 
and credits Matti Eklund for the fi nal version of the example:

“The carnival was a lot of fun. But something was missing. It just wasn’t 
lewd. I hope it’ll be lewd next year” (Väyrynen 2013: 85)

The speaker is using ‘lewd’, typically associated with a negative evalu-
ation, as expressing a positive one. As in the case of reclamation, schol-
ars need to address questions e.g. whether instances of variability 
count as literal uses of thick terms or as to whether, once an expression 
like ‘lewd’ gets used positively, it is still an instance of the same lexical 
item as before.

3. Three theories of evaluation reversal: 
lexical defl ationism, ambiguity, echo
In this section, I consider three possible approaches to evaluation re-
versal and I apply them to the case of reclamation and variability. 
These strategies have been explicitly proposed to account for the phe-
nomenon of evaluation reversal in relation to thick terms specifi cally 
(this is the case for the lexical defl ationist account, section 3.1), or to 
slurs (this is the case for ambiguity account, section 3.2) or to both slurs 
and thick terms (echoic account, section 3.3). In what follows, I try to 
see how each of these approaches can explain evaluation reversal for 
both slurs and thick terms. As announced, my aim is negative: my goal 
is to underline the shortcomings of the three strategies in order to pave 
the way for more promising accounts.

4 Hare (1952), Blackburn (1992), Väyrynen (2011, 2013), Eklund (2013).
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3.1 Lexical defl ationism
The lexical defl ationist account of evaluation reversal was put forward 
for the variability of thick terms rather than for the reclamation of 
slurs. However I assess its plausibility both for slurs and thick terms, 
by following a suggestion of Väyrynen (2016).

Lexical defl ationism amounts to the idea that the reason why the 
evaluation conveyed by slurs and thick terms can change polarity on 
occasion is that it is not lexically encoded. For this approach, the evalu-
ative content with which these expressions are associated consists in 
pragmatic implications; the addressees infer the evaluative content 
(and of course its polarity) in each context. Väyrynen (2013) defends a 
similar thesis for thick terms; moreover, Väyrynen (2016) hints at the 
possibility to develop a theory of slurs along similar lines; to him, the 
resulting approach would resemble Bolinger (2017)’s one. For Bolinger, 
the derogatory content of slurs is due to purely pragmatic mechanisms: 

In choosing to use a slurring term rather than its neutral counterpart, the 
speaker signals that she endorses the term (and its associations). Such an 
endorsement warrants offense, and consequently slurs generate offense 
whenever a speaker’s use demonstrates a contrastive preference for the 
slurring term. (Bolinger 2017: 439)

In this framework, when speakers reclaim a slur, they use it defi antly, 
without endorsing the relevant associations; as the group of speakers 
who do so grows, the link between the lexical item and the associated 
contents grows weaker and weaker. When reclamation reaches a cer-
tain stage, it is the context that determines each time whether the slur 
carries a negative evaluative content or not. Such a strategy, defended 
by Väyrynen and arguably by Bolinger too, appears to analyze slurs 
and thick terms in a way that makes them similar to terms that do not 
lexically encode evaluation, but can be used in evaluatively on occa-
sion—either positively or negatively—, for instance ‘intense’ (see Stoja-
novic 2016a, 2016b about “valence-underspecifi cation”).

Let us now look at the shortcomings of lexical defl ationism. As far 
as thick terms are concerned, one may wonder if the context is really 
enough to determine the polarity of the evaluative content. In what 
follows, I propose a case which suggests, contra lexical defl ationism, 
that it is the lexical content which determines the interpretation of the 
evaluation. Suppose there are two thick terms which share the same 
descriptive content such that one is typically associated with a positive 
evaluation and the other with a negative one. For the sake of the ex-
ample, suppose that this is the case for ‘reckless’ and ‘brave’, so assume 
that their descriptive meaning amounts to something like ‘willing to do 
something dangerous’, while their evaluative contents have opposite 
polarities, one negative, one positive. Now suppose that two such terms 
are used in the same context:
A. What she did was courageous!
B. It was not. It was reckless.



368 B. Cepollaro, Negative or Positive? Three Theories

The two speakers, A and B, agree on what the facts are and what the 
act at stake is and, nevertheless, disagree on how to evaluate it. If lexi-
cal defl ationism were right, the audience of such a dialogue would be 
confused about how the two speakers evaluate the act at stake: since for 
this approach it is the context and not the lexical content which deter-
mines the interpretation of the evaluative content, if the context is one 
and the same and—by hypothesis—the descriptive content is the same, 
the context should attribute the same evaluative content to both of them. 
However, the audience of the dialogue has no diffi culty in understanding 
that A approves of the action under discussion and B disapproves of it. I 
argue that this is so because the evaluation is in fact lexically encoded: 
competent speakers can come up with a default interpretation roughly 
corresponds to the conventional meaning of the term at stake.

As far as slurs are concerned, on the other hand, lexical defl ation-
ism in the version of Bolinger (2017) has some problems in accounting 
for the intuition that slurs are derogatory also in a context where they 
are speakers’ default choice (e.g. racist environments and discussions). 
Let me state again that for lexical defl ationists, slurs do not lexically 
encode offensive contents, they are only pragmatically associated with 
them as a matter of contrastive choice. If that was the case, then they 
would not be associated with any such content in a situation where 
they are the default choice. In other words, lexical defl ationism can 
account for the intuition that slurs are derogatory (i.e. they convey of-
fensive contents) when they occur in non-racist environments, but not 
when they occur in bigot contexts, where they do not trigger any prag-
matic implication in virtue of being the default option. I take this as 
evidence that lexical defl ationism is wrong in postulating that slurs do 
not convey derogatory contents at the level of conventional meaning.

To sum up, we started from observing that lexical defl ationism has 
an easy way to explain evaluation reversal: since the evaluative con-
tent is not lexically encoded in the conventional meaning of slurs and 
thick terms, its polarity can change on occasion. However, we have 
observed that this approach has problems on its own explaining the 
behavior of slurs and thick terms in general and thus it may not be a 
viable option to account for evaluation reversal. In what follows, we 
consider two alternative theories which endorse the claim that slurs 
and thick terms lexically encode evaluative contents. The challenge 
which these approaches need to meet is to account for the possibilities 
for such evaluative contents to change polarity.

3.2 Ambiguity
The ambiguity account of evaluation reversal was put forward for the 
reclamation of slurs rather than for the variability of thick terms. How-
ever, as I did for the lexical defl ationist approach, I shall consider both 
applications.
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The main point of the ambiguity account of reclamation is that once 
slurs are reclaimed, a new word comes to exist. Many scholars endorsed 
this thesis5 which it gets rid of the problem raised by reclamation at 
its source: it rejects the idea that a lexical item undergoes an evalua-
tion reversal, since there are in fact two different lexical items. Accord-
ing to this approach, reclamation does not challenge those theories of 
slurs which analyze the derogatory content as part of the conventional 
meaning of the term, because in this framework reclaimed slurs are 
not instances of the same lexical items as slurs; in fact, they are not 
‘slurs’ properly speaking. They are other terms with a different—and 
non-derogatory—meaning. The same would hold for thick terms: once 
a thick term is used with a different polarity, a new evaluative term 
comes to existence.

In the debate on slurs, this proposal has received some criticism 
from Anderson and Lepore (2013a) and Anderson (2018), an objection 
which Ritchie (2017) calls ‘Reclamation Worry’ (RW). The criticism is 
the following: if there was an ambiguity relation between reclaimed 
and non-reclaimed slurs, then any speaker would be able to felicitously 
use one or the other lexical item; however, this is famously not the case, 
as usually only in-groups and not out-groups can felicitously use the 
non-derogatory term. Anderson and Lepore use this argument against 
the theories of slurs which (i) are content-based (i.e. hold that these 
expressions lexically encode pejorative contents) and (ii) explain recla-
mation by relying on an ambiguity account. For Anderson and Lepore, 
because not every speaker can use any meaning of a slur (derogatory 
and non-derogatory), then the ambiguity thesis of reclamation must be 
wrong and therefore content-based theories should be rejected because 
they would have no other way to explain reclamation.6

In what follows, I present challenges to the ambiguity thesis that are 
orthogonal to the Reclamation Worry, as I do not take it to constitute a 
problem for the ambiguity thesis. In fact, in Cepollaro (2017b) I argued 
that, on a closer inspection, the RW should not trouble the defendants 
of the ambiguity account too much, because there are further cases in 
other languages (e.g. personal pronouns in French, German, Italian, 
Spanish) where two lexical items are ambiguous and the issue of which 
speaker can use which term is a matter of socially-determined factors. 
Leaving that worry aside, the main problem with the ambiguity thesis 
is that it raises more diffi culties than it would have initially appeared. 
In particular, it needs a detailed characterization of ‘ambiguity’, which 
is something that scholars tended to overlook. As Anderson (2018) un-
derlines: “Positing a lexical ambiguity, for example, would mean that 

5 Hom (2008: 428, 438), Richard (2008: 16), Saka (2007: 146–147), Miščević 
(2011: 176), Jeshion (2013: 250–253), Whiting (2013: 370).

6 Section 3.3 shows that this is not the case: content-based views are also 
compatible with the echoic account; so, Anderson and Lepore’s criticism would not 
suffi ce anyway to challenge content-based approaches, even if the objection towards 
the ambiguity thesis were correct. 
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either [the N-word] corresponds to non-identical entries in the lexicon 
or it expresses multiple meanings”. As Anderson remarks, there are 
two options available for the ambiguity account, which we can attribute 
to the phenomena of homonymy and polysemy. The fi rst characteriza-
tion—homonymy—boils down to analyze a standard and a reclaimed 
slur as corresponding to two different entries in the dictionary.7 The 
second characterization—polysemy—is to posit that a standard and a 
reclaimed slur correspond to one lexical entry with multiple meanings.

Let me start from homonymy, which is the phenomenon for which 
two lexical items are written and pronounced in the same way and such 
a thing is—so to speak—accidental: there is no special connection (for 
instance at the level of etymology) between the two terms. This is the 
case for example for ‘bank’: we can talk about two different lexical en-
tries bank1 and bank2, where the former refers to the fi nancial institu-
tion and the latter to the river side. We can observe that the two items 
have different etymologies and that the two meanings corresponding to 
bank1 and bank2 are expressed by different words in other languages 
(‘banca’ vs. ‘sponda’ in Italian, ‘banque’ vs. ‘rive’ in French, etc.). If we 
look at the relation between a standard offensive use of a slur and a 
reclaimed one, we observe that it does not resemble homonymy: the two 
uses do not correspond to terms with different etymologies and the link 
between the offensive and the non-offensive use of the term does not 
amount to an accident, as in the case of bank1 and bank2.

 The second option for the ambiguity thesis to characterize the rela-
tion between standard and reclaimed slurs is polysemy, the phenom-
enon for which one term has multiple meanings that correspond to dif-
ferent aspects. For instance, take ‘bottle’. The lexical item can refer to 
the object or to the content of the object, as in “The bin is full of empty 
bottles” (object) and “She drank two bottles of Pastis” (content). The 
two meanings—object and content—correspond to two related aspects 
of the concept BOTTLE. If we go back to slurs, we see that if ambiguity 
is characterized in terms of polysemy, standard and reclaimed slurs 
would have to correspond to different meanings of the same word. This 
sounds more promising than holding that the two are not related and 
that the ambiguity is merely accidental, as in the case of homonymy 
(see ‘bank’). However, the two meanings do not seem to correspond to 
two aspects of the same concept, as in prototypical cases of polysemy. If 
we look at instances of regular polysemy, we cannot really trace cases 
where the two aspects involved only differ at the level of evaluative 
rather than descriptive content. The same observations can be made 
for thick terms.

The ambiguity account needs deeper investigation on homonymy 
and polysemy in order to develop a detailed and precise proposal of 

7 Which is something Ritchie (2017) has in mind when she formulates the 
Reclamation Worry by noticing that “Anyone can use ‘bank’ to mean fi nancial 
institution or side of a river”.
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evaluation reversal, because, as it stands, there are too many dissimi-
larities between the homonymy and polysemy involving descriptive 
meanings on the one hand (see ‘bank’, ‘bottle’) and the case of evalu-
ation reversal involving evaluative meanings on the other hand (see 
slurs and thick terms).

Finally, the ambiguity account needs a supplementary story about 
how the evaluation reversal begins in the fi rst place: we know that for 
new lexical items (or new meanings of old words) to come to exist, cer-
tain conditions have to be met: the fact that a term is on occasion used 
with a different polarity than usual does not seem enough to postulate 
the creation of a new lexical item. The echoic theory that we discuss in 
the following section seems to be better equipped to account for how the 
reversal begins.

3.3 Echo
The echoic account of evaluation reversal was originally put forward 
for the reclamation of slurs by Bianchi (2014), furtherly supported by 
Miščević and Perhat (2016), and extended to the variability of thick 
terms in Cepollaro (2017a).

The bulk of the proposal is that the cases of evaluation reversal are 
instances of dissociative echoic uses of language, i.e. cases in which by 
uttering an evaluative locution the speaker is evoking the evaluative 
content conveyed by that particular term, but at the same time she is 
expressing her dissociation with respect to such content. Instances of 
evaluation reversal are not literal uses of evaluative language. As a 
matter of fact, the echoic theory was put forward by Sperber and Wilson 
(1986) in order to account for irony: in ironic utterances, speakers evoke 
some thought, belief or expectation that they attribute to someone else 
and at the same time they express their dissociation with respect to 
the evoked content. In this sense, evaluation reversal counts as a case 
of irony. Since irony involves a dissociative attitude, the possibility for 
irony to be successful (i.e. to be felicitous and to get recognized) requires 
a correct interpretation of attitudes. As a consequence, for evaluation 
reversal to be successful, the audience needs to recognize and correctly 
interpret the attitude of the speaker, which leaves room for all sorts 
of misunderstanding. Recall the example we mentioned in section 2.2., 
when the speaker complained about a kiss by saying “That was a little 
chaste”. For the echoic theory, the speaker is evoking the evaluative 
content associated with ‘chaste’, namely ‘it is good to be abstaining from 
sexual intercourse’, and he is making fun of it by expressing his disso-
ciative attitude. The same goes for slurs: when the actress, singer and 
stand-up-comedian Lea DeLaria calls herself ‘that fucking dyke’; what 
she does is evoking the pejorative content associated with the homopho-
bic slur and expressing her dissociation from it at the same time.

The echoic approach can tell a plausible story about how evaluation 
reversal starts: it starts by defi antly subverting the lexically encoded 
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evaluation of a certain locution by means of irony. However, there are 
a few points on which the theory shows its weaknesses and call for 
adjustment.

Most of the diffi culties that the approach has concern slurs rather 
than thick terms, for which, on the contrary, it seems to work quite 
well (for a contrary opinion, see Väyrynen 2013). The main issue is 
whether the echoic theory can account for all cases of reclamation. As 
noticed in section 2.1, reclamation is far from being a uniform and ho-
mogenous phenomenon: different instances display different proper-
ties. In particular, there are cases which are convincingly captured by 
the ironic explanation (for instance, the above-mentioned examples of 
uses of ‘chaste’ and ‘dyke’). To support the view, notice that the clearer 
the ironic intentions are, the easier it is for the audience to understand 
that the usual evaluation is subverted. On the other hand, however, 
not all instances of reclamation appear to be ironic, not even in the 
technical sense which Sperber and Wilson have in mind. In particu-
lar, advanced-stage cases of reclamation seem to have lost the ironic 
fl avor. Consider for example certain uses of ‘queer’: if one talks about 
the ‘queer studies’ class she is taking, it is implausible to postulate an 
ironic use of ‘queer’, it is just how the class is called; if one appreciates 
‘queer tango nights’, there is no reason to imagine that she is being 
ironical, it is just how certain kinds of tango are called. In other words, 
when the process of reclamation is at an enough-advanced stage—i.e. 
when there is an attested non-derogatory use of the expression which 
used to be a slur—, the reclaimed uses can cease to sound ironic. Note 
that this feature (the absence of ironic fl avor) does not depend on the 
fact that reclaimed uses of ‘queer’ become available for out-groups too: 
as a matter of fact, also some reclaimed uses of the ‘n-word’ which are 
available for in-groups only fail to display irony.

The fact that the echoic approach does not seem to account for all in-
stances of reclamation can be taken to suggest either that reclamation 
is not a uniform and homogeneous phenomenon and that therefore new 
explanations are required—as Jeshion (ms) claims—or that the echoic 
account is well-equipped to account for some cases of reclamation but 
needs some sort of supplementary story for the non-ironic cases.

4. Conclusion
As stated at the beginning, this paper has a negative purpose, i.e. un-
derling the shortcomings of three existing accounts of evaluation rever-
sal. The analysis focused on two different cases of evaluatives—slurs 
and thick terms—in order to look at evaluation reversal with a broader 
stance. In particular, after presenting the phenomenon at stake (sec-
tion 2), I argued that lexical defl ationism has troubles explaining the 
behavior of slurs and thick terms in the fi rst place and thus it should 
not be taken as a viable explanation of evaluation reversal (section 3.1); 
as for the ambiguity thesis, I showed that it lacks a detailed account 
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of how standard cases of homonymy and polysemy relate to the case of 
evaluatives (section 3.2). Finally, I moved to the echoic approach (sec-
tion 3.3) and underlined that despite its many merits, it displays some 
weaknesses in accounting for what appear to be non-ironical uses of re-
claimed slurs. I hope that by clarifying the diffi culties of each approach, 
I paved the way for more promising theories.
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The purpose of this paper is to draw out a little noticed, but (I think) cor-
rect and important, consequence of David Lewis’s theory of how the val-
ues of contextual parameters are determined. According to Lewis (1979), 
these values are often determined at least in part by accommodation; 
to a fi rst approximation, the idea is that contextual parameters tend to 
take on the values they need to have in order for our utterances to be true. 
The little-noticed consequence of Lewis’s way of developing these ideas 
is that what we say is determined in part by the way the conversation 
unfolds after our utterance. That is, Lewisian accommodation entails 
a non-standard form of externalism, according to which what we say 
is determined not only by factors internal to us at the time of our ut-
terance, nor even by truths about our physical or social environment 
at the time of utterance or by our history, but also by truths about our 
future—truths about times after the time of our utterance. Seeing this 
consequence clearly lets us refi ne and improve upon Lewis’s account of 
when accommodation can occur.
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The purpose of this paper is to draw out a little noticed, but (I think) 
correct and important, consequence of David Lewis’s theory of how the 
values of contextual parameters are determined. According to Lewis 
(1979), these values are often determined at least in part by accommo-
dation; to a fi rst approximation, the idea is that contextual parameters 
tend to take on the values they need to have in order for our utterances 
to be true. The little-noticed consequence of Lewis’s way of developing 
these ideas is that what we say is determined in part by the way the 
conversation unfolds after our utterance.1 That is, Lewisian accommo-

1 I say “little noticed” rather than “unnoticed” because Mark Richard points out, 
in a discussion of Lewis, that “our conversational behavior presupposes that what 
transpires in a conversation at a time t may effect the interpretation of predicates 
used in contributions to the conversation completed (long) before t’” (1995: 565)—
which is very close to the view I will go on to discuss. But Richard adds an important 
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dation entails a non-standard form of externalism, according to which 
what we say is determined not only by factors internal to us at the 
time of our utterance, nor even by truths about our physical or social 
environment at the time of utterance or by our history, but also by 
truths about our future—truths about times after the time of our utter-
ance. Seeing this consequence clearly lets us refi ne and improve upon 
Lewis’s account of when accommodation can occur.

Before I begin, let me lay out a few assumptions to ease the dis-
cussion to follow. I take a context to be an ordered sequence, with the 
elements of the sequence corresponding to specifi c context sensitive 
expressions; for example, the sequence might consist of an element cor-
responding to “I”, an element corresponding to “you”, an element cor-
responding to “that”, an element corresponding to “tall”, and so on.2 In 
some cases, these elements may be the extension of the corresponding 
expression (e.g., the element corresponding to “I” may be an individual, 
the speaker), while in other cases the semantic values of the expres-
sions may allude to these elements in some other way (e.g., we will as-
sume that the element corresponding to “tall” is not the extension, but 
a degree of height—the standard that something must meet to count 
as “tall” in the context).

I am also going to assume that the semantic values of sentences 
are functions from contexts to propositions, and that these propositions 
serve as the content of speech acts such as assertion.3 (So, on the view 
I am taking for granted, semantic values are something much like Ka-
plan’s characters.) The idea that semantic values relate so straightfor-
wardly to contents is controversial (Ninan 2010, Rabern 2012, Rabern 
and Ball forthcoming), and I am adopting it only for the sake of sim-
plicity; nothing substantive about what I have to say would change if 
we adopted a different idea of what semantic values are and how they 
relate to content.

Since semantic facts are not brute, the values of this elements of 
the context will be determined by some facts about the speaker and 
her audience, and their environment broadly construed. Exactly which 
facts matter is a diffi cult question; this paper aims to make the case 
that facts about the future matter, but leaves the question of which 
other facts matter open. Kaplan (1989: 573–4) famously distinguishes 
between descriptive semantics (which aims to say what expressions 
mean) and metasemantics (which aims to explain why expressions 
have the meanings they do), and I take the question of how the ele-
ments of the context are determined to be metasemantic (perhaps in a 
somewhat extended sense).

complication, which (I will claim) is both unnecessary and problematic. I discuss this 
complication in section 2, below.

2 For discussion of this sort of view of context, see Lewis (1970: 62–5), Braun 
(1996: 161), and Ball (2017: 108–9).

3 In this respect I am being untrue to Lewis’s own views; see his 1980.
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1. Lewis on Accommodation
David Lewis (1979) defended a metasemantics on which a range of con-
textual factors relevant to determining the truth value of assertions—
what he called the conversational score, which would include the el-
ements of what we are calling the context—tends to shift (as Lewis 
says, “ceteris paribus and within limits”) so as to make assertions true. 
Lewis calls this metasemantic mechanism accommodation. Lewis mo-
tivates accommodation by appeal to a range of examples; we will focus 
on a subset of his cases, those involving gradable adjectives like “fl at” 
and “hexagonal”. These adjectives are context-sensitive; what counts 
as “fl at” in one situation (say, one in which we are building a road) will 
not count as “fl at” in another (say, one in which we are sanding a table-
top). But what sets the standard? What determines how fl at something 
has to be to count as “fl at” in a given situation? Lewis’s view is an at-
tempt to give a partial answer to these questions.

To a fi rst approximation, Lewis’s idea is that if I say “France is 
hexagonal”, that tends to make it the case that “hexagonal” as I use it 
is correctly applied to France (i.e., the parameter of the context associ-
ated with “hexagonal’” (call it chexagonal) is such that France is more hex-
agonal than chexagonal), and likewise, if I say “Hamburg is fl at”, that tends 
to make it the case that “fl at” as I use it correctly applies to Hamburg.4 
He generalises these examples into the following scheme:

If at time t something is said that requires component sn, of conversational 
score to have a value in the range r if what is said is to be true, or otherwise 
acceptable; and if sn, does not have a value in the range r just before t; and 
if such-and-such further conditions hold; then at t the score-component sn, 
takes some value in the range r. (Lewis 1979: 347)

Before we proceed, we should clarify Lewis’s aim in this passage. Locu-
tions like “what is said” are often used in the literature to talk about 
content—what is asserted by an utterance. If we read “something is 
said” and “what is said” in the quoted passage in this way, then Lewis’s 
idea might be paraphrased as follows: suppose an utterance expresses 
a certain proposition. This proposition has particular truth conditions; 
and it may turn out to be true just in case the conversational score is 
a certain way. On this understanding of what is going on, a proposi-
tion is expressed prior to, and independently of, accommodation, and 
accommodation makes it the case that that proposition is true; or in 
other words, fi rst a determinate proposition is asserted and then ac-
commodation happens.

4 Lewis suggests that what is at issue in these examples is a “standard of 
precision”. I am updating Lewis’s treatment to be more in line with contemporary 
views of gradable adjectives such as Kennedy and McNally 2005. In any case, it 
seems clear both that there is not a single standard of precision relevant to all 
gradable adjectives in a context, and also that “precision” is not the right way to 
describe the standards relevant to many gradable adjectives. (There is no such thing 
as being precisely tall or precisely beautiful.)
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This can’t be what Lewis intended. The idea isn’t that a particular 
content is expressed, and then the conversational score shifts so as to 
make that content true. (For example, suppose that contents are the 
sort of thing that is true or false at a world. On most views, when we 
are evaluating whether an assertion is true, we evaluate its content at 
the world in which it is made; no further element of the conversational 
score is relevant to this evaluation, and only in an unusual situation 
would we evaluate it at some other world so as to understand it as true. 
Of course, if I say something about the conversation—for example, that 
I am the speaker, or that we have adopted a strict standard for what 
will count as hexagonal—then there is a sense in which whether the 
content I assert is true depends on the conversational score. But this 
is a rather unusual case, and anyway it is not very plausible to think 
that in general the conversational score will shift to make my assertion 
true in this kind of case.) Rather, a better gloss on Lewis’s idea is that 
content—what proposition is asserted—depends on the conversational 
score. For example, when I say, “You are a child”, whether I express a 
proposition that is true just in case Ansel is a child or a proposition that 
is true just in case Magnus is a child depends on whether the element 
of the context associated with “you” is Ansel or Magnus.

In cases of accommodation, then, the conversational score shifts 
so as to make it the case that a particular, true content is expressed. 
For example, suppose that France is more hexagonal than clow, but 
less hexagonal than chigh. Then the idea is that when I say “France is 
hexagonal”, accommodation can make it the case that I express the 
proposition that France is more hexagonal than clow, rather than the 
proposition that France is more hexagonal than chigh. So I take it that 
the schema should be read along the following lines:

If at time t an assertion is made that requires component sn, of conversa-
tional score to have a value in the range r if it is to be the case that a true 
(or otherwise acceptable) proposition is asserted; and if sn, does not have a 
value in the range r just before t; and if such-and-such further conditions 
hold; then at t the score-component sn, takes some value in the range r.

Accommodation doesn’t always work; it isn’t as though I can always 
speak truly by saying “France is hexagonal”, no matter what. The de-
scribed mechanism only operates in certain circumstances—if “such-
and-such further conditions” obtain. Among the “such-and-such fur-
ther conditions” are that the assertion must not be contested in the 
conversation; as Lewis says, “at least, that is what happens if your con-
versational partners tacitly acquiesce” (1979: 339). If you say “France 
is hexagonal” and I reply, “Yes, and Italy is boot-shaped”, then the pa-
rameters of the list context relevant to both of our assertions tend to 
adjust in such a way that our assertions come out true; but if I reply, 
“No, you’re wrong, its borders are actually quite irregular—just look at 
how Brittany sticks out”, then the parameters of the context will not 
so adjust. For now, let’s take “such-and-such further conditions” to pick 
out the following:
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Such-and-such further conditions (SSFC1) “your conversational partners 
tacitly acquiesce”—i.e., no one objects.

We will go on to refi ne SSFC1 in the next section. Before we do that, 
it is worth observing that even on this plain version of Lewis’s view, 
the “such-and-such further conditions” introduce an element of back-
wards determination: the parameters of the list context relevant to 
your utterance at t depend in part on my reaction to your utterance 
after t. Whether you say (truthfully) that France is hexagonal-by-low-
standards, or (falsely) that France is hexagonal-by-high-standards, is 
not determined just by you (e.g., by your intentions, beliefs, or other 
attitudes, or by your dispositions); it is determined by what happens 
after your utterance, by whether I go along with you or object.

2. Extending and Improving Lewis’s Account
We should not expect an exhaustive specifi cation of the conditions un-
der which accommodation will take place. Even a fully developed prin-
ciple along the lines Lewis sketches will only be true ceteris paribus; 
metasemantics is complicated, and we should expect that there may be 
exceptional cases where factors outside the scope of any given model 
intervene. (Who knows what will happen to the conversational score 
when the Martian mind-control rays strike, or the LSD kicks in?) So 
we should not expect to be able to draw out the further conditions in 
full detail.

Despite this, it is clear that we can do better than Lewis’s sugges-
tion; the matter is not as simple as (SSFC1) suggests, because it is 
not settled by an interlocutor’s fi rst reaction. To see this, consider the 
difference between the continuation of Castorp and Settembrini’s dis-
agreement in (1) and (2):
(1) Castorp: Hamburg is fl at.
 Settembrini: It is not; it has many small hills!
 Castorp: Ah, I see your point. I thought that Hamburg was fl at, 

but I was wrong. 
(2) Castorp: Hamburg is fl at.
 Settembrini: It is not; it has many small hills!
 Castorp: Look, of course it has some small hills. But that doesn’t 

really matter—there are lots of reasons to think it is fl at. Bicy-
cling is easy there, etc.

 Settembrini: Aha, point taken! I was mistaken: Hamburg is fl at 
after all.

In (1), Castorp accepts Settembrini’s correction. In this kind of case, I 
submit, it is very natural to see Castorp’s initial assertion as incorrect 
and Settembrini’s response as correct; after all, this is the considered 
judgment of all the parties to the dispute. In (2), on the other hand, 
Castorp rejects Settembrini’s correction, continues to defend his initial 
assertion, and it is Settembrini who concedes. In this kind of case, it is 
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very natural to see Castorp’s initial assertion as correct and Settembri-
ni’s response as incorrect; again, this is what Castorp and Settembrini 
themselves come to judge.

Now the judgment we have just given about (1) fi ts well with 
(SSFC1). (Castorp’s utterance is not accommodated—the context does 
not adjust so as to make him express a truth—and this fact would be 
explained given (SSFC1) by the fact that Settembrini objects). But the 
judgment we have given about (2) does not. In (2), Settembrini objects 
and Castorp’s assertion is ultimately accommodated nonetheless—the 
context does adjust so as to make Castorp express a truth, despite 
Settembrini’s objection. So whether an assertion plays a list-fi xing role 
is determined not only by interlocutors’ fi rst responses, but by their 
considered judgment—by the resolution of the debate:

Such-and-such further conditions 2 (SSFC2) Your conversational part-
ners acquiesce—tacitly or explicitly, immediately or after discussion (i.e., 
the considered judgment of all parties to the conversation is that you were 
right).

Integrating (SSFC2) into an explicit account will yield something like 
the following:

The Extended Lewisian Model If at time t an assertion is made that requires 
component sn of conversational score to have a value in the range r if it is 
to be the case that a true (or otherwise acceptable) content is asserted; and 
if sn does not have a value in the range r just before t; then: (i) if the con-
sidered judgment of the parties to the conversation is that the assertion is 
true; then at t sn takes some value in the range r; but (ii) if the considered 
judgment of the parties tothe conversation is that the assertion was not true 
then then at t sn takes some value outside the range r. 

These considerations also help us see what is wrong with the sugges-
tion (made by Mark Richard) that in cases of accommodation, we need 
to look at two distinct contexts: “there is every reason to say that in 
the sort of case we are considering, the utterance occurs in at least two 
contexts. For it occurs within the context established by [the speaker’s] 
utterance at the time he makes it (we might call this the utterance’s 
local context), and it occurs within the global context determined by 
the conversation taken as a whole” (1995: 566). I would argue on the 
contrary that the “local context’’ has no role substantial role to play in 
the story. Perhaps the clearest way to see this is by considering the 
metasemantics of the local context. Exactly what fi xes the values of 
the elements of the local context? One natural proposal would be the 
speaker’s intentions; it is unclear what other options there might be. 
If that is correct, then relative to the local context, Castorp asserts 
a truth—he is under no illusions about the topography of Hamburg, 
and intends to use “fl at” in such a way that Hamburg counts as “fl at”. 
Settembrini is in a position to know this; so this proposition cannot be 
what his objection is addressing when he says, “You’re wrong”. (It is not 
as though he accepts Castorp’s utterance as true and decides to object 
anyway; no, he thinks that Castorp is wrong, speaking falsely, and is 
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going to try to show it.) But this leaves no work for the local context to 
do: it is not what the audience understands, not what is addressed even 
by the fi rst response. I therefore maintain that Richard’s multiplication 
of contexts does no work beyond that which is done by the Extended 
Lewisian Model, and that it should be rejected.

3. Justifi cation of the Extended Lewisian Model
The Extended Lewisian Model makes good sense of the contrast be-
tween examples like (1) and examples like (2). That is interesting, but 
may seem a small benefi t given that the view appeals to a mechanism 
that some may feel is extremely counterintuitive. Does the idea have 
anything else to recommend it?

A number of theorists have claimed that in at least some cases of 
dispute such as (1) and (2), at least part of what is at issue is how we 
should talk (see e.g. Plunkett and Sundell 2013). These theorists point 
out that we may in some sense agree on the facts about the topography 
of Hamburg—we may have the topographical map before us—and may 
still enter into disputes like (1) and (2). In this case, it looks like we can-
not be disputing about a matter of fact. Plausibly, part of what Castorp 
is trying to do is to get Settembrini to use “fl at” in a particular way; and 
likewise, part of what Settembrini is trying to do is to get Castorp to 
use “fl at” in a particular way. 

This observation is clearly compatible with the Extended Lewis-
ian Model: if Settembrini can convince Castorp, this will play a role in 
making it the case that Castorp used “fl at” with a particular meaning, 
and it seems safe to assume that this in turn will play a role in shaping 
his future uses (and similarly if Castorp can convince Settembrini). But 
there is a further datum to be made sense of: the parties to the dispute 
give arguments in the attempt to convince each other, and these argu-
ments often do not bear in a straightforward way on the use of words. 
For example, consider Settembrini’s contention that Hamburg is not 
fl at because it has small hills, or Castorp’s contention that Hamburg 
is fl at because bicycling is easy there. These are sensible contributions 
to the conversation, contributions that might make us adopt particular 
views about the topography of Hamburg. But, except in some special 
cases (e.g., where are undertaking a bicycling holiday and have implic-
itly agreed that all and only places suitable for bicycling are to be called 
“fl at”), they do not seem like good reasons to use the word “fl at” in a 
particular way. There must be more to the story.

The most straightforward way to make sense of conversations like 
(1) and (2) is that the parties to these conversations are giving argu-
ments, trying to provide (at least pro tanto) reasons to believe some 
conclusion; and that at least in many cases these are good arguments. 
Now, of course it isn’t that we want every argument anyone ever gives 
to be a good argument. We sometimes make mistakes; in many cases, 
these may go by undetected, but in others we will look back on our 
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own arguments and fi nd them wanting—for example, as we imagine 
Settembrini doing in (2). But in many cases, we look back on our own 
arguments and fi nd no fault with them. Ideally, we should want a view 
that vindicates our considered judgments about our arguments. 

I claim that the Extended Lewisian Model does exactly that. It 
makes our arguments good in the following sense: to the extent that we 
are rational, when we look back on a dispute that has resolved, the ar-
guments that we take to be good will in fact be good, and the arguments 
we take to be bad will in fact be bad. To get a sense of why this should 
be so, let’s look more closely at the exchange that begins (1):
(3)  Castorp: Hamburg is fl at.
 Settembrini: It is not; it has many small hills!
At the beginning of the conversation, Castorp intends to use “fl at” in 
such a way that Hamburg counts as “fl at”, the fact that a city has small 
hills is no reason (or at most a very weak reason) to think that it is 
not “fl at”, and the fact that bicycling in a city is easy is a good reason 
to think that it is “fl at”. Settembrini, by contrast, intends to use “fl at” 
in such a way that the fact that a city has small hills is a good reason 
to think that it is not “fl at”, and (hence) that Hamburg is not “fl at”. Of 
course, given the Extended Lewisian Model, these intentions are not 
decisive; so we do not have enough information to say whether Settem-
brini’s argument is a good one. If the argument continues as in (1):
(4) Castorp: Ah, I see your point. I thought that Hamburg was fl at, 

but I was wrong.
Then Castorp and Settembrini will look back on Settembrini’s argu-
ment as a good one; and given what “fl at” means (and meant, even in 
Castorp’s initial utterance), the argument will in fact be a good one. If, 
on the other hand, the argument continues as in (2):
(5)  Castorp: Look, of course it has some small hills. But that doesn’t 

really matter—there are lots of reasons to think it is fl at. Bicy-
cling is easy there.

 Settembrini: Aha, point taken! I was mistaken: Hamburg is fl at 
after all.

Then both parties will look back on Settembrini’s argument as a bad 
one; and given what “fl at” means (and meant all along), it will in fact 
be a bad one. (And similarly both parties will look back on Castorp’s 
argument to the effect that Hamburg is fl at because cycling is easy 
there as a good one, and so it will be.) So Backwards-Looking Meta-
Contextualism vindicates exactly those arguments that the disputants 
take to be vindicated at the end of the dispute.

4. Conclusion
The extended Lewisian meta-semantics presented here thus does a 
good job of making sense of the way we argue and evaluate our own 
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arguments, while also vindicating the idea that many debates turn on 
questions of meaning. No doubt it raises further issues; but exploring 
these is a task for further work.56
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The paper addresses issues of predicates of taste, both gustatory and aes-
thetic in dialogue with Michael Glanzberg. The fi rst part briefl y discusses 
his view of anaphora in the determination of the semantics of such predi-
cates, and attempts a friendly generalization of his strategy. The second 
part discusses his contextualism about statements of taste, of the form A 
is Φ, and then proposes a pluralist alternative. The literature normally 
confronts contextualism and relativism here, but the pluralist proposal 
introduces further options. First, it distinguishes fi rst-level and second-
level, more theoretical, approaches. At the fi rst level it introduces the naïve 
view option, the naive non-dogmatist experiencer who simply claims that 
A is Φ and that’s it. On meta-level such an experiencer is simply agnos-
tic about further matters. Then, there is the fi rst-level dogmatist stance, 
characteristic for people who do sincerely debate the issues, who naively 
believe they are objectively right. The third option is the tolerant, liberal 
one: “A is Φ; for me, I mean. How do you fi nd it?” On the meta-level, dog-
matic disagreement goes well with value-absolutism, entailing that one of 
the parties is simply wrong, and with relativism. If one is not dogmatist 
about taste predicates, one should accept that dogmatist is simply wrong; 
no faultlessness is present. The liberal stance goes well with contextual-
ism. If one is liberal there is no deep disagreement. So, the idea of faultless 
disagreement is a myth. But the proposal notes that language is open to 
all possibilities, there is no single option that is obligatory for all speakers.

Keywords: Predicates of taste, relativism, contextualism, pluralism.

1. Introduction
“Chocolate is tasty”, “Rollercoasters are fun”; such seemingly simple 
sentences and judgments have become a widely discussed topic in phi-
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losophy of language, of art and elsewhere. These will be our topic in this 
paper; I hasten to add judgment of aesthetic or artistic taste, like “Ma-
tisse is better than Picasso,” (see Young 2017: 108). Some authors talk 
about “sentences expressing subjective judgment” (Lasersohn 2017: 1), 
and then list judgment of taste (…is fun, …is tasty…), and other judg-
ments expressing evaluation (…is good, …is beautiful). We shall focus 
on judgments of taste, both gustatory and slightly more general, let 
us call it “hedonic” (…is fun), and then apply the idea to the aesthetic 
taste and to aesthetic judgments.1

Glanzberg’s theoretical ambition is to offer a unitary truth-theoretic 
semantics for such judgments. He opts for one approach, the contex-
tualist one, rejecting relativism and other alternatives. I must note at 
the very beginning my debt to Glanzberg. I shall discuss his brilliantly 
defended proposal, and then propose an alternative, indeed a pluralist 
one, claiming that the sentences in question can, and often do, express 
different judgments in the mouths of different person. A child might 
claim that “chocolate is tasty” and that “rollercoasters are fun”, period, 
fi nding others who disagree simply not worth of attention. But n the 
course of time the child might learn that others she cares about have 
opposite opinions, and realize that, well, chocolate is tasty-for-him-
and his likes. I shall argue that she is thereby learning both about the 
world and the language.

So, here is the preview. The rest of the present section introduces 
the taste predicates, and also a related notion of response-dependence. 
Then we turn to questions inspired by Glanzberg. Section two follows 
Glanzberg applying the semantics-pragmatics distinction. We take over 
his analysis of anaphora, as the symptomatic mechanism that guides 
the constitution of taste-related meanings and their understanding. 
Then we very briefl y, with apologies, attempt to widen the model to oth-
er possible uses of anaphora, as a guidance from syntax-cum-semantics 
to issues of reference (and truth-conditions) determining in the context. 
Anaphora enables us to widen the semantic foundations for such deter-
mining, against extreme pragmaticist, who would make it completely 
pragmatic. Section three turns to Glanzberg’s contextualism about 
predicates of personal taste. I fi nd it to be a correct description of one 
possible attitude connected with taste, but I think there is no reason to 
be dogmatic about there being a single correct attitude. So, in the next 
to last section I turn to the pluralist alternative, trying to integrate the 
main options from the literature, and offer additional characterization, 
ending thus with six characterization, that can be mutually combined 
to yield more precise description of how individuals use and understand 
predicates of personal taste. I also briefl y indicate how the theory might 
be extended to issues of taste that go beyond gustatory and hedonic 
taste, for instance in the direction of artistic-aesthetic taste. The whole 
spectrum of options is again summarized in the Conclusion.

1 The present paper originated as a comment on Michael Glanzberg, for 
Philosophy of Linguistics and Language conference at Interuniversity Center 
Dubrovnik, Sept. 2017. Thanks go to Michael, and to Dunja Jutronić.
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Let us start with elementary mattes. Following Glanzberg we shall 
concentrate on predicates having to with gustatory taste (The food in 
restaurant Orhan in Dubrovnik is tasty.), and with a wider area that 
might be called “hedonic taste”, exemplifi ed by adjectives such as “fun” 
(Reading Glanzberg is fun). Also following Glanzberg, we shall talk of 
parameters, semantic and pragmatic, stressing the parameter of ex-
periencer (the reader who fi nds reading fun) or judge (a third person 
who judges that reading Glanzberg is fun). Glanzberg is more into 
stressing the role of experiencer, other, for instance Lasersohn (2017) 
is more sympathetic to judges. Besides relying on two Glanzberg’s pa-
pers (2007, 2016), I shall occasionally refer to Lasersohn, above all to 
his recent (2017) book which I fi nd quite congenial.

Let me briefl y mention two issues that will accompany us through-
out the paper. First, there is a respectable tradition (Wright 2008, La-
sersohn 2017, Kölbel 2011...) that sees the disagreement in matters of 
taste as faultless disagreement. Glanzberg is against it (2006:16), and 
I tend to agree with him. I think that for disagreement to be genuine, 
the participants have to be dogmatic about their taste(s). If they are 
naive non-dogmatists the disagreement does not arise. Same if they 
are liberal. But if they are serious dogmatists, they are both wrong! No 
faultless disagreement, or so I shall argue.

The other issue is the relation to response-dependence, also noted 
by Glanzberg. Here is a reminder of Hume, who clearly connected taste 
with response-dependence:

’Tis a common observation, that the mind has a great propensity to spread 
itself on external objects … (Hume 1978: I.iii.XIV).
Taste has a productive faculty, and gilding and staining all natural objects 
with the colours, borrowed from internal sentiment, raises in a manner a 
new creation … (Hume 1983: 88.)

There are many areas in which basic properties might be response-
dependent: color, aesthetic objects, emotional qualities (sadness of a 
situation), meaningfulness of a situation or even of a life as a whole, 
and then morals. My own conjecture is that most of the manifest prop-
erties in human world are response-dependent. Here, I shall just note 
the connection with predicates of personal taste, and leave the further 
investigation for future.

2. Glanzberg: semantics, pragmatics and guidance
2.1 Glanzberg’s proposal
First, a brief methodological question. What constitutes the meaning 
of a sentence or a statement and how does one fi nd out its semantics? 
If Nenad says “Reading Glanzberg’s paper is fun”, what determines 
the full meaning of the statement, and how do we recognize it?2 Glan-

2 Devitt (2013) rightly warns against confusing the two questions, the constitutive 
and the epistemological one.
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zberg discusses the issues as metasemantic ones (and reminds us that 
metasemantics studies how semantic values, including context-depen-
dent ones, get fi xed (2016: 2). Here is his summary:

II.3 Metasemantics of E
• In section I.2 I noted that implicit thematic arguments have what I call 

a direct metasemantics. Recall, metasemantics describes how the seman-
tic value of an expression gets set (including how context can help to set 
it). Direct metasemantics is on the model of a demonstrative, where a ref-
erential intention of the speaker in effect directly sets the value. Themat-
ic positions tend to go with referential intentions on the part of speakers. 
These are especially important for context dependent arguments, where 
the referential intention does a substantial share of the work in setting 
the value. We thus see that thematic arguments, even implicit ones, have 
direct metasemantics. We shall see that this holds for E as well, though 
with a small but I think interesting qualifi cation. (2016: 32)

Glanzberg rightly sees syntax as a guide for semantics. If a trait is 
recognized by syntax, then it is semantic, not pragmatic. For instance, 
writing about focus, he notes that 

[i]t provides cases where what appears to be surface syntax is not a good 
guide to underlying linguistic form. This lesson has been learned before, but 
focus shows that what is on the surface but appears to be merely pragmatic 
can turn out to indicate underlying syntactic structure. Association with 
focus shows that this structure can be semantically signifi cant. The fi rst 
moral of focus is that the appearance of being merely pragmatic can drasti-
cally deceive. (2005: 106)

An interesting application of this idea is his stress on anaphora as the 
indicator of meaning (2016: 30). Start with sentences 

“(34) “Bill, Max, and I were eating duck tongue in the market. It was tasty”. 
Tasty to whom? People fi nd the reading “tasty to us” as fi ne. So, one 
should take “It was tasty” as pointing to the experiencer(s), reference 
to whom is hidden in the preceding sentence “Bill, Max, and I were eat-
ing duck tongue in the market.” And he notes that it is a clear case of 
anaphora.3 And he rightly comments:

II.2.2 Anaphora So far, I have noted that the experiencer of a predicate of 
personal taste is somehow marked for point of view. This is to give a name 
to a mysterious phenomenon, but it at least points out some substantial 
semantic restriction on the value of E, if not more. I have labeled point of 
view a semantic phenomenon, as it appears to be a standing feature of the 
meaning of an argument position. But it also relates to what kinds of values 
it can have in context, and so affects pragmatics. (2016: 29).

3 And he rightly fi nds the anaphora-tied explanation in the cases that are less 
clear to hearers. Here is the quote:

(33) Three people were eating duck tongue in the market.
a) Susan looked (= looked at them).
b) OK/? It was tasty ( = tasty to them).
Most of my informants found (33b) acceptable, but many found it somewhat 

degraded, and more found it clearly degraded in comparison with (33a)” (2016: 
30). Since there is no clear anaphora, hearers fi nd it degraded, and have trouble 
recognizing the experiencer.
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I think it is a particular instance of the phenomenon of anaphora and 
guided saturation that is practically omnipresent in normal conversa-
tion.

Pragmaticists, like Francois Recanati (see his 2010 book), have 
argued that most typical sentences used in everyday speech are in-
complete and should be saturated by free pragmatic interpretation, in 
order to yield truth-evaluable contents. For instance, “I’ve had break-
fast” is truth-conditionally indeterminate (when?), and “It’s raining.” 
As well as where is it raining.  Or take “Everybody went to Paris”, who 
counts as everybody? But such sentences would most often be said in 
situations of ongoing communication where a question has been asked, 
or a pointing has been made, and the like. Consider
 I’ve had breakfast.
When are such sentences normally produced? Often as an answer to 
the question “Did you have breakfast today?”, or “You look hungry, did 
you have breakfast?”  If we incorporate the question, we end up having 
the truth-conditional content. “You look hungry, did you have break-
fast?” is a usual question, and everyday knowledge about periodicity 
of having breakfast indicates that what is meant is “today”: we again 
have the truth-conditional content.

Finally, and most ironically, the weather reports.  Actual weather 
reports on TV give you a map with rather precise contours! But with 
ordinary statement of
 It’s raining.
there is a rich area of possibilities. It could be a comment out of blue. 
Then, and only then is it indeterminate the way our authors see it.  
Normally, it could be and often is an answer to a question:
 “What is the weather like in Budapest?”,
and then we have an anaphora. Or, 
 “Take a look. Is it snowing?”  …is it sunny?”
It is quasi-anaphoric and suggests the area immediately surrounding 
“you”.4

2.2 A general proposal: anaphora and guided saturation
Indeed, the clearest case of semantic determination from the context of 
conversation is the case of anaphora. I would like to generalize the mor-

4 Glanzberg also suggests an interesting, and for him highly relevant 
consequences to be derived from the role of anaphora:

The evidence from anaphora also offers a consideration in favor of treating the 
point of view restriction as a simply a restriction on the values E can take—like 
the content of the indexical I—rather than as writing from the point of view of 
into the content of the experiencer argument position. (2016: 31)
We cannot discuss it in any detail here.
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als of our examples, independently of the case of predicates of taste.5 
Let me use material from Stainton; he is more of a pragmaticist, so I 
cannot be accused of using biased evidence from linguistics. Here is 
how he introduces the case of elliptic speech exemplifying anaphora.

Imagine Steve being asked the question
‘What language does Mary write in?’
and he says: “In Latin”. Steve obviously believes that Mary writes in Latin, 
and in addition, he thinks that having said “In Latin” he has suggested that 
Mary writes in Latin. The phenomenon is known as anaphora, and speak-
ers normally have no problem with it. If one asked Steve what he informed 
his interlocutor about, he would produce the judgment “that Mary writes in 
Latin.”  (Stainton 2006: 33)

Here we have the example of anaphora, where the work is done by the 
syntax, and the resulting intuition that the meaning (in the example 
“Mary is writing in Latin” is semantic. In looser situations, where there 
is no pronounced antecedent, the listener and the judge are guided by 
the canon of the strict case. Let me use Stainton’s example (from Stain-
ton 2006: 34). Rob points to a boat and says “Pretty fast”. Stainton con-
trast this with the stricter situation, in which there is a clear syntactic 
antecedent (He presumably has in mind cases like the following short 
conversation: “How do you fi nd the speed of the boat? Pretty fast”).

But note that the looser situation is analogous to the stricter situa-
tion What did Rob say? That the boat is pretty fast, intuition replies. 
And it is almost correct. It seems that the listener’s and judge’s intu-
itions proceed by analogy.

We can then use anaphora as the model for partial determination 
or guidance: it assumes that anaphora is semantic, shows that anaphor 
guides the hearer in determining the truth-conditional content, argues 
that most problematic cases are anaphor-like (and the rest can be dealt 
with). Let me call my proposal “guidance view”. The main steps are 
easy to grasp:

First, assume that anaphora is semantic,
Second, show that anaphora determines the truth-conditional content 
guides the hearer in recognizing the determination and the content,
Third, argue that most problematic cases are anaphora-like (and the rest 
can be dealt with) and that in quasi-anaphoric cases the hearer proceeds in 
an analogical fashion. If this holds, it follows
Fourth, that guidance view is very close to being the right one.

By guidance I here mean objective guidance, or quasi-determination, 
not mere epistemic help. I admit that the construction of content is lit-
erally and stricto sensu pragmatic, but it is strongly determined-guided 
by semantic elements.

Let me summarize. I am taking anaphora as a model, very much in 
line with Glanzberg. I also assume the following distribution of situa-
tions. First, complete out-of-the-blue utterances are extremely rare in 

5 With thanks to Glanzberg, and also to Michael Devitt and Robert Stainton, 
with whom I have discussed it.
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normal situations, and when they appear, they are typically uninter-
pretable. Second, normal anaphora is quite frequent: elliptic sentences 
very, very often appear in reaction to the preceding discourse, which 
completely determines the slot-fi lling. In between these two extremes, 
we fi nd quasi-anaphoric situations, in which there is a verbal ante-
cedent, but it does not clearly determine the slot-fi lling in a linguisti-
cally-semantically unproblematic way. Finally, there are situations in 
which verbal antecedents are replaced by other events in interaction: 
the common direction of the gaze, pointing or almost pointing gestures, 
and the like.

A pragmaticist, like Stainton, might attack it from the opposite di-
rection: the “guidance” is just a pragmatic phenomenon that has little 
or nothing to do with semantics. But consider the analogy with indexi-
cals. Their content was fi rst seen as pragmatic, but soon, already with 
Montague, theoreticians recognized the strong and systematic determi-
nation of content, and started counting saturation for main indexicals 
(I, now) as being semantic or almost. I propose we do the same with 
quasi-anaphora: the proximity to the pure syntactico-semantic deter-
mination (i.e. proximity to anaphora stricto sensu) suggests an analo-
gous semantic treatment.

3. Glanzberg’s contextualism 
about predicates of personal taste
Here is Glanzberg’s offi cial contextualist proposal. He argues that 

[P]redicates like tasty and fun are context-dependent is not all that con-
troversial (...). At least, these expressions show some of the same context 
dependence that other predicates built from the positive forms of gradable 
adjectives do:
context helps to somehow set the standard for how tasty or fun something 
has to be to count. Just as someone can count as tall relative to one context, 
where jockeys are under discussion, and not tall in another context, where 
basketball players are under discussion; so too a cheeseburger might count 
as tasty, relative to a context where bad bar food is under discussion, and 
not tasty, relative to a context where the best foods in California are under 
discussion. (2007: 9)

And he notes:
The semantics I have just sketched is a ‘contextualist’ one, attributing the 
interesting properties of predicates of personal taste to context dependence. 
This stands in contrast to recent relativist analyses of these sorts of predi-
cates… (2016: 17)

However the claims I shall defend here are mostly orthogonal to the funda-
mental points of contention between relativist and contextualist accounts. 
(2016: 18)

However, in his (2007) paper he has argued against relativism, pre-
senting and defending a contextualist semantics; here, I shall take both 
papers into account.
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I shall argue that predicates of personal taste, like fun and tasty, contain 
two hidden contextual parameters. One is the familiar standard parameter, 
which (...) is a functional parameter. The other is the experiencer parameter 
I have claimed is present in these predicates (Glanzberg 2007: 15)

And here is his introduction of the experiencer parameter E
Adjectival predicates of personal taste, like our paradigmatic tasty and fun, 
are gradable adjectives, and so have a standard parameter. But what makes 
them personal taste predicate, I have claimed (Glanzberg 2007), is that they 
also have an experiencer parameter, which I label E. That in turn acts the 
sort of scales they use, in such a way as to interpret them as being about the 
personal tastes of the experiencers. I have thus argued that the semantics 
of these predicates looks something like:
(15)  a. [[tasty]] c = degree-gustatory-quality-experienced-by-E = λx.tastyE(x)
b. [[fun]] c = degree-enjoyment-experienced-by-E = λx.funE(x) (Glanzberg 
2016: 17)

I shall later argue that the picture corresponds to the the liberal at-
titude, call it  E-liberal one.6 And he continues:

This stands in contrast to recent relativist analyses of these sorts of predi-
cates, starting notably with Lasersohn (2005). I of course, think the contex-
tualist view is correct, and the version of it i have defended relies on these 
contextual parameters. .. indeed, the claims I shall defend here are mostly 
orthogonal to the fundamental points of contention between relativist and 
contextualist accounts. (2016: 17)

It is a pity that he does not discuss the contention in the same (2016) 
paper, so we had to rely on the earlier, (2007) one. He also offers a 
lot of syntactic evidence; we have to skip it, unfortuntely. So, we stay 
with semantics and pragmatics of E.  Glanzberg notes that the E is 
clearly a thematic argument, assigned an experiencer thematic role by 

6 Here is more on standard setting parameter:
we are assuming that there is some kind of hidden contextual parameter 

in gradable predicates that sets a standard, e.g. for tall, a standard for how tall 
something has to be to count as tall. Following Kennedy (2007), we considered a 
couple of options for how that might work (...):

(52) a. Max is tall.
b. Tall (Max) > dc.
c. Tall(Max) > s(tall)
In the fi rst, we simply have a contextually provided standard value dc, in the 

second, we have a contextually provided function that computes the standard for a 
given adjective. (2016: 42)

Combining the two parameters, for an occurrence of a predicate of personal taste 
in positive form, gives something like:

(16)  a. Stewed duck tongue is tasty.
b. tasty E (Stewed duck tongue) > s(tastyE)
For our purposes here, the most important feature of this analysis is that it relies 

on both the contextual parameters s and E. The presence of s is widely accepted (...). 
The claim that we need an experiencer parameter E, on the other hand, is in more 
pressing need of defense, ...

The semantics I have just sketched is a `contextualist’ one, attributing the 
interesting properties of predicates of personal taste to context dependence. (2016: 
17)
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the predicate, and calls it `thematic hidden parameter’ (2016: 27). Most 
importantly, the experiencer argument picks up its value from the con-
text, usually include the speaker. Most importantly, the parameter is  
not part of the content, it is „not written into the proposition expressed.” 
(2016: 28).This is the basis of Glanzberg’s contextualism about taste 
predicates.

Let me conclude this brief, all too brief, summary of Glanzberg’s 
views noting that he does take seriously the response dependence that 
is probably linked to taste and taste properties

To say there is some such parameter for an experiencer is not to deter-
mine how it affects the interpretation of expressions like fun. Presumably, 
if the experiencer class is not inert, we should see some sort of response 
dependence in the meaning of fun—where the experiencer class fi xes whose 
responses count. But, how the experiencer class does this, and how much 
response dependence we see, remain questions.
There are lots of properties which have a signifi cant degree of response- de-
pendence, but are not fully response-dependentist. (2007: 12)

Let me note that the candidate area for response-dependence is ex-
tremely large. Start with color, say, orange. The response dependentist 
suggests that  being orange in objective sense is being such as to cause 
the response of visaging phenomenal orange in normal observers under 
normal circumstances.7

We shall be briefl y mentioning a taste-related property, beauty. 
Here again, the response dependentist claims that being beautiful in 
objective sense is being such as to cause the response of visaging phe-
nomenal beauty in normal observers under normal circumstances.8 As 
noted in the Introduction, there are more areas: emotional qualities 
(sadness of a situation), meaningfulness of a situation or even of a life 
as a whole, and then morals. My own conjecture is that most of the 
manifest properties in human world are response-dependent; if this 
holds, and if in many cases response-dependence has a tight connection 
with taste, there might be a lot of work to do along the lines briefl y al-
luded to by Glanzberg.

7 The standard form of response dependentist argument for this conslusion can 
be very briefl y summarized in the following way

Full phenomenal orange is being intentionally experienced as being on the 
surface of the fruit. (A transparency  datum) 

 Full phenomenal orange is not on the surface of the fruit. (From science)
Full phenomenal orange is not a property of subjective state (From Transparency).
Therefore (by principles of charity and by inference to the best explanation)
The above conclusion follows.
8 The form of the argument is the following:
 Beauty (phenomenal)  is being intentionally experienced  (visaged ) as being  a 

property of the picture.(A transparency  datum) 
Beauty is not a viewer-independent property of the picture. (From science)
Beauty is not a property of subjective state (From Transparency).
Therefore (by principles of charity and  by inference to the best  explanation)
The above conclusion follows.
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But let us return to our specifi c topic, the semantics of taste predi-
cates. Here, I completely agree with Glanzberg that his contextualist 
proposal offers a fi ne reading of many sentences involving predicates of 
personal taste. My question is whether this reading is the only one. For 
instance, I hope that my infant grandson will be able, in a year, to say 
“chocolate is tasty”. He will thereby indicate to me that he fi nds choco-
late tasty, but I seriously doubt that he has any refl ective knowledge 
of parameters that might be relevant. For him, being tasty is just the 
property of chocolate. This does not entail that he does not understand 
his language.

For the example of an opposite situation, still within my family, let 
me turn to my wife and myself; I have sweet tooth, and, like my grand-
son, I love chocolate. My wife is not attached to sweet things; she would 
always prefer fresh fruit to chocolate. When we talk to each other, each 
of us takes these things into account; when I say “chocolate is tasty”, I 
don’t mean is should be tasty for her. And vice versa. Again, each of us 
has a good mastery of language. So, the use of the sentence is slightly 
different between us (the grandson at his future stage included).

So, why insist that there is just one reading of the sentence? Why 
not turn to a pluralist alternative?

4. A pluralist proposal
I doubt that there is a single correct reading of the use of taste predi-
cates along the lines of any one of the proposals we looked at. I agree 
with Glanzberg that on a sophisticated reading (that I will call „liberal“) 
E determines s in the context, but this does not dictate the self-under-
standing of the speaker. In other words, the relevant sentence (say, 
“Roller-coasters are fun.”) admits of several meanings and interpreta-
tions, and can express several judgments, some more relativist and 
some more contextualist, some more dogmatic and others more liberal.

Consider the options again. We have three immediate options in 
relation to a statement of taste, of the form A is Φ (e.g. “Roller-coasters 
are fun.”) and to the stance taken by the speaker-experiencer:
1. naive non-dogmatist experiencer who simply claims that A is Φ 

and that’s it. On meta-level such an experiencer is simply agnos-
tic about further matters, like weather A is Φ for other people, 
who is right about it, and so on.

2. a bit more refl ective stance is the dogmatist one: If you don’t 
agree, you just don’t know about A being Φ. I think people who 
do sincerely debate the issues are honest dogmatists, who na-
ively believe they are objectively right,

3. the tolerant, liberal one: „A is Φ; for me, I mean. How do you fi nd 
it?“
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Glanzberg’s offi cial claim:  E, and s determined by E are not part of the 
content of speaker’s claim can go with both 1 and 2. The naive non-dog-
matist experiencer think she is just describing the way roller-coasters 
are (The way A is). The dogmatist re-interprets E (so to speak) as being 
universal in scope. Consider:
.  John-the-dogmatist says: “Roller-coasters are fun.”
  Mary: But they are not fun.
 John: You are dead wrong.
Their being fun is just seen by him as a fact (a value laden fact), not as 
something that is due to his perspective. Mary can continue, stressing 
the difference in judgment:
 Mary: Sorry, you are dead wrong.
Here we have genuine disagreement, and if there is no universal norm 
for being funny, the disagreement is not faultless. (For Lasersohn dis-
agreement comes with judge or opinion parameter; but is the param-
eter essentially different from E?)

So, we have a dogmatic option: if (disagreeing) speakers are dog-
matic, E and s make no appearance in the content; the content is just 
that roller-coasters are fun, period. Or that they are not fun, period. 
And the disagreement is far from being faultless. The absence of E and 
s from the content looks good for disagreement, bad for liberal tolerant 
spekers.

Consider now the relativist alternative: E (or some “judge”-param-
eter) and s determined by E are part of the content of speaker’s claim. 
(against the offi cial Glanzberg’s claim). The alternative is compatible 
with two options.

Option one dogmatist. John takes his claim, namely the content 
“roller-coasters are fun”  as the truth. 

Option two, liberal. If Mary disagrees, John will respect her claim; 
anyway, the content of his opinion is not essentially tied to his perspec-
tive. The situation is parallel with the standard use of indexicals:
 • John: I am hungry
 • Mary: I am not hungry.
John accepts a non-absolute status for his claim. He agrees that “Roll-
er-coasters are fun” usually means fun for the speaker or the speak-
ers’ salient group of friends or family. It usually means fun for me or 
fun for the whole family. But this is our liberal, tolerant option. And 
no disagreement with Mary. Roland Barthes gives a fi ne example of a 
universalist liberal attitude (he does not call it like this) in his retelling 
of Fourrier’s predilections: “the society cannot rest until it has guaran-
teed (…) the exercise of my manias, whether bizarre or minor” (1989: 
77); his example involve liking rancid couscous, linking old chickens 
and eating “horrid things”, like for example the astronomer Lalande 
eating live spiders. Taste is not to be commanded (1989: 77).

In the literature, relativism is connected with disagreement, and 
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the latter is characterized as faultless.9 But at the same time, relativ-
ism claims the proposition affi rmed in John’s utterance has a truth 
value only relative to John’s standards, when he  is the assessor, and 
Mary’s standards, when Marry is the assessor. This gives one some 
disagreement, but it is hard to see how it can be faultless. From a lib-
eral contextualist standpoint both dogmatic relativists are at fault, so 
John’s disagreement with Mary is not faultless.

In order for the speaker to be non-dogmatic, (s)he has to accept the 
validity of other points of view and the s’s that go with them.then, in 
short,  (s)he has to be liberal:
• Roller coaster is fun for me, you know. But, how do you fi nd it?
• I fi nd it not fun, for me, I mean, but I understand your predilec-

tion!
But then, the disagreement is lost, and the explanation of disagree-
ment is lost, as Glanzberg also noted (2006: 16).

What about theoretical perspectives accompanying the three fi rst-
order stances? Consider it case by case. The dogmatic disagreement 
goes well with value-absolutism, entailing that one of the parties is 
simply wrong, and with relativism. Here, it seems to me that no fault-
lessness is admitted by the speaker; his interlocutor is at fault. If one 
is not dogmatist about taste predicates, one should accept that dogma-
tist is simply wrong; no deep disagreement is present.  Such a liberal 
stance goes well with some versions of contextualism. If one is a liberal 
there is no deep disagreement, so, the idea of faultless disagreement is 
a myth. In this case, liberalism is wiser than dogmatism. So, I fi nd the 
whole idea of faultless disagreement dubious: if the speaker is dogmatic 
and disagreeing there is no faultlessness, if she is liberal, non-dogmatic 
there is no real disagreement. Here I agree with Glanzberg who once 
described the idea of faultless disagreement as “absurd” (2007: 16).

But note that language is open to all possibilities. The language 
of taste attitudes is compatible with all three fi rst-order stances: with 
naive non-dogmatism, with dogmatism and with tolerant liberalism. 
Particular uses of language can be classifi ed along second-order op-
tions, as agnostic, absolutistic, relativistic and contextualist. But the 
whole business is linguistically correct, syntactically, semantically and 
pragmatically, so there is no single correct reading of the use of taste 
predicates and the like. Our naïve agnostic is linguistically in the clear. 
On the other hand, the absolutist does not reform language, she is into 
postulating objective value-properties in the world.  The relativist is 
not making a linguistic mistake; her being right or not depends on the 
domain which is being judged. We are dealing not with semantics, but  
with matters of reality!

9 See, for example, the sources mentioned in the Introduction: Wright 2008, 
Lasersohn 2017, and Kölbel 2011, as well as papers collected in García-Carpintero 
and Kölbel 2008.
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Now, why do people debate questions of taste? Lasersohn, for ex-
ample, offers two mutually contradicting answers. First, a cognitive 
rationale:

Two parties will normally engage in a dispute about a matter of taste only if 
each of them regards the other as making an error of taste. This in no way 
represents a retreat from the idea that disagreements over matters of taste 
are faultless in our original sense, but is simply a clarifi cation of what kind 
of fault was envisaged. (Lasersohn 2017: 210)

But then he also offers a pragmatic-sociological rationale:
the point of the parties in dispute is to gain a social advantage for one’s own 
tastes: to have them adopted more widely, or to give them priority over the 
tastes of others in planning and decision-making (Lasersohn 2017: 211)

and, importantly, for him this is unconnected with ascribing error to 
the opposite view!

“Prevailing” in such disputes cannot mean showing that one’s opponent has 
made some error of fact or logic. The purpose of pressing a dispute over mat-
ters of taste is to gain a social advantage for one’s own tastes: to have them 
adopted more widely, or to give them priority over the tastes of others in 
planning and decision-making. (Lasersohn 2017: 211)

So, for John and Mary to engage in such dispute, it is crucial that John 
regards Mary as making an error of taste and vice versa. But then we 
are told that “/p/revailing” in such disputes cannot mean showing that 
one’s opponent has made some error of fact or logic. The two claims 
simply don’t fi t together.

My guess is, of course different. I don’t agree with the sociological 
rationale, and I prefer the cognitive one. I think that people who do 
sincerely debate the issues gustatory or hedonic taste are dogmatist 
(for example, E-relativists), or absolutists who naively and honestly 
believe they are objectively right. However, as Lasersohn noted—see 
for example chapter 10.1 Aesthetic judgment and refi nement of taste, 
of his (2017) book—various response-dependence linked adjectives can 
and do vary in the degree of dogmatism their standard use allows or 
requires.

Let me conclude the part on gustatory taste by a summary in form 
of a table.
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TASTE ATTITUDES—LANGUAGE 
IS COMPATIBLE WITH ALL OF THEM

EXPERIENCER
NAÏVE
NON-
DOGMATIST

DOGMATIST LIBERAL

1 
ST

 ORDER 
VIEW

Roller-coasters 
are fun, that’s 
it. 

If you don’t 
agree, you just 
don’t know 
what real fun 
is.

Roller-coasters are 
fun, for me, i mean. 
How do you fi nd 
them?

META-
THEORY AGNOSTICISM

ABSOLUTISM 
OR 
RELATIVISM

CONTEXTUALISM

NO 
LINGUISTIC 
DICTATE:

Our agnostic is 
linguistically in 
the clear...

The absolutist 
does not reform 
language and 
the relativist 
is not making 
a linguistic 
mistake...

Finally, the 
contextualist is in 
clear...

Most importantly, language is open to all possibilities; there is no lin-
guistic dictate.

What about other response-dependent areas? Here, Lasersohn is a 
good guide. We are lax about gustatory and hedonic taste, but less so 
about emotional properties: if someone fi nds the death of a child comic, 
we shall be condemning the person. Other response-dependent predi-
cates in other areas might behave similarly.

A nice case is aesthetic-artistic taste that might be more dogmatic: 
professionals in the fi eld tend to be such about their opinions: Matisse 
is either better than Picasso, or equal or worse, and if you have a good 
artistic taste you will agree with me!! They normally don’t take their 
disagreements to be faultless, nor are they normally liberal about their 
judgments. Different taste areas might have different levels of objectiv-
ity taste in fl avors might be completely subjective, but in other areas 
a more dogmatic approach might better capture the actual structure 
of the relevant value. As Lasersohn notes “certain perspectives may 
be ranked as objectively better than others” (2017: 214). He mentions 
that “claims about future contingent events later perspectives seem 
better than the earlier ones”; the same for epistemic modals in general 
(2017: 224). Similarly for art, some perspectives are better that others: 
Matisse-lovers might be right and Picasso-lovers, like the present au-
thor, might be wrong.10

10 Some rare critics might be non-dogmatic, for instance, Clive Bell who wrote 
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Such an understanding could bring together three independently 
plausible ideas. The fi rst is that beauty is response-dependent: being 
beautiful in objective sense is being such as to cause the response of 
experiencing phenomenal beauty in normal observers under normal 
circumstances. The second is that there is some degree of objectivity 
about beauty (and artistic value in general). And the third is that judg-
ments of pictorial beauty are judgments of taste, with all the accompa-
nying semantic options. James O. Young recently noted:

The question of whether aesthetic judgements are simply statements about 
subjective preferences or whether they have some non-subjective basis is one 
of the most important questions of aesthetics, and, indeed, of philosophy.
Despite the importance of the question, it has received fairly little attention 
in recent years. (....) A large majority of philosophers of art is opposed to 
subjectivism, but comparatively few contemporary aestheticians have ar-
gued against it or for a contrary position. Philosophers of language have 
considered aesthetic judgements, but they have tended to assume that some 
form of subjectivism is correct. (Young 2017: 1)

It is enough to stick to more dogmatic reading of judgments of aesthet-
ic-artistic taste: Either Matisse-lover is right or Picasso-lover is right; 
some perspectives are better than others so, no relativism follows. 
Some response-dependent properties allow for objective standards, so, 
let us hope the aesthetic-artistic and moral properties are such. But 
this is a topic for another occasion

5. Conclusion
Our discussion, largely inspired by the work of Glanzberg, has led to 
an alternative proposal. I haves suggested, agreeing with Glanzberg, 
that the idea of faultless disagreement is dubious. But from there, an 
alternative route opens. Consider the options in relation to a state-
ment of taste, of the form A is Φ. We noted that the 1st order options 
are simple. We can have naive non-dogmatist experiencer who simply 
claims that A is Φ and that’s it. On meta-level such an experiencer is 
simply agnostic about further matters: is A Φ for other people, who is 
right about it, and so on. One alternative, a bit more refl ective stance is 
the dogmatist one: If you don’t agree, you just don’t know about A being 
Φ. I think people who do sincerely debate the issues are honest dogma-
tists, who naively believe they are objectively right. The other option 
is the tolerant, liberal one: “A is Φ; for me, I mean. How do you fi nd 
it?” On the meta-level, dogmatic disagreement goes well with value-
absolutism, entailing that one of the parties is simply wrong, and with 
relativism. If one is not dogmatist about taste predicates, one should 
accept that dogmatist is simply wrong; no faultlessness is present. The 
liberal stance goes well with contextualism. If one is liberal there is no 

“Matisse may yet be a better painter than Picasso.” (italics mine); “Matisse and 
Picasso”, May 19, 1920, available at https://newrepublic.com/article/91909/matisse-
and-picasso.
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deep disagreement. So, the idea of faultless disagreement is a myth. In 
this case, liberalism is wiser than dogmatism.

But note that language is open to all possibilities. The language of 
taste attitudes is compatible with all three fi rst-order stances: with na-
ive non-dogmatism, with dogmatism and with tolerant liberalism. Par-
ticular uses of language can be classifi ed along second-order options, 
as agnostic, absolutistic, relativistic and contextualist. But the whole 
business is linguistically correct, syntactically, semantically and prag-
matically, so I am doubtful that there is a single correct reading of the 
use of taste predicates and the like. Our agnostic is linguistically in the 
clear. The absolutist does not reform language, she is into postulating 
objective value-properties in the world.  The relativist is not making 
a linguistic mistake; her mistake might be rather about the reality of 
values. Finally, the contextualist is in clear, as far as language alone is 
concerned; her description fi ts the liberal usage perfectly, she may only 
have problems in theoretical accounting for other options, but not with 
mischaracterizing language as used by the tolerant liberal.

This alternative route might be worth exploring. And to conclude 
with a hedonic taste statement, it was great fun reading Glanzberg’s 
paper, discussing it with him in Dubrovnik, and thinking about it af-
terwards!

References
Barthes, R. 1989. Sade, Fourier, Loyola. Trans. Richard Miller. Berkeley: 

University of California Press.
Devitt, M. 2013. “Three Methodological Flaws of Linguistic Pragmatism.” 

In C. Penco and F. Domaneschi (eds.). What is Said and What is Not: The 
Semantics/Pragmatics Interface. Stanford: CSLI Publications: 285–300.

García-Carpintero, M. and Kölbel, M. (eds.). 2008. Relative Truth. Oxford: 
Oxford University Press.

Glanzberg, M. 2005. “Focus: A Case Study on the Semantics/ Pragmatics 
Boundary.” In Z. G. Szabó (ed.). Semantics vs. Pragmatics. Oxford: Ox-
ford University Press: 72–110.

Glanzberg, M. 2007. “Context, Content, and Relativism.” Philosophical 
Studies 136 (1): 1–29.

Glanzberg, M. 2016. “Not All Contextual Parameters Are Alike.” (Prelimi-
nary draft of June 12). 

Hume, D. 1978. A Treatise of Human Nature. Reprint. Ed. Lewis Amherst 
Selby-Bigge. Oxford: Clarendon Press.

Hume, D. 1983. An Enquiry Concerning the Principles of Morals. Reprint. 
Cambridge: Hackett. 

Kaplan, D. 1989. “Demonstratives”. In J. Almog, J. Perry and  H. Wettstein 
(eds.). Themes from Kaplan. Oxford: Oxford University Press: 481–563.

Kennedy, C. 2007. “Vagueness and grammar: The semantics of relative 
and absolute gradable adjectives.” Linguistics and Philosophy 30: 1–45.

Kivy, P. 2001. “Foreword.” In N. Carroll. Beyond Aesthetics. Cambridge: 
Cambridge University Press. 



 N. Miščević, Predicates of Personal Taste 401

Kivy, P. 2015. De gustibus: Arguing About Taste and Why We Do It. Oxford: 
Oxford University Press.

Kölbel, M. 2011. Objectivity, Relativism and Context Dependence. Hagen: 
Fernuniversität in Hagen, Institut für Philosophie: Ch. 5. Extending 
Kaplan’s Framework: Relativism.

Lasersohn, P. 2005. “Context dependence, disagreement, and predicates of 
personal taste.” Linguistics and Philosophy 28: 643–686.

Lasersohn, P. 2017. Subjectivity and Perspective in Truth-Theoretic Se-
mantics. Oxford: Oxford University Press.

Levinson, J. 2016. Aesthetic pursuits. Oxford: Oxford University Press.
Recanati, F. 2010. Truth-Conditional Pragmatics. Oxford: Oxford Univer-

sity Press.
Stainton, J. 2005. “In Defense of Non-Sentential Assertion.” In Z. Gendler 

Szabo (ed.). Semantics vs. Pragmatics. Oxford: Clarendon Press: 383–
457.

Stainton J. 2006. Words and Thoughts Subsentences, Ellipsis, and the Phi-
losophy of Language. Oxford: Clarendon Press.

Wright, C. 2008. “Relativism about Truth Itself: Haphazard Thoughts 
about the Very Idea.” In García-Carpintero and Kölbel (2008): 157–186.

Young, J. O. (ed.). 2017. Semantics of Aesthetic Judgements. Oxford: Oxford 
University Press.





403

 Croatian Journal of Philosophy
Vol. XVIII, No. 54, 2018

On the Measurability of 
Measurement Standards
PHIL MAGUIRE and REBECCA MAGUIRE
National University of Ireland, Maynooth, Ireland

Pollock (2004) argues in favour of Wittgenstein’s (1953) claim that the 
standard metre bar in Paris has no metric length: Because the standard 
retains a special status in the system of measurement, it cannot be ap-
plied to itself. However, we argue that Pollock is mistaken regarding the 
feature of the standard metre which supports its special status. While 
the unit markings were arbitrarily designated, the constitution, pres-
ervation and application of the bar have been scientifi cally developed 
to optimize stability, and hence predictive accuracy. We argue that it 
is the ‘hard to improve’ quality of stability that supports the standard’s 
value in measurement, not any of its arbitrary features. And because the 
special status of the prototype is tied to its ability to meet this external 
criterion, the possibility always exists of identifying an alternative, more 
stable, standard, thereby allowing the original standard to be measured. 

Keywords: Measurement standard, stability, accuracy, prediction.

1. Introduction
Wittgenstein (1953: 29, §50) makes the following claim:

“There is one thing of which one can say neither that it is 1 metre long, nor 
that it is not 1 metre long, and that is the standard metre in Paris. – But 
this is, of course, not to ascribe any extraordinary property to it, but only 
to mark its peculiar role in the language-game of measuring with a metre-
rule.” 

Pollock (2004) argues that this claim is correct. Because the prototype 
metre has a special status in the metric system, it cannot be measured 
within that system. His view is that there is no fundamental unit of 
length beyond the prototype metre. It is not the case that bar was 
selected because it happens to match an a priori concept of the me-
tre. Rather, the bar is the essence of the metre and measuring metric 
length does not make sense without it.
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According to Pollock (2004: 153), “measurement consists in nothing 
more than the comparison of the object of measurement with some (ar-
bitrarily chosen) standard”. In other words, the value of measurement 
comes not from some intrinsically meaningful process of evaluation, 
but from a process of comparison enabled by an arbitrary standard. 
When we ask “how long is that object?” we are not seeking informa-
tion about its true length, whatever that might mean. After all, we can 
see exactly how long the object is. What we want to know is how its 
length compares with that of other objects, a comparison process which 
requires some arbitrarily selected standard for quantifying length, be 
it metres, feet, hands or fi ngers. Pollock explains that “measurement 
simply consists in determining the ratio of one object’s length to the 
length of some standard”. Wittgenstein (1953: 103, §279) makes a re-
lated observation, highlighting the meaninglessness of measurement 
without comparison:

“Imagine someone saying: ‘But I know how tall I am!’ and laying his hand 
on top of his head to prove it.”

Taking another example, somebody might step outside on a warm day 
and exclaim “I wonder how hot it is?” Clearly they can feel how hot the 
air is, it’s touching their skin. But measurement is not about providing 
independent, theory-free descriptions of phenomena, it’s about relating 
things together. What this person wants to know is how the air tem-
perature today compares with that of previous days. In sum, the utility 
of measurement comes about, not from the result of the measurement 
itself, but from the comparisons it enables.

Pollock (2004: 152) argues that this feature of measurement, a sys-
tem for comparison rather than description, has been lost on the ma-
jority of philosophers: “...philosophers simply [do] not understand the 
concept of measurement”. Salmon (1986: 210) is proposed as epitomis-
ing this confusion:

“...if the reference-fi xer does not know how long S is, he cannot know, and 
cannot even discover how long anything is. Measuring an object’s length 
using S only tells him the ratio of that object’s length to the length of S.”

Also (208):
“If one knows only that the length of the fi rst is n times that of the second 
without knowing how long the second object is, one knows only the propor-
tion between the lengths of the two objects without knowing how long either 
object is.”

Pollock (2004: 149) states that Salmon here demonstrates a failure “to 
understand the very concept of measurement, as well as what it means 
to know the length of something.” There is nothing to the act of mea-
surement beyond expressing relationships between objects. There is 
no absolute scale of measurement, no apodictic system for quantifying 
unit length. And with no natural unit, there is no concept of measure-
ment beyond an arbitrarily selected standard being used to express 
length ratios. For Pollock, that’s all there is to measurement.
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The question “how long is that object?” presupposes a system of mea-
surement involving a standard of comparison. Because the prototype 
metre is a necessary condition for the existence of the metric system, 
the question “how long is the standard metre?” is not a proper question. 
The standard is a criterion for measuring in the metric system, and it 
makes no sense to apply a criterion to itself (Pollock 2004: 155). The 
description of the prototype metre as “one metre long” only functions 
as a name or label, not as the description of a measurable length of the 
object. Pollock (2004) therefore concludes that Wittgenstein is correct: 
We cannot say that the standard metre is a metre in length, or that it 
is not a metre in length.

In summary, Pollock’s (2004) argument hinges on fi rst, the idea that 
the standard metre is identifi ed arbitrarily, and second, that it retains 
a special status in the metric system and so cannot be applied to itself. 
This article investigates whether these two assumptions are valid. In 
brief, we will argue the following: Pollock is correct in assuming that 
there is nothing to the act of measurement beyond expressing relation-
ships between objects. However, he is wrong in assuming that this im-
plies that measurement standards are selected arbitrarily (and hence 
immune to being measured themselves). Not all systems are equally 
capable of expressing relationships in a useful way. Specifi cally, stan-
dards that feature the property of stability are better, because they 
enable superior predictions. Because measurement standards are ob-
ligated to meet the external property of stability, they are susceptible 
to being improved upon, and thus open to being measured themselves. 
Although temporarily enjoying dominant status, working standards do 
not have immunity to being overthrown in the game of measurement. 
Accordingly, Wittgenstein’s statement about the metre bar having no 
measurable length value must be wrong.

2. A Brief History of Length
Before examining Pollock’s (2004) argument, we provide a brief over-
view of the history of the metre and the standard metre bar in Paris.

Measurement standards in medieval Europe varied widely between 
different jurisdictions, which were often little more than single market 
towns. The French revolution in 1789 provided the motivation to abol-
ish the multitude of length measures associated with the ancient ré-
gime and replace them with a new decimal system based on a universal 
and easily replicable standard (Crease 2011).

The new movement towards standardization provoked much de-
bate as to which environmental property could provide a globally rec-
ognizable standard. One proposal was to use the length of a “seconds 
pendulum”, that is, a pendulum which swings through a half-period in 
exactly one second. However, it was soon discovered that the length of 
such a pendulum actually varies from place to place. For example, the 
French astronomer Jean Richer demonstrated a 0.3% difference in this 
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length when calibrated in Cayenne (in French Guiana) versus Paris 
(Crease 2011).

In light of this, the commission for measurement reform eventually 
came to the decision that the new unit of length should be equal to 
one ten-millionth of the distance from the North Pole to the Equator, 
when measured along the meridian passing through Paris. This was a 
concept expressed in a single sentence that everybody on earth could 
agree on. During the surveying process, the commission ordered the 
production of a series of platinum bars based on preliminary calcula-
tions. Following the survey’s completion, the bar with length closest to 
the meridional defi nition was identifi ed. This bar, which subsequently 
became known as the “mètre des archives” was placed in the National 
Archives on June 22nd 1799 (Wikipedia “History of the metric system”, 
2018).

The simple meridional defi nition had been intended to ensure inter-
national reproducibility. In practice, however, nobody was in a rush to 
replicate a survey of the distance between the Equator and North Pole. 
The defi nition was so impractical to verify that it became irrelevant, 
being replaced instead by artefact standards. When it was later es-
tablished that the circumference quadrant was actually 10,019km, as 
opposed to 10,000km, this had no bearing on the use of the metre. The 
use of artefacts was already providing a de facto standard, unconnected 
and arbitrary relative to any other worldly defi nition.

Countries adopting the metre as a legal measure during the 19th 
century purchased standard metre bars with which to calibrate their 
own national standards. These, however, were prone to wearing down 
with use. Because different standard bars in different countries were 
being worn down at different rates, there was no mechanism for verify-
ing whether everybody was adhering to the same standard. In light of 
these diffi culties, an international treaty, known as the Metre Conven-
tion, was signed in Paris on 20th May 1875. An organisation known as 
the Bureau International des Poids et Mesures (BIPM) was established 
in Sèvres, just outside Paris. This organization was entrusted with the 
responsibility of conserving prototypes and carrying out regular com-
parisons between different national standards, so as to ensure interna-
tional consensus.

The BIPM set about creating a new state of the art international 
prototype metre, accompanied by a set of copies earmarked for interna-
tional distribution. These bars were made of a special alloy, consisting 
of 90% platinum and 10% iridium, making them signifi cantly harder 
than pure platinum. They were also fashioned in the shape of an X, 
thus minimizing the effects of torsional strain during length compari-
sons.

One of these bars was “sanctioned” to be identical in length to the 
mètre des archives on September 28th 1889, during the fi rst meeting of 
the Conférence Générale des Poids et Mesures (CGPM). Following this 
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moment of consecration, the new bar became the international proto-
type metre, and the old 1799 bar began to fl uctuate in length.

In 1960, at the 11th CGPM, a new defi nition of the metre was agreed, 
based on wavelengths of radiation from the krypton-86 atom. In 1983, 
at the 17th CGPM meeting, the metre was redefi ned again in terms of 
the distance travelled by light in a vacuum per second.

For the purpose of analysing the validity of Wittgenstein’s original 
claim and Pollock’s (2004) defence of it, we will initially consider the 
role of the 1889 metre bar as an active standard, as it was in 1953 when 
Wittgenstein’s comments were fi rst published.

3. Length versus Unit
Pollock (2004) repeatedly emphasises that the selection of the standard 
is arbitrary, meaning that it is completely self-suffi cient and has no 
connection with any external phenomena: The “standard is arbitrarily 
chosen and agreed upon by the community. Only practical consider-
ations bar us from using anything at all as a standard” (154). Also: 
“This arbitrary nature of standards of measurement seems to be lost on 
many philosophers” (154).

Intuitively, the selection of prototypes by the BIPM does not seem 
arbitrary. For example, the prototype kilogram is deliberately forged 
of platinum-iridium alloy, an inert metal with very high density (to 
negate a buoyancy effect), extreme resistance to oxidation, low mag-
netic susceptibility and high resistance to contamination and wear. In 
addition, the artefact is carefully isolated under multiple nested bell 
jars and subject to periodic cleaning with ether and ethanol followed by 
steaming with bi-distilled water (Wikipedia “Kilogram”, 2018). When 
Pollock describes the prototype metre as arbitrary, he is referring, not 
to its material, preservation and application, but to the markings on 
that bar which designate one metre. It is the designation of a unit that 
is arbitrary. 

But what is the size of that unit? We propose that the size of the 
unit does not exist independently of the medium of the platinum-iridi-
um bar onto which it is inscribed. The bar does the work of preserving 
the size of the unit, rendering the concepts of ‘unit’ and ‘standard’ inex-
tricable. Asserting that the unit is arbitrary is therefore meaningless: 
there is no unit that can be addressed independently of its embodiment 
by the metre bar itself. 

All measurement units depend on an underlying standard which 
embodies their size. For example, the Imperial and metric systems 
were originally associated with different processes for realizing their 
respective units. However, by 1964, the defi nition of the inch was tied 
to that of the metre, meaning that both units serve as different labels 
for describing measurements in the same fundamental system. To turn 
a measurement from centimetres to inches, one simply divides by 2.54. 
Although this ratio is one that arose by historical chance, it has no 
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measurement value in itself, serving merely as a cosmetic treatment of 
an underlying measurement result. The value of both the Imperial and 
metric systems lies in the embodiment of unit length by a standard.

Pollock (2004) misses the idea that the size of a unit must be real-
ized by some sophisticated practice, believing instead that the concept 
of objective length is universally appreciated following its ‘discovery’: 
“Although we discovered the concepts of length (and mass) we invented 
the concept of a metre for our own convenience; as a means of making 
judgments about length, which we could record and/or communicate to 
others” (154). Thus, for Pollock, the aspect of the prototype metre that 
gives it its special status in the metric system is not its role in enabling 
reliable judgments about length, but merely its role in designating a 
unit of measurement. In the following section we argue that Pollock’s 
attitude overlooks a crucial property of measurement standards, name-
ly that of stability.

4. What Makes the Standard Special?
Let’s imagine what would happen if the only role of the metre bar was 
to designate a unit of measurement, as Pollock (2004) assumes, with-
out any regard to realizing the size of that unit.

Under this scenario units of length could be perfectly replicated and 
maintained by any measured object. For example, I could take a wood-
en stick and mark on it exactly the same unit lengths as exist on the 
prototype metre bar. In Pollock’s world the stick functions just as well 
as the original standard. Indeed, every act of measurement is equiva-
lent to forging a new standard. Once my desk is identifi ed as having 
some particular length value, it too becomes part of the standard, and, 
following the assumptions inherent to Pollock’s view, ceases to have 
measurable length because of its new special role in the system. The 
original standard is not special anymore. We can no longer cling to 
Wittgenstein’s statement that only one thing has no measurable length 
value: Every object which is measured becomes just as good at realizing 
length as the original standard, hence losing its property of measurable 
length. Pollock doesn’t care what object the markings are made on. Af-
ter all, the choice is arbitrary.

In practice, measurement does not work like this. The standard 
encompasses, not just the physical bar, but a whole set of procedures 
for handling, comparing and making copies of the bar, as well as the 
background knowledge and assumptions involved in those procedures. 
For example, in 1927 the defi ned mise en pratique of the prototype me-
tre was altered, without affecting the prototype artefact, or its unit 
markings. At the 7th CGPM it was clarifi ed that any measurement of 
the bar should now be “subject to standard atmospheric pressure, with 
the prototype supported on two cylinders of at least one centimetre 
diameter, symmetrically placed in the same horizontal plane at a dis-
tance of 571 mm from each other” (BIPM 1928: 49). The preservation 
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of a given measurement standard resides in the understanding of its 
mise en pratique by active practitioners; used improperly the metre bar 
might prove no more useful in measurement than a metre stick.

If we accept that some artefacts and procedures enable superior 
judgements about length (e.g. a platinum-iridium bar, when used in 
appropriate manner, makes a better standard than a stick) then we 
are admitting the existence of some external criterion that standards 
are intended to meet. 

Consider, for example, a fanatical dictator who issues a diktat de-
fi ning the length of his beard as the new standard for measurement. 
Relying on this unstable beard length might cause bridges to fall down, 
buildings to collapse, and ships to sink. 

Is this a problem? If we maintain that a standard of length can be 
selected arbitrarily, then it has no obligations to achieve anything. It 
is only relative to the external goal-directed expectation that measure-
ment standards should keep bridges up and ships afl oat that we can 
describe the beard-length standard as wanting. In sum, an arbitrary 
standard, without external connection to any practical function, does 
not support the property that we intuitively understand as length.

Danjon (1929) highlights the diffi culty of interpreting the ephem-
eris time standard (using the position of the sun, moon, planets and 
stars) as a fi at with no external obligations:

…Although Newton’s law has been saved, it is experiencing a quite extraor-
dinary adventure: henceforth called upon to gauge the passage of time, it 
becomes in part unverifi able and ceases to be what could strictly be termed 
a law…Since we would ask these laws to provide a measure for the passage 
of time, we could no longer subject them to experimental control without 
entering into a vicious circle. (Danjon 1929)

Consistent with Danjon’s critique, Chang (2001, 2004, 2007), van Fras-
sen (2008, 2009) and Tal (2011, 2012, 2013, 2016) all reject the tradi-
tional view of arbitrary, apodictic defi nitions at the heart of measure-
ment. Acknowledging the real-world application of measurement, they 
recognise the role of a ‘hard-to-isolate’ external criterion, supporting 
goal-directed activities, as being at the heart of the practice. 

5. What is Measurement For?
To properly understand the role of the prototype metre in the metric 
system we need to consider what measurement is for in the fi rst place. 

Intuitively, people make measurements because measurements are 
valuable. But what is it about measurements that makes them useful? 
Tal (2012, 2013, 2016) proposes that the goal of prediction lies at the 
heart of measurement, insofar as measurement accuracy, and hence 
the calibration of scientifi c instruments, is defi ned in terms of predic-
tive accuracy. When I measure the length of my desk I am effectively 
making a prediction about what will happen when it interacts with 
other measured objects (e.g. will my desk fi t through that door?) Even 
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if we imagine cases where measurement is carried out for its own sake, 
without any expectations for prediction, the concept of reliable relation-
ships still applies. For example, somebody who measures how fast they 
run around a race track expects those timings to enable comparisons 
involving other runners, suggesting who would win a hypothetical race 
between them. In order to be of value, a measurement system must 
provide reliable information about the relationships between measured 
phenomena, information which enables accurate predictions.

Tal’s (2012) goal-based view stands in contrast to the widespread 
supposition that measurement and prediction are distinct epistemic ac-
tivities. He argues that traditional accounts of measurement have over-
looked its practical role in prediction, ignoring the key associated con-
cepts of uncertainty, reliability and inference. For example, theorists 
such as Campbell, Stevens and Suppes “took ‘measurement’ to be syn-
onymous with either ‘number assignment’ or ‘scale construction’, and 
neglected the ‘applied’ aspects of measurement such as accuracy, preci-
sion, error, uncertainty, and calibration” Tal (2013: 1164). In practice, 
measurement outcomes are obtained from instrumental readings by a 
chain of inferences, and the inferences drawn depend on the particular 
theoretical and statistical assumptions associated with the measure-
ment apparatus. According to Tal (2013: 1165), “this way of viewing 
measurement raises a host of representational questions that have been 
either neglected or only partially addressed by traditional accounts”.

The idea that measurement might be goal-directed raises the issue 
of how a theoretical quantifi cation could be coordinated with empiri-
cal measurement. The issue here is that the empirical adequacy of a 
given theory and the reliability of a related measurement process ap-
pear to depend on each other in a circular fashion (Tal 2013: 1160). 
For example, in order to establish a theory of weight, it is necessary to 
test the predictions of that theory, a task which itself requires a reli-
able method of measuring weights. Conversely, testing the reliability of 
such measurements presupposes existing theoretical knowledge about 
weight against which it can be calibrated (Tal 2013: 1160). 

The traditional philosophical approach to this problem, which Pol-
lock (2004) espouses, has been to assume that coordination is achieved, 
and circularity avoided, by establishing apodictic defi nitions for quan-
tifi cation, which are arbitrary, self-supporting and internally complete. 
These defi nitions are assumed to be “analytic statements that require 
no empirical testing” (Tal 2013: 1160), thus severing the link between 
measurement and any external goal-directed outcome, such as predic-
tion. For example, Ernst Mach noted that different types of fl uid ex-
pand at different nonlinearly related rates when heated and concluded 
that there can be no fact of the matter as to which fl uid expands most 
uniformly, since the very notion of equality among temperature inter-
vals has itself no determinate application prior to a conventional choice 
of standard thermometric fl uid with which to establish it (Tal 2013: 
1161). The eventual choice of standard, for Mach, was a convention-
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al one. Poincaré similarly argued that the processes scientists use to 
mark equal time durations (e.g. pendulum swings) are chosen for the 
sake of convenience (Tal 2013: 1161).

Pollock (2004: 155) echoes a similar conventionalist sentiment when 
he insists that “we simply chose a length that we found convenient and 
called it a metre. That is all there is to choosing a standard of meas-
urement.” However, though the examples noted by Mach and Poincaré 
seem, at fi rst blush, to indicate arbitrariness at the heart of measure-
ment, this arbitrariness results from pushing measurement beyond the 
existing limits of science and technology, thereby exhausting justifi ca-
tion. The arbitrary decision here is to choose between several highly 
sophisticated systems, each of which does so well at measuring that 
their various merits are hard to distinguish.

For instance, while Mach and Poincaré recognized that choices of 
coordinative principles are often constrained by considerations of sim-
plicity and convenience, they were not suggesting that these choices 
are completely arbitrary, but rather that working standards are select-
ed because they are “good enough” to provide useful practical reference 
(see Galison 2003), an attitude subsequently adopted by the BIPM.

6. Stability
Metrology is the science of measurement and standardization, carried 
out by metrologists, who are experts in highly reliable measurement. 
Despite the fact that it is an independent discipline with its own jour-
nals and controversies, the methods and tools of metrology have re-
ceived little attention from philosophers (Tal 2011: 1083). A central 
philosophical question in metrology is how the process of standardiza-
tion works. What exactly is it that metrologists are doing to develop 
and maintain accurate standards of measurement? How are these 
methods justifi ed from an epistemic perspective and how do they re-
solve the apparent circularity of theoretical quantifi cation and empiri-
cal measurement? 

Chang (2001, 2004, 2007) and van Fraassen (2008, 2009) argue 
that the apparent circularity is not vicious. According to their view, 
constructing a quantity concept and standardizing its measurement 
are co-dependent, iterative tasks. With each iteration the quantity 
concept is re-coordinated to a more stable set of standards, which al-
lows theoretical predictions to be tested more precisely, facilitating the 
subsequent development of standards, and so forth (Tal 2013: 1162). 
This corresponds with the BIPM’s view of their own standards, which 
are not intended as absolute but rather based on a ‘mise en pratique’, 
that is, a set of instructions allowing the unit to be realized in practice 
with the highest level of accuracy. The difference between this view 
and the traditional philosophical approach is that it does not seek to 
resolve circularity through absolutism. Rather, it treats the standard 
as a working realization of an external criterion known in metrology 
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as ‘stability’.
Stability refers to the tendency of an apparatus to produce the 

‘same’ measurement outcome over repeated runs, as well as replicat-
ing the outcomes of similar instruments around the globe. What this 
means in practice is that discerning any predictable fl uctuation in a 
standard should be as hard as possible; the standard should be as un-
correlated as possible with any changes in the environment. This is the 
external criterion that measurement standards are designed to meet. 
Under the guidance of the BIPM, a worldwide network of metrological 
institutions is responsible for comparing, adjusting, maintaining, dis-
seminating and refi ning stable standards (Tal 2016: 297). 

One of the notable successes of these institutions is the standard 
measure of time used in almost every scientifi c context, known as Co-
ordinated Universal Time (UTC) (Tal 2016: 297). UTC is regarded as 
overwhelmingly stable insofar as a variety of standardization labs 
around the world manage to closely reproduce it on an ongoing basis. 
Standardization can be regarded as a process for ensuring independent 
agreement: Despite being displaced in space and time, and having no 
causal interaction with each other, the labs can produce results which 
agree with each other. In other words, they are able to make highly 
accurate predictions about the measurements that other labs will re-
port each day. Metrologists labour relentlessly to identify standards 
that support greater predictive accuracy. If standards were chosen ar-
bitrarily, as Pollock (2004) maintains, the world would have no need 
for metrologists.

As regards the prototype metre bar, its value comes, not from those 
features which have been selected arbitrarily, but from those which 
have been carefully calibrated to maximise stability. The standard re-
fl ects the realisation of centuries of accumulated theoretical and techno-
logical efforts, involving the identifi cation of materials that best support 
predictive accuracy under varying conditions. Contrary to Pollock’s un-
derstanding, the metre bar’s utility is not related to its ability to desig-
nate a unit of length. After all, anyone could just as well hold their two 
fi ngers in the air, refer to the distance between them, and say “this is 
the length of a metre”. Designating an arbitrary distance is easy, but 
to be rendered useful, the size of that unit must be preserved by some 
stable standard. The utility that the prototype metre bar provides lies in 
its capacity to maintain and replicate that designated distance.

7. Measuring the Standard
In sum, measurement and stabilization are one and the same concept. 
To measure a property such as length is to stabilize it relative to a stan-
dard which can reliably preserve that property, thus enabling accurate 
predictions to be made. Stability is the backbone of measurement util-
ity, and working standards merely approach that ideal without ever 
realizing it completely.
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We return now to the original question of whether the prototype 
metre bar has measurable length. We have argued that what makes 
measurement standards valuable is their capacity to enable reliable 
judgements about length, and hence support accurate predictions. If a 
standard has been designed to meet an external goal-based criterion, 
this opens up the possibility of improving the standard and replacing 
it with a more stable version, thus allowing the original system to be 
measured. Because stability relates to external events and relation-
ships, no standard can ever represent the fi nal word on stability. As 
soon as we identify measurement value as being related to stability, 
we recognize that working standards provide a useful, yet incomplete 
representation of the concept of measurement.

A continuing trend in metrology is to eliminate as many as possible 
of the artefact standards, and instead defi ne practical units of mea-
surement in terms of fundamental physical constants. As of writing, 
the only remaining artefact standard is the International Prototype 
Kilo (IPK), shortly to be replaced, like that of the other BIPM base 
units, by a defi nition entirely based on fundamental constants.

For example, the metre bar prototype was offi cially superseded in 
1960, at the 11th CGPM, when a new defi nition was agreed based pure-
ly on a universally replicable mise en pratique.  Specifi cally, the metre 
was redefi ned as equal to 1,650,763.73 wavelengths in a vacuum of 
the radiation corresponding to the transition between the levels 2p10 
and 5d5 of the krypton-86 atom. This new defi nition democratised and 
diversifi ed the materialization of standards, by allowing anyone with 
the appropriate lab equipment to realize the metre for themselves. In-
creasing levels of scientifi c sophistication and greater levels of shared 
practical knowledge between metrologists have obviated the need for a 
remaining link to a localised artefact.

It should be noted that the shift from artefact to decentralized stan-
dards has not changed the practicalities of metrology any more than 
the de jure abandonment of the gold standard in 1976 changed the 
nature of international economics. In practice, the Parisian artefact 
standards were rarely consulted. The only comparison of national stan-
dards with the international prototype was carried out over a 15 year 
period between 1921 and 1936, revealing a variability of around 0.2 μm 
(Nelson 1981). Like the gold standard, the role of artefact standards 
was chiefl y to shore up confi dence in the system as a whole. As scien-
tifi c knowledge became more widespread, sophisticated and intercon-
nected, this role was no longer necessary.

The defi nitions of decentralized standards, just like artefact stan-
dards, involve an arbitrary component which is needed to establish a 
convenient unit quantity. For example, in the krypton-86 standard, the 
value “1,650,763.73” was selected so as to ensure historical continuity 
with the preceding defi nition. The number is arbitrary, insofar as any 
other number would work just as well. However, as previously argued, 
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the number by itself does not provide utility. Instead, it’s the stabil-
ity of krypton radiation wavelengths that supports reliable judgements 
about length.

The issue of standards being vulnerable to measurement applies 
just as equally to decentralized standards as it does to localized arte-
fact standards. In order to maintain their status, measurement stan-
dards are obligated to deliver reliable judgements, and to support ac-
curate predictions. When competitors can gain an advantage using an 
alternative system, a working standard immediately loses its status.

The new BIPM base units, which tie base units to fundamental 
constants, state ideal conditions that cannot be realized by a material 
object or process, only by an abstract entity, these conditions can be 
approached more and more closely in practice, yet never perfectly real-
ized (e.g. achieving a perfect vacuum to measure the speed of light). Ac-
cordingly, the realization of standards is left entirely open and prone to 
change when metrologists discover new physical principles that make 
it possible to materialize the unit with greater stability than before.

Just as with artefact standards, the incomplete understanding of 
stability leaves decentralized standards perennially vulnerable to re-
fi nement.

8. Conclusion
Pollock’s (2004) argument begins promisingly, with the observation 
that the utility of measurement stems from its capacity to support com-
parisons, and not from providing absolute, theory-free descriptions. 
However, he makes a critical error by falling back into the trap of ab-
solutism, assuming that the concept of length is ‘objectively’ known, as 
opposed to something whose practical realization we must work relent-
lessly towards.

The prototype metre in Paris was selected by metrologists as a use-
ful working standard because it did a good job. It was never intended 
as the absolute, inviolable defi nition of the metre. Pollock’s (2004) ar-
guments regarding the irreproachable role of the metre standard are 
directly undermined by the BIPM’s 1960 declaration from the 11th 
CGPM, according to which “the international prototype does not defi ne 
the metre with an accuracy adequate for the present needs of metrol-
ogy” (Tal 2011: 1082–1083). If the metre bar was really the foundation 
of measurement, how could its accuracy ever be found lacking?

Pollock (2004) overlooks the crucial idea that measurement is a 
goal-directed activity based on clear external objectives, and thus open 
to continuing refi nement. When a system asserts its own supremacy, 
it severs any ties to delivering in practice, and the system ceases to 
have utility. For instance, any measurement standard which is beyond 
reproach, such as the dictator’s beard, cannot measure at all, because 
it is freed of any responsibility to provide practical results in the real 
world. To be useful, a measurement standard must hold the potential 
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to be found lacking—to be measurable—by some alternative system 
which delivers superior results in practice. Thus, while current mea-
surement standards do a great job, they do not completely defi ne what 
we demand of measurement.

For example, in 1988, the International Prototype Kilogram (IPK), 
which continues to serve as the standard for mass, was removed from 
its vault in Paris. It was found that the mass of the prototype had drift-
ed downwards relative to the set of national copies distributed glob-
ally in 1884, at a rate of change of about 0.5 parts per billion per year 
(Crease, 2011). By defi nition, the prototype has no measured value, 
and hence no measured error. From this frame of reference, the copies 
around the world are gaining mass. However, because that is a clearly 
counterproductive interpretation, the BIPM ‘inferred’ that the proto-
type must be unstable and somehow losing mass, thus making an im-
plicit comparison of the mass of the IPK to some more stable reference 
frame.

In conclusion, Wittgenstein’s original claim regarding the measur-
ability of the prototype metre must be mistaken. The prototype holds 
its status as a standard, not because it has been arbitrarily singled 
out as having a special role in some language game, but because it 
delivers results in practice which are hard to beat. Measurement stan-
dards should thus be interpreted as well-established recommendations 
for how to achieve the best possible measurement results given the 
current state of technology. As soon as we succumb to the assumption 
that standards somehow encapsulate the foundations of measurement 
itself, and are thus immune to reproach, we cease to be engaged in 
measurement.
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This paper is concerned with the reconstruction of a core argument that 
can be extracted from Street’s ‘Darwinian Dilemma’ and that is intended 
to ‘debunk’ moral realism by appeal to evolution. The argument, which is 
best taken to have the form of an undermining defeater argument, fails, 
I argue. A simple, fi rst formulation is rejected as a non sequitur, due to 
not distinguishing between the evolutionary process that infl uences moral 
attitudes and the cognitive system generating moral attitudes. Reformula-
tions that respect the distinction and that could make the argument valid, 
however, bring in an implausible premise about an implication from evo-
lutionary infl uence to unreliability. Crucially, perception provides a coun-
terexample, and the fi tness contribution of reliably accurate representa-
tion has to be taken into account. Then the moral realist can explain why 
and how evolution indirectly cares for the truth of moral attitudes. The 
one and only condition that has to be satisfi ed in order for this explana-
tion to work is the suffi cient epistemic accessibility of moral facts. As long 
as the moral facts are suffi ciently reliably representable, one can see how 
evolution could favor getting it right about the moral facts. Interestingly, 
apart from this epistemic constraint no further constraint and, in particu-
lar, no objectivity constraint on what the moral facts have to be like can be 
derived. Thus, the only problem for the moral realist is to make good on 
epistemic access to moral facts—an old problem, not a new one.

Keywords: Evolution, ethics, debunking, moral realism, reactive 
attitudes.

1. Introduction
Discrediting a view or set of belief-like attitudes that aspire to truth by 
so-called ‘debunking’ has become quite popular.1 An especially interest-

1 See, for example, Kahane (2011) for a list of examples and some general 
discussion of debunking arguments.
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ing case is the case of moral attitudes and evolution. The debunking ar-
gument attacks our moral attitudes (or an important part of them)2 by 
pointing out that the force that has shaped these moral attitudes—evo-
lution—is blind to issues of truth and only cares about fi tness and sur-
vival.3 Take ‘altruistic attitudes’ as the core of our moral attitudes. An 
evolutionary explanation of these attitudes can be given by reference 
to the fi tness-conduciveness of certain kinds of cooperative behavior 
towards one’s kin or group. If these altruistic attitudes are understood 
realistically, we run into a problem: they might be true, but only ac-
cidentally so, since the relevant evolutionary forces did not care about 
truth. Or so the debunking line of thought runs.

Not too long ago, Sharon Street has presented an evolutionary 
debunking argument against moral realism, called the ‘Darwinian 
Dilemma’.4 So she is turning the argument around, targeting the real-
istic assumption that the relevant attitudes aspire to truth and are, at 
least sometimes, true—what is often called ‘moral realism’. (Whether 
realism is or should be construed as implying some objectivity condition 
can initially be left open and will be investigated later.) The argument 
is clearly of high signifi cance, since it attempts to bring to fall an entire 
approach in (meta-)ethics, i.e., moral realism. Street’s formulation of 
the argument, however, is burdened with considerations that rather 
distract from those valuable and interesting points that may constitute 
a sound argument against moral realism. One could try to disentangle 
the various claims and streams of thought in her presentation(s) of 
the argument, which would require an immense amount of careful in-
terpretational work. Here I would like to proceed in a different way, 
namely, by providing a clear and systematic reconstruction of a core ar-
gument that can be extracted from Street’s considerations, without any 
side roads or unnecessary accompaniments. If it turned out that the 
argument is not really Street’s argument, this should not be too wor-
risome, since it is at least similar and in any case important enough.5

2 I will take the relevant moral attitudes to be beliefs or suffi ciently belief-like, 
since (only) they are aspiring to truth. Any difference should not matter to the 
argument. Street includes desires (and attitudes of approval and disproval) among 
the evaluative attitudes (cf. Street 2008: fn. 3). However, these are not really at 
stake since they are not truth evaluable and, therefore, the issue of reliability does 
not arise for them, at least on a standard conception of desires.

3 A particularly succinct statement of this claim—or dogma, indeed—can be 
found in Burge (2010), in particular, ch. 8. Burge discusses this idea in the context 
of a naturalistic teleosemantics which conceives of representational functions as 
biological functions, and tries to argue that it has to fail for exactly that reason. For a 
convincing criticism of Burge’s argument see Graham (2014). For another statement 
of the claim see, for example, Stich (1990: 62).

4 The original statement is to be found in Street (2006). Street explains the 
argument further and, in particular, defends it against the criticism by Copp (2008) 
in Street (2008). Street takes value realism in general as her target. In order to keep 
the discussion in reasonable bounds here, I will restrict myself to the moral part of 
value realism, i.e., to moral realism.

5 There are several problematic aspects to the exposition of the ‘Darwinian 
Dilemma’ as to be found in Street’s writings. I only mention a few of them here. It is 
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In the following I will try to carve out and (re-)formulate what I take 
to be the heart of the considerations that can be found in Street’s writ-
ings and that might provide a genuine evolutionary argument against 
moral realism.6 Exegetical issues will not be my primary concern, but 
systematic reconstruction.7 I will try to show that in the end, the ar-
gument fails. The moral realist can tell a plausible story about how 
evolution cares for the reliability of moral attitudes—for in a nutshell,  
evolution indirectly cares (or, at least, can care) for truth, and there is 
a plausible story about how this could work. The new part of the story 
that will be told here appeals to reactive attitudes (in Peter Strawson’s 
sense) as a social mechanism that explains how the relevant cognitive 
process could be reliable after all. It provides a new picture of how 
evolutionary forces could have indirectly resulted in reliability. This 
adds signifi cant support to the idea of indirect truth tracking as a re-
sponse to the debunking challenge. Interestingly, this makes appeal 
to other strategies for defending moral realism superfl uous (like ap-
peal to the additional epistemological potential of rational refl ection, 
(quasi-)conceptual truth, or a threat of self-defeat within the debunk-
ing argument).8 Fortunately, as will be argued at the end, there will not 

questionable whether putting the argument in the form of a dilemma is fortunate. 
Construing it as a reductio of the moral realist assumption, by way of a defeater 
argument, seems more appropriate, as I will try to show. – Graber has criticized 
Street for setting things up in the form of a dilemma, too (cf. Graber 2012: 594). 
Graber suggests that we should take the argument to be an abductive one, i.e., an 
argument about best explanation. I disagree. Furthermore, Street’s formulation also 
depends on a demand for reasons (for believing in the reliability of the source of our 
moral attitudes), or even on a demand for independent reasons—thus leading into 
issues of epistemic circularity that are at most implicitly hinted at by Street but 
by no means discussed explicitly and to a suffi cient extent (cf. Street 2008: sc. 6). 
Externalists will reject such a demand for reasons. A further point of unclarity is the 
defi nition of ‘moral realism’ as it is the target of the argument. Street burdens ‘moral 
realism’ (and equally realism about value) with an element of objectivity which is 
not really required for any kind of moral realism, but only for an objective moral 
realism (cf. Street 2006: 110; Street 2008: 208 and, in particular, fn. 3). If reliability 
is the primary issue, why is not any kind of moral realism affected?, one can wonder. 
(Skarsaune presents some good critical observations about Street’s characterization 
of ‘moral realism’ in Skarsaune 2011: sc. 5.)

6 Thus, to repeat, I will restrict the discussion to moral realism (and ignore non-
moral value realism). Therein I follow Copp (2008). Street notes that she sees some 
diffi culties with this restriction since it “introduces crucial complexities having to do 
with morality/reasons internalism” (Street 2008: 209). I have to confess that I fail to 
see any signifi cant problem with the restriction.

7 Some useful exegetical work, including important interpretational questions, has 
been provided by Copp (2008), Enoch (2010), Skarsaune (2011), and Garber (2012).

8 Brosnan (2011) and FitzPatrick (2015) try to argue that rational refl ection can 
lead to reliable belief formation (even if starting with initially false input beliefs). 
Conceptual truths, or something close enough, have been offered in response to 
debunking arguments by Cuneo and Shafer-Landau (2014). The charge of self-defeat 
is discussed in Kyriacou (2016).
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be any new signifi cant epistemological costs to the proposed response 
in defense of moral realism.9

2. Reconstructing a Streetian 
evolutionary argument (crude version)
Here is my proposal about how to formulate the initial, crude argu-
ment, argument A1:
A1:
(1) Our moral attitudes (MAs) are signifi cantly infl uenced by an 

evolutionary process E.
(2) E is not truth-tracking.
____
(3) Our moral attitudes (MAs) are not (epistemically) justifi ed.10

Some comments on the premises are in order. Premise (1) is a rough 
statement that leaves out which moral attitudes exactly are at stake. 
I have already indicated that we are talking about the ‘altruistic core’ 
of our moral attitudes, concerning positive evaluation of cooperation 
and family support etc. (even at some cost to one’s own self-interest). 
For brevity’s sake I will call them the ‘MAs’. (As already mentioned, I 
will treat the MAs as beliefs or suffi ciently belief-like to be epistemi-
cally evaluable in the relevant way. Moral attitudes that are not truth-
evaluable cannot be the target of the argument.) Of course, there is 
no precise defi nition of what counts as ‘signifi cant infl uence’. But it 
seems to be agreed on by all parties in the discussion that the infl uence 
is signifi cant, at least for the sake of the argument. After all, it could 
turn out to be the case (if it has not yet). So let us take premise (1) for 
granted for the moment and see where it leads. (We will see soon that 
some reformulation is necessary.)

9 Similar arguments against various forms of realism (evaluative realism, 
religious realism, etc.) can be found in the literature. See, for example, Joyce 
(2008) and Ruse, Wilson (1995). Interesting comparisons of Street’s arguments and 
Plantinga’s evolutionary argument against atheism can be found in Crow (2015) 
and Moon (2016). A very good overview on evolutionary debunking arguments is 
Vavova (2015). Vavova also presents her own reconstruction of the most promising 
evolutionary argument which is different from the one I am reconstruing here. She 
does not recognize the distinction between evolutionary and cognitive processes that 
I will argue for in the next section, and she does not discuss the criticism of, and 
reply to, the argument that I will present in section 4. The same is true of Vavova’s 
earlier discussion in Vavova (2014).

10 This is essentially an instance of the argument schema that Kahane 
proposes as a general schema for debunking arguments, see Kahane (2011: 111). 
Kahane discusses Street’s argument as fi tting into this schema (cf. Kahane 2011: 
sc. 3). However, Kahane does not present the criticism that I am going to lay out 
here. Rather, he gets into issues of objectivity and whether the argument over-
generalizes—which are not the problems I am discussing here. Skarsaune (2011) 
also gets into the issue of what ‘independence of our attitudes’ means and whether 
philosophers like Nagel or Parfi t hold that moral truths are ‘independent’ in this or 
that sense.
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Premise (2) is the statement of evolution’s blindness to truth. Evolu-
tion does not care for truth but only about survival or practical value. 
This slogan is taken to amount to a lack of truth-tracking. The evolu-
tionary process E is epistemically evaluated as a bad one: it does not 
push toward truth, it is not truth-conducive.

Why is (3) supposed to follow?—I propose that we should take the 
argument to have the form of a defeater argument or, more precisely, 
an undermining-defeater argument. 11 Its premises provide an under-
mining defeater against the epistemic justifi cation of the relevant mor-
al attitudes.12

Famously, Pollock distinguished between two kinds of defeaters, 
rebutting and undermining (or undercutting) defeaters.13 The rebut-
ting defeaters (against the belief that p) are simply reasons for the op-
posite belief, i.e., belief that non-p. The undermining defeaters consist 
in reasons against the reliability of the source of one’s belief that p. 
They undermine the source as not being reliable and, thus, as not is-
suing (ultima facie) justifi ed belief (as long as they are not themselves 
undermined, of course).14 I propose to take the evolutionary debunking 
argument as a defeater argument of the undermining sort. The source 
is taken to be the evolutionary process E and its lack of truth-tracking 
is taken to undermine E’s reliability.

If taken in this way, we can see how one could think that the conclu-
sion (3) follows from the premises. Premise (1) establishes a source of 
our MAs, and premise (2) discredits it, so the MAs lose the epistemic 
status of being justifi ed. It is just like when a belief loses epistemic jus-
tifi cation if one acknowledges that it has been generated by unreliable 
wishful thinking, for example.15

Prima facie, A1 looks like a sound defeater argument. The history of 
our moral attitudes seems to be discredited such that their (epistemic) 
justifi cation is undermined. For what comes from a source that does 
not track truth could at best be accidentally true—and that is not good 
enough for (epistemic) justifi cation.16

11 In general, it seems that ‘debunking arguments’ can be best understood as 
undermining-defeater arguments. (Perhaps there are some exceptions, but this 
should be the rule.) Kahane makes the same proposal (cf. Kahane 2011: 105–6). 
Schafer also takes the heart of Street’s considerations to be aiming at an (a posteriori) 
defeater (of an a priori entitlement). And he criticizes the attempt for not relying on 
the idea that the empirical facts of evolutionary theory could provide a defeater for a 
normative claim (cf. Schafer 2010).

12 It is quite clear that our primary concern here is with doxastic justifi cation, not 
with propositional justifi cation or personal justifi cation.

13 Cf. Pollock (1986) and, for a general overview on evidence, Kelly (2014).
14 To be more explicit, a belief might be prima facie justifi ed, but any undermining 

defeater cancels its ultima facie justifi cation (as long as it is not undermined itself). 
Cf., for example, Senor (1996).

15 Of course, the undermining defeater is supposed to be not defeated itself.
16 In general epistemology there is quite a controversy about how to understand 

how (undermining) defeaters exactly work, and some epistemological views seem 
to have problems here. (For some recent discussions of defeaters see, for example, 
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However, the appearance is misleading. There are at least two 
big problems with that argument. First, and most importantly, as it 
stands, argument A1 is a non sequitur. And second, and related to that, 
it is unclear how premise (2) is really to be understood (in the best, 
charitable way). Let me explain.

Firstly, the argument is a non sequitur. This is so since E is not a cog-
nitive process. Therefore, the non-truth-tracking of E, stated in premise 
(2), is simply not directly relevant to the epistemic status of justifi cation 
of our MAs. (It might be indirectly relevant—we will come back to that 
in due course.) What matters is whether the relevant cognitive process, 
i.e., the cognitive process of which our MAs are the outcomes, is reliable 
or not. But since E is not a cognitive process, E’s blindness to truth is not 
directly relevant. (Its indirect relevance would have to be made explicit, 
and I will try to do so soon.) As the argument A1 stands, it is a non 
sequitur. Premises (1) and (2) do not provide an undermining defeater 
against the assumption that the relevant cognitive process of which our 
MAs are the outcome is reliable. An undermining defeater argument has 
to provide reason against the reliability of the relevant cognitive process, 
since only the relevant cognitive process’s reliability is what matters for 
the epistemic  justifi cation of its outcomes. No such reason has been pro-
vided so far.17 This is the decisive shortcoming of argument A1.18

Bergmann (2006) and Hofmann (2013).) But the phenomenon is widely acknowledged, 
and my discussion does not depend on any controversial account of, or assumptions 
about, undermining defeaters. In particular, it does not depend on whether one goes 
for a psychologistic or an anti-psychologistic conception of defeaters (i.e., whether 
one conceives of defeaters as beliefs or the propositions believed).

17 That cognitive processes are the relevant items when it comes to epistemic 
justifi cation and defeaters is a common assumption in general epistemology, at 
least for those epistemologists which admit the relevance of (certain aspects of) the 
history of a belief (cf., for example, Goldman 1979). If one opts for an a-historical, 
‘current time-slice’ epistemology, such as, for example, Pryor’s dogmatism, then no 
historical processes are directly relevant to the status of epistemic justifi cation. Then, 
however, the prospects for an evolutionary undermining defeater argument are even 
dimmer. So the assumption that the history of an attitude matters is granted for 
the sake of the argument, and not a substantial assumption that I am making. But 
if the history is relevant, we have to be clear about which parts or aspects of the 
history of a belief are relevant. There is of course some signifi cant controversy about 
the individuation of cognitive processes, whether they are more narrowly or more 
broadly construed and whether they are to be construed individually or socially. 
The generality problem is a major topic here. (Cf., for example, Goldman 2008. For 
a social individuation see Goldberg 2010.) But some limits are highly plausible and 
commonly accepted. In particular, it is quite clear that a cognitive process does not 
extend temporally back beyond the individual’s existence. The infl uence of evolution 
lies of course way back in the past, much beyond the individual’s life. Thus the 
evolutionary process E cannot count as a cognitive process.

18 The very idea of this criticism can be found in Wielenberg (2014). Wielenberg, 
however, does not try to re-formulate the argument and, thus, does not arrive at the—
very signifi cant—result that will be forthcoming from the following reformulations, 
namely, that the indirect ‘truth tracking’ account can be upheld and spelled out by 
means of a social reactive attitudes story (see section 4, below).
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Secondly, premise (2) is unclear. What does it mean to say that ‘E 
is not truth-tracking’? Once we have distinguished between the cogni-
tive process that is responsible for our MAs and the evolutionary pro-
cess that has signifi cantly infl uenced our cognitive systems, we have 
to spell out the ‘non-truth-tracking’ of the evolutionary process. It is 
not a cognitive process, and so talk of reliability is not appropriate or 
must be understood in some other way (different from how it is un-
derstood when applied to cognitive systems). How then is the lack of 
‘truth-tracking’ of E to be understood?19

Can we save the argument by reformulation?, you may ask. If we 
want to formulate a sequitur argument, we have to reformulate every-
thing in terms of the cognitive process—call it ‘C’—which produces the 
MAs in us. In effect, the recipe for reformulation is quite clear. First, 
we have to split premise (1) into two, so to speak, one pertaining to 
the cognitive process C and another one pertaining to the evolutionary 
process E. Second, we have to fi nd a suitable explication or replacement 
for premise (2).

3. Refi ning the argument
Following the recipe leads quite naturally to the following reformula-
tion of the argument—call it argument A2:
A2:
(1a) Our MAs are produced by a cognitive process C.
(1b) C has been signifi cantly infl uenced by E.
(2) E infl uences cognitive processes signifi cantly because of their fi t-

ness contribution.20

_____
(3) Our MAs are not justifi ed.
The problem with this reformulation, however, is quite clear: it is still 
a non sequitur. The premises are silent about the reliability of the rel-
evant cognitive process C. By merely stating that the evolutionary pro-
cess E goes by fi tness contribution, we have not yet been told whether 
the result of E’s infl uence is reliable or not. In other words, we have not 
yet spelled out the fi rst part of the slogan, ‘evolution does not care for 
truth …’, but only the second part, ‘… but (only) about survival’. Even 
if we leave in the ‘only’ it is not clear what follows for the issue of C’s 
reliability. We could change premise (2) accordingly:

19 A note on the exegetical debate may be in order here. Copp (2008), Enoch (2010), 
and Skarsaune (2011) struggle with understanding Street’s ‘tracking account’. But 
it seems that the issue is undecidable since unclear. Only cognitive processes, or 
systems, that produce truth-evaluable states are in the business of ‘tracking truth’, 
i.e., are supposed to be reliable. The evolutionary process is no such process and, 
thus, falls outside of any reliable/unreliable classifi cation.

20 I choose the ‘because of’ formulation in order to avoid any controversial 
commitment to teleological notions, such as selection-for. One could equally well 
speak of ‘according to’. Nothing hangs on this.
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(2’) E infl uences cognitive processes signifi cantly because of, and 
only because of, their fi tness contribution.

Still it would be unclear what consequences for reliability this would 
have. Any such consequences should be spelled out explicitly, since 
they are not obvious at all and are the ones that do the crucial work in 
the argument. All we are entitled to assume from contemporary evo-
lutionary theory is (1b) and (2) or (2’), but evolutionary theory neither 
contains nor implies any claim about the unreliability of C.

So how are we to fi ll in the required additional premise in the best 
possible way?21 I submit that the best supplemented argument, argu-
ment A3, reads like this:
A3:
(1a) Our MAs are produced by a cognitive process C.
(1b) C has been signifi cantly infl uenced by E.
(2a) E infl uences cognitive processes signifi cantly because of their fi t-

ness contribution.22

(2b) If C has been signifi cantly infl uenced by E because of a fi tness 
contribution, then C is not reliable.

_____
(3) Our MAs are not justifi ed.
Now the problem lies with premise (2b). This further premise (2b) is ex-
plicitly about reliability or truth-tracking, and so the gap is fi lled. But 
(2b) is not plausible (as will be shown in a minute).  We have turned 
the argument into a sequitur, but only at the price of introducing an im-
plausible assumption. Therefore, the undermining-defeater argument 
fails. And so the overall conclusion is that no reason against moral real-
ism has been presented so far. Moreover, this result remains even if we 
switch from (2a) and (2b) to (2a’) and (2b’):
(2a’) E infl uences cognitive processes signifi cantly because of, and 

only because of, their fi tness contribution.
(2b’) If C has been signifi cantly infl uenced by E because of, and only 

because of, its fi tness contribution, then C is not reliable.
It remains to be shown that premise (2b) is not plausible. There are at 
least two reasons. The fi rst reason is that there is a clear counterexam-
ple, namely, perception. Perceptual systems count as cognitive systems 
in the relevant sense, since they provide perceptual representations 
which can be correct or incorrect (accurate or inaccurate) and, thus, are 
evaluable as reliable and unreliable.23 Quite plausibly, perceptual sys-
tems (like the visual system) have been under the signifi cant infl uence 

21 There might be some unclarity about what it means to say that E exerts 
infl uence ‘because of fi tness contribution’, or that E ‘goes by fi tness’. But whatever 
unclarity there is, it is a further problem, not the problem I am belaboring here.

22 (2a) = (2). I have chosen the renaming simply because of the nicer partitioning 
that results.

23 I will switch back and forth between processes and systems. Nothing should 
hang on that.
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of evolution, and they have been so because of their fi tness contribution. 
But it is not plausible to think that perceptual systems are therefore 
unreliable. (2b) does not state a true connection between evolution’s in-
fl uence and the reliability of its outcome, the evolved cognitive process-
es.24 The second reason for rejecting (2b) is a theoretical consideration 
(that somehow generalizes the fi rst point). In general, a fi tness contri-
bution may consist exactly in reliably correct representation generated 
by a cognitive system (of the relevant part of reality, under favorable 
conditions, and in cooperation with a suitable action-control system, 
of course).25 Such reliability might be useful, or even very useful. This 
applies to our MAs just as well as to any other cognitive systems and 
processes—as long as we are dealing with truth-evaluable attitudes or 
states.26 For example, to have moral attitudes that favor cooperation 
with cooperative partners is of course very useful for getting along well 
with other individuals, on the whole and at large. (We will take up and 
describe this kind of social advantage further in the next section.) Be-
ing reliably correct about the moral facts can thus be very benefi cial. If 
there is any truth to this theoretical consideration, then premise (2b) 
cannot be true. So argument A3 is not sound.27

24  The case of perception as a counterexample has been noticed by others, for 
example, by Brosnan (2011).

25  In this connection Peter Graham has put forward very interesting 
points about the more precise way in which the truth (veridicality, accuracy) of 
representations can be understood as contributing to the fi tness of their possessors, 
even without those representations having (directly) the (teleo-)function of 
increasing fi tness. See Graham (2014). One of the most important points is that 
such contributions take the form of a whole package with a functional analysis such 
that each element does what the other elements need, if everything goes the normal 
way, in order to produce the fi tness increasing behavior. Producing true (veridical, 
accurate) representations is what the cognitive process C does (in normal conditions), 
and other elements have the job of producing behavior which is appropriate to the 
corresponding truths, based on these true representations. This seems to me to be 
exactly the way in which it could be said that ‘evolution indirectly cares for truth’. 
In this way, any suggestion of an incompatibility of adaptation on the one hand 
and reliably correct representation on the other hand can be rejected. Our cognitive 
process C can be seen to be both an adaptation (with the function of reliably producing 
true representations of moral facts) and reliable or ‘truth tracking’ (in favorable or 
normal conditions for which it is made). This is exactly how C can contribute to 
fi tness.

26 Teleosemantics even builds an account of representation on this idea of 
usefulness. There are many versions of teleosemantics that differ in details. But 
a common core is that the usefulness of (the use of a signifi cant amount of earlier) 
correct information is partly constitutive of representation (now). Cf., for example, 
Millikan (1984) and Dretske (1995).

27 Huemer has tried to present a kind of argument, albeit in a sketchy form 
(as Huemer himself admits), for the reliability of our moral attitudes or “for why 
people should have correct ethical beliefs”, as he puts it (Huemer 2005: 2). He argues 
that evolution favors having correct ethical beliefs given that these have a certain, 
‘altruistic’ content (Huemer 2005: 218–9). As I understand his sketchy argument, it 
in effect amounts to arguing against (2b).
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4. Constraints on moral facts
Now the situation is the following one. In order to block the argument, 
the moral realist appeals to the idea that evolution can indirectly care 
for truth (and, plausibly, does indirectly care for truth), namely, in the 
sense of truth providing a contribution to fi tness.28 We can now ask 
the question: what do the moral facts have to look like in order for 
this idea to work? What is required for such a contribution? Does the 
idea put any interesting constraint on the moral facts? For example, 
do they have to be ‘objective’ in any sense? Do they have to be causally 
effi cacious? One could think that there are some interesting necessary 
and/or suffi cient condition that could be derived from the moral real-
ist’s idea of reliable representation of moral facts playing the role of a 
contribution to fi tness. Which ones could that be?—Call this ‘the con-
straint question’.

The fi rst, immediate answer to the constraint  question that I will 
argue for is that the moral facts have to be capable of playing a certain 
role—call it role ‘R’. Role R can be described as follows:
(R) The moral facts must be suffi ciently reliably representable by 

the members of the group S and it must be possible that suf-
fi ciently many members of S (actively and passively) respect the 
moral facts.

The fi rst part of (R) is the more important one, for our purposes. It is 
suffi ciently reliable representability of the moral facts. In other words, 
the moral facts must not be too hard to detect. The members of the 
group have to have a quite easily available means of reliably represent-
ing the moral facts. Of course, they need not be infallible and may make 
mistakes about the moral facts sometimes. But a suffi cient amount of 
accurate representation must be guaranteed. This the epistemic condi-
tion that the fi rst part of (R) expresses.

The second, ‘practical’ part is rather obvious, but it is mentioned 
since it is required to understand the full story. It concerns the possi-
bility of doing what the moral facts require and of showing the reactive 
attitudes of praise and blame, and all the rest of the reactive attitudes 
that have been discussed since Strawson, towards someone who is, or is 
not, acting in accordance with the moral requirements.29 If it is a moral 
fact, for example, that Kim ought to help Jones (because Jones has 
been injured in some accident), then typically, Kim must be capable 
of doing what she is required. Call this the ‘active respecting of moral 
facts’. Equally, the members of the group must be capable of showing 
the positive and negative reactive attitudes towards the agents who 
act either in accordance or in violation of the moral facts, at least suffi -
ciently often. Call this the ‘passive respecting of the moral facts’. Active 

28 For the present purposes, we can count “the four Fs“ as what evolution directly 
cares for, as Graham puts it nicely: “feeding, fl eeing, fi ghting, and reproducing“ 
(Graham 2014: 19).

29 Cf. Strawson (1962).
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and passive respecting of moral facts have to be suffi ciently possible, 
says the second, ‘practical’ part of (R).

Now the new story about how evolution could indirectly favor the 
reliability of C can be told. It is a social reactive attitudes story that 
fi lls the gap in the defense of moral realism against the evolutionary 
debunking attempt. As long as suffi cient reliable representation in a 
group S is secured, and the members of S are suffi ciently capable of 
actively and passively respecting the moral facts, it will in general be of 
advantage to any individual of S to correctly represent the moral facts 
and to act in accordance with them. In our example, crudely put, if Kim 
helps Jones, she will probably be recognized as a kind, supportive per-
son and will receive praise and other positive reactions from the others. 
The moral attitudes (MAs) tend to favor such helping behavior, and so 
they indirectly contribute to the positive reactions received from other. 
(That the members of S are capable of reliably representing the actions 
performed by members of the group must also be secured, of course. 
They must be able to see whether the action fi ts the moral facts or not, 
at least suffi ciently often. I take this to be granted since uncontrover-
sial.) It is thus entirely unmysterious how a reliably working cognitive 
process C governing MAs can contribute to fi tness and survival via so-
cial interactions and the reactive attitudes therein. Linking positive 
reactions to conformity with the moral facts can do the job. MAs can 
benefi t their subjects even if they do not benefi t because they are true—
they can benefi t indirectly.30

The advantages provided by the social mechanism of reactive atti-
tudes in a group can be quite high, indeed, they can be extremely high. 
It all depends on how strong the reactive attitudes are. (As we all know, 
in fact they are quite high nowadays and include all kinds of social ex-
clusion or punishments etc.)31

At this point, we can connect the discussion directly to Street’s writ-
ings. The just-mentioned social reactive attitudes account directly re-
buts Street’s ‘implausible coincidence objection’. According to the moral 
realist, it is no mere coincidence, unexplicable or mysterious, that our 

30 Note that the proposal is not committed to any substantive normative claim 
that other third-factor accounts are committed to. For example, Enoch proposes 
the normative claim that survival and reproductive success are somewhat good 
(cf. Enoch 2010: 430). Wielenberg assumes the substantive claim that human 
beings have rights (cf. Wielenberg 2010). Normative claims like these are used 
by their proponents to argue for the reliability of our MAs. It is not entirely clear, 
however, how this argument is supposed to run. And, more importantly, it is very 
controversial whether one can rely on some such morality claim or not, since a quite 
serious suspicion of circularity or question-begging arises here. (Cf. Vavova 2014, 
Moon 2016, and Klenk 2017 for discussions on this point).

31 To connect the discussion directly to Street’s writings at this point: The 
consideration just given directly rebuts Street’s ‘implausible coincidence objection’. 
According to the moral realist, it is no mere coincidence, unexplicable or mysterious, 
that our MAs reliably represent the moral facts, and it is no mere coincidence that 
their reliably representing these moral facts is benefi cial. Cf. Street (2006: 125).
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MAs reliably represent the moral facts, and it is no mere coincidence 
that their reliably representing these moral facts is benefi cial.32

The fi rst or immediate answer to the question just given is not the 
end of it. We can go on and ask what further conditions have to be in 
place in order for truth making the envisioned contribution to fi tness. 
For we can ask what the moral facts have to be like in order to be 
suffi ciently reliably representable by the members of the group. For 
example, do they have to be ‘objective’?

The second answer to the constraint question then is that there is 
no further interesting constraint on moral facts that could be derived 
from suffi ciently reliable representability. As long as the moral facts 
are suffi ciently reliable representable, the social mechanism just de-
scribed can work. Suffi cient reliable representability may have its 
preconditions. And whatever is required for suffi cient reliable repre-
sentability has to be the case in order for the story of indirect contri-
bution to fi tness to work. If we leave to one side the second, practical 
part of role (R)—which is appropriate in the present context since it 
is not questioned by any party in the debate—what remains is sim-
ply the epistemic condition of being suffi ciently reliably representable. 
Succinctly put, as long as the moral facts are suffi ciently epistemically 
accessible, the moral realist can make good on the idea that evolution 
indirectly cares for the truth of moral attitudes.33

In order to make this second answer plausible, let us run through a 
number of candidate conditions that might easily come to mind. Let us 
begin with full objectivity, i.e., total mind-independence. This is not a 
requirement for the story to work since if the moral facts are like some 
consequentialist think they are—i.e., an action’s maximizing pleasure 
or maximizing desire satisfaction, which is belief-independent but not 
entirely mind-independent—the story is in no way excluded. But fully 
objective, entirely mind-independent moral facts could fi t the same bill. 
If the moral facts ultimately consisted in some primitive moral reasons 
relations, holding between some descriptive facts and certain respons-
es (actions and/or attitudes), they could play the very same role—as 
long as the moral reasons facts are suffi ciently epistemically acces-
sible. Next, the moral facts could even be subjective in the sense of be-
ing relative to persons. Suppose that what is morally good or what one 
morally ought to do varies from person to person. Even this would not 
undermine the story. As long as the moral facts are suffi ciently epis-
temically accessible (and practicable …) acting in accordance with the 
moral facts would be likely to contribute to fi tness. Finally, it does also 
not matter whether the moral facts are reducible to descriptive facts 
or causally effi cacious. Perhaps, some condition like supervenience is 

32 Cf. Street (2006: 125).
33 It seems appropriate to call this condition ‘epistemic’ since reliable 

representation is suffi ciently similar to knowledge, and knowability would of course 
be fi ne, too.
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necessary for suffi ciently reliable representation. But causal effi cacy 
does not seem to be required (as the case of knowledge of mathematics 
shows).34 And supervenience of the moral on the non-moral facts is a 
thesis that is widely accepted among moral realists, both naturalistic 
and non-naturalistic ones. To be sure, reliable representation (or even 
knowledge) is not for free. Arguably, it requires some mechanism which 
supports the reliable tokening of representations. But the important 
point is that it is not as though the social role of moral facts described in 
the story required some robust anchoring of moral facts in non-moral, 
descriptive facts. It is only the epistemic accessibility that might re-
quire this. And supervenience might be all that is needed for that.

The conclusion of these considerations is thus easily stated. The one 
and only constraint that the role (R) puts on the moral facts is their 
epistemic accessibility. As long as the moral facts are suffi ciently reli-
ably representable the social story of reactive attitudes can work and 
thus ‘implement’ a way of truth being highly signifi cant to fi tness—
truth about the moral facts. Therefore, the moral realist has a plausible 
story about how to explain why premise (2b) in the argument above 
fails. And the story is fully in line with, and spells out, the idea of evo-
lution caring indirectly for the reliability of our MAs. The evolutionary 
infl uence on our cognitive process C is fully compatible with its favor-
ing the reliability of C. The MA’s raison d’être is tied to the reliability 
of their generating process C. Whether the moral facts have to be objec-
tive in any interesting sense can be left open—unless it is entailed by 
the epistemic accessibility of the moral facts.

If this conclusion is correct, it follows that the evolutionary debunk-
ing argument does not pose any new problem for moral realism, since 
the epistemic accessibility of moral facts is an old problem that has 
long been recognized and discussed. So interestingly, we have been 
lead back to the old epistemic problem, and no new problem arising 
from evolution has been discovered.

In sum, the evolutionary debunking argument that has been ex-
tracted from the Streetian considerations does not yield a sound argu-
ment against moral realism—not even if some objectivity requirement 
on moral realism is imposed. Once a proper statement of the argument 

34 Here is the right place to critically comment on Mogensen’s distinction 
between proximate and ultimate causes of MAs and corresponding kinds of biological 
explanation (cf. Mogensen 2015). The application of this distinction matches the 
distinction between the evolutionary process E and the cognitive process C insofar 
as the former concerns phylogeny and the latter concerns the individual. But there is 
no causal implication: the cognitive process need not have moral facts as proximate 
causes. So Mogensen’s focus is too much on causation, whereas the appropriate focus 
should be on reliable representation. In addition, the explanatory story on offer here 
gives moral facts a role in the phylogenetic, evolutionary genesis of our MAs—so an 
‘ultimate’ role, if you like—and not (only) in the individual’s MAs—the ‘proximate’ 
role –, as Mogensen wants to have it (cf. Mogensen 2015: 197). Therefore, Severini’s 
criticism of Mogensen’s use of the proximate/ultimate distinction does not apply to 
the story on offer here (cf. Severini 2016).
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has been formulated—argument A3—the crucial weakness becomes ap-
parent: evolution’s pressure towards fi tness does by no means exclude 
that reliable cognitive processes will be favored. Quite the contrary, it 
seems that evolution indirectly cares for truth, or at least can indirectly 
care for truth. The moral realist can tell a plausible explanatory story 
about how this infl uence could have developed, the story of reactive 
attitudes. Thus, the response to the debunking argument is no longer 
just an in-principle possibility of ‘indirect truth caring’ but a concrete, 
though sketchy, explanatory account of how this in-principle possibil-
ity can be realized. In addition, we can see what the moral facts have 
to be like in order to play their role in this story. They simply have to 
be suffi ciently epistemically accessible, and no more. The evolutionary 
considerations, therefore, bring out the importance of the epistemology 
of moral facts. Some solution to this epistemological challenge has to be 
found. But this is not a new problem, and so the evolutionary argument 
does not yield any new constraint on moral realism.35
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Cogency is the central normative concept of informal logic. But it is a 
loose evaluative concept and I argue that a generic notion covering all 
of the qualities of a well-reasoned argument is the most plausible con-
ception. It is best captured by the standard RSA criterion: in a good 
argument acceptable (A) and relevant (R) premises provide suffi cient (S) 
grounds for the conclusion. Logical qualities in a broad sense are af-
fected by the epistemic qualities of the premises and “consequence” in 
a broad sense exhibits an interplay of form and content. There are four 
proposals for the premise—conclusion relation: (i) no strictly logical con-
nection (“non-logical” consequence); (ii) one type of connection only (de-
ductivism); (iii) a few types of connection (deduction, induction, perhaps 
conduction and analogical reasoning); (iv) many types of connection (ar-
gumentation schemes). Deductivism is a serious option but in its strong 
version, as the discussion about petitio shows, it fails to establish that 
arguments which are not cogent are thereby invalid. And weak deductiv-
ism, very attractive from the pedagogical point of view, has some defi -
ciencies (implausible hidden premises; preservation of truth, not proba-
bility). I argue that the idea of a counterexample, when we regard certain 
components of the argument as fi xed and others as variable, is the best 
approach to the analysis of the illative core of every-day arguments (the 
approach of David Hitchcock on material consequence).

Keywords: Informal logic, consequence, begging the question, 
cogency, deductivism, counterexample.

1.
W. V. O. Quine (1950: vii) opens his Methods of Logic with a famous 
quote: “Logic is an old subject, and since 1879 it has been a great one.”1 
The year marks the appearance of Frege’s Begriffsschrift and the im-

1* The writing of this paper was supported by the Croatian Science Foundation 
under the grand number IP-06-2016-2408 and the Slovenian Research Agency 
research core funding No. P6-0144.
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pressive development of modern logic ever since. But there is Logic 
(the old subject) and there is the logical dimension of (everyday) argu-
mentation and reasoning. Often about hot political issues. Thus in his 
notorious Diary Frege (1924) writes about patriotism:

The question here is not about a judgment in the sense of logic, not about 
considering something as true, but about one’s feelings and inner attitude. 
Only Feeling [Gemüt] participates, not Reason, and it speaks freely, with-
out having spoken to Reason beforehand for counsel. And yet, at times, it 
appears that such a participation of Feeling is needed to be able to make 
sound, rational judgments in political masters. (Mendelsohn 1996: 33)

The following comment is perhaps too harsh: “The man who wanted to 
set mathematics on surer logical foundations, was content for politics 
to be based on emotional spasms.” (Monk 2017). Still, these are sur-
prising claims for the founder of modern logic which make one won-
der how do formal logical theories and the logic of every-day reasoning 
mesh together. The latter is nowadays the subject of the so-called “in-
formal” logic, characterized rather broadly as a “collection of norma-
tive approaches to the study of reasoning in ordinary language that 
remain closer to the practice of argumentation than formal logic” (van 
Eemeren 2009: 117). Originally the opposition to formal logic was more 
clearly stated: 

… that branch of logic whose task it is to develop non-formal [i.e., not re-
stricted to logical form] standards, criteria, procedures for the analysis, 
interpretation, evaluation, critique and construction of argumentation in 
everyday language. (Blair 2014: 373–374. 

One of the pioneers of the informal logic later adds (Blair 2015: 27): “I 
would today drop ‘standards,’ and say “arguments and argumentation” 
and “natural language””. I agree with the ecumenical spirit of the re-
mark—classical deductive standards are no longer excluded by fi at (the 
original defi nition was: “Informal logic designates that branch of logic 
whose task is to develop non-formal standards, criteria, procedures for 
the analysis, interpretation, evaluation, critique and construction of 
argumentation in everyday language” (Johnson and Blair 1977: 148). 
But the working assumption still seems to be that the analysis of argu-
ments and argumentation in natural language has little to do with the 
areas of formal logic where Frege made his great contributions.

There is another issue where Frege’s approach was described as hav-
ing “deleterious effects both in logic and philosophy” (Dummett 1973: 
432–433). According to Frege in logic truth is not merely the goal, but 
also the object of study. Traditionally, however, the relation of logical 
consequence (“transitions from sentences to sentences”) is the proper 
subject-matter of logic. “Informal” logicians speak about the premise-
conclusion relationship as the “illative” core of argumentation, “This, 
therefore that,” a single integrated set of one or more propositions ad-
duced as grounding or evidence in support of a claim. An illative move 
or a series of illative moves is made “… from the basis or starting point 
of the reasoning or argument to the upshot that is inferred or alleged to 
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follow from that basis. Some call this move an inference, others call it 
an implication, others call it a premise-conclusion link, and others call 
it a consequence relation” (Blair 2012: 103).

How to characterize this “illative” core of argumentation from the 
“informal” or broad point of view?

2.
In contrast to classical soundness, requiring valid arguments with true 
premises, cogency emerged as the central normative notion in the ap-
proaches that remain closer to the practice of argumentation. Unfortu-
nately the notion is not well defi ned and the usage is not uniform. Some 
use it broadly to cover the qualities of a successful argument, others 
use it narrowly as a characterization of good reasoning (strictly illative 
moves). Moreover, there are subdivisions within each camp, narrow us-
age encompasses either inductive strength (corresponding to deductive 
validity) or both deductive and non-deductive patterns of reasoning. In 
the other camp some will reserve the label for something like inductive 
soundness (corresponding to classical soundness), while others speak 
of all of the qualities of a successful argument (deductive or non-deduc-
tive). Consider the scheme:

COGENCY Narrow Broad

Reasoning Inductive strength Inductive and deductive
Umbrella validity (Govier)

Argument Inductive “soundness” Good
The narrowest option (inductive strength corresponding to classical 
validity) is exemplifi ed, for instance, by Feldman (2014: 95): “an argu-
ment is cogent if and only if it is not valid but the premises of the argu-
ment are good reasons for the conclusion,” or “an argument is cogent if 
and only if it is not valid but the conclusion is probably true if all the 
premises are true.” Broader, but still limited to non-deductive argu-
ments are typical uses in contemporary critical thinking literature, for 
instance: “a cogent argument is an inductive argument that is strong 
and has all true premises” (Hurley 2015: 52 and Baronett 2015: 43). 
Cogency is “inductive soundness” so to speak. But the textbook usage 
is not uniform at all, sometimes an idiosyncratic terminology is used: 
“An argument is reliable when it is inductively strong and has all true 
premises” (Johnson 2016: 10). Or Vorobej (2006: 54): “An argument is 
reliable just in case both (a) it is not valid and (b) its conclusion is more 
likely to be true than false, given that each of its premises is true.” The 
classic Copi textbooks do not defi ne the notion at all, though they do 
speak about arguments being fairly cogent or moderately cogent (Copi 
1990: 538), qualifi cations which make sense for inductive strength only.

Cogency as an illative evaluation of the reasoning in a broad sense 
is supposed to cover both arguments which are deductively valid and 
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those which are inductively strong. According to Cozzo (2017): “A co-
gent inference is an inference that “compels us to accept the conclusion” 
if we accept the premises.” Govier (2018: 288) introduced the notion of 
umbrella validity: “An argument is (umbrella) valid if its premises are 
properly connected to its conclusion and provide adequate reasons for 
it.” Plumer (2016: 92) stipulates that cogency should be used instead: 
“I take it to pertain only to an argument’s reasoning or logic, not also 
to the truth value of its propositional elements (unlike the technical 
concept of soundness) … I take cogency to be the broader notion of 
proper reasoning as compared to the technical concept of validity.” But 
then, somewhat surprisingly, he adds (Plumer 2016: 92): “Depending 
on how the constituent notions are explicated, we can agree with John-
son & Blair’s (1977) well-known and widely accepted “RSA” criteria 
for argument cogency: the premises are to be relevant, suffi cient, and 
acceptable.”

The relevance of premises and their suffi ciency pertain to the ad-
equacy of the (broad) inferential link: the reasons offered must be pro-
batively relevant to the conclusion and they have to be suffi cient for ac-
cepting it. The relevance “criterion” is best understood as a criterion of 
inclusion of premises in the analysis and reconstruction of arguments. 
Only probatively relevant propositions may be counted as premises 
(Blair 2012: 93). One might say that relevance establishes the infer-
ential connection and suffi ciency guarantees its strength, so you can 
have relevance without suffi ciency (weak connections—typical hasty 
generalizations). But the converse is not possible, if the premises are 
not relevant, they cannot be suffi cient either (cf. Biro and Siegel 1992). 
Although there is still some discussion about whether to require truth 
or acceptability as a condition of premise adequacy (Johnson 2000: 
195–199), I agree with the mainstream which favours acceptability 
over truth. Real life arguing often takes place in contexts character-
ized by uncertainty (hypothetical and uncertain beliefs, deep disagree-
ments about what is true and false, ethical and aesthetic claims) where 
the truth is too stringent (or inappropriate). Also, there had better be 
a sense in which false conclusions can sometimes be reasonably well 
supported—the whole discussion about pessimistic induction in phi-
losophy of science (the cases of generally accepted but false theories in 
the past which are supposed to subvert our expectations about our best 
present-day theories) would otherwise be pointless. Acceptability is an 
epistemic notion, roughly, premises are acceptable when it is reason-
able for those to whom the argument is addressed to believe them (they 
are justifi ed in believing them).

A negative designation of cogency based on the RSA criteria is now 
also an option—to be cogent the argument must avoid three basic fal-
lacies: irrelevant reason, hasty conclusion and problematic premise (cf. 
Freeman 2011: xi). The criterion now amounts to the broad notion of 
soundness and we thus get cogency in the broadest possible sense. Here 
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are some variations. According to Adler (2006: 225): “‘Cogency’ is used 
broadly to refer both to correct support relations, validity, in the case 
of deductive arguments, and to the soundness, warrant, and relevance 
of the premises.” But he then adds: “I use ‘cogency’ as a generic term to 
cover the qualities of a successful argument.” I suppose this is the dom-
inant view in the theory (if not in the practice exemplifi ed by the text-
books) of informal logic, witness Govier (2018: 287–88): “If the premises 
of an argument are rationally acceptable and are ordered so as to pro-
vide rational support for the conclusion, the argument is cogent.” Or 
Blair (2012: 46), “A logically ‘cogent’ argument has acceptable premises 
as well as an acceptable premise-conclusion link” and Hitchcock (2017: 
4): “I take an argument to be cogent for somebody when and only when 
(1) that person has justifications which are independent of the conclu-
sion for accepting its premises and (2) the conclusion follows from the 
premises.” This is also close to typical philosophical usage, thus Wright 
(2002: 331): ”cogent argument is one whereby someone could be moved 
to rational conviction of-or the rational overcoming of doubt about-the 
truth of its conclusion.”

The last option, cogency as a generic term covering all of the quali-
ties of a good, well-reasoned argument seems to me to be the best choice. 
Narrow (inductive) reasoning is just too restrictive. Why should a sim-
ple modus ponens, for instance, when considering whether to water the 
garden, my wife says: “It’s going to rain. If it is going to rain, there is 
no need to water the garden,” not be a cogent everyday argument? A 
deduction which never the less moves me to the rational overcoming of 
doubt about the truth of its (omitted) conclusion. The same consider-
ations will exclude inductive soundness as too narrow. And cogency as 
broad reasoning implies that valid arguments are always cogent, but 
the notorious question-begging arguments are valid, yet they lack the 
qualities of being good and cogent arguments, as we shall later see. 

Still, we should acknowledge the fact that cogency is a loose evalu-
ative concept and its meaning, as the examples above show, is to some 
degree stipulative (Plumer 2016: 92). But I think that the oscillation 
between good reasoning (strictly illative moves only) and good argu-
ment, one which deserves to convince us of its conclusion, marks one 
of the central turning points of informal logic with respect to classical 
formal logic. Will an argument fail to be cogent if you have no reason 
to believe one or more of its premises? Can you have a well-reasoned 
argument with unacceptable premises? Can evidential considerations 
affect the quality of reasoning in the broad sense? The majority of in-
formal logicians would say yes. They frequently view the determination 
of the acceptability of premises as an important part of the logical ap-
praisal of arguments. Whether the relevant premises warrant a conclu-
sion depends on what else is known about the matter under consider-
ation. Plumer (2006: 93) quotes Salmon that nondeductive reasoning 
is cogent if “the argument has a correct form, and … the premises of 
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the argument embody all available relevant evidence.” And according 
to Pinto (2001: 27): “assessment of inferential link cannot be carried 
on in isolation from assessment of premise acceptability.” I agree, just 
consider some typical instances of absent evidence reasoning (or argu-
ments from ignorance):

I checked the train table: the connection between Ljubljana and Venice is 
not listed. No records, so no train connections? Marco Polo’s travel journals 
are silent on the Great Wall of China. No evidence, so no visit? If evolution 
happened, where have all the intermediate forms gone? No fossil records, 
so no evolution? The fact that no one has been able to pick up a tailpipe 
from a UFO does not mean UFOs do not exist. Absence of evidence is not 
evidence of absence? A wave of recovered memories about alien abductions 
is likely the product of fabrication or suggestive therapeutic techniques, be-
cause we have never found any material traces of these alien abductions. No 
evidence, so no abductions? There is no reliable evidence available to us of 
the number of stars being even. So it must be odd.

Some of these pieces of reasoning are cogent, some are fallacious, but 
they display a typical interplay of form and content, logical qualities in 
a broad sense are affected by epistemic qualities of premises.

3.
I began with the normative issue—the logical evaluation of the “il-
lative” core, but so far I said nothing about the nature of this core. 
Predictably, there is no consent, the informal community is working 
with the following proposals for the premise—conclusion relation: (i) 
no strictly logical connection (“non-logical” consequence); (ii) one type 
of connection only (deductivism); (iii) a few types of connection (de-
duction, induction, perhaps conduction and analogical reasoning); (iv) 
many types of connection (argumentation schemes).

As for the fi rst option, one could start with classical deniers, say 
Quine (1986, vii) and his dismissal of the application of the word ‘log-
ic’ as covering both, deductive and inductive logic: “The philosophy 
of inductive logic, however, would be in no way distinguishable from 
philosophy’s main stem, the theory of knowledge”. Informal logic as a 
separate approach was more visible for Hintikka (1999: 115): “I have a 
great deal of sympathy with the intentions of those philosophers who 
speak of ‘informal logic’, but I don’t think that any clarity is gained by 
using the term ‘logic’ for what they are doing.” One can still fi nd claims 
that “Nonformal logic is the science of arguments not strictly governed 
by consequence” (Hanna 2006: 30) and even informal logicians them-
selves, in the spirit of rejecting formal logic as the tool to be used for 
the analysis of natural language argumentation, sometimes character-
ize illative moves as “non-logical” consequence (Hitchcock 2009). These 
claims are based on a certain narrow conception of logical form and 
logical consequence—what is distinctively logical about arguments is 
associated to their formal aspects, where individual arguments are val-
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id only in virtue of instantiating truth-preserving logical forms investi-
gated by formal deductive logic. But why exclude the clearly logical di-
mension of everyday argumentation from the domain of logic in a broad 
sense? To be fair, Hitchcock has done a lot to clarify the general notion 
of “follows from” but he later calls it, more aptly, material consequence.

On the other extreme one fi nds a growing collection of argumen-
tation schemes—“forms of argument (structures of inference) that 
represent structures of common types of arguments used in everyday 
discourse, as well as in special contexts like those of legal argumen-
tation and scientifi c argumentation” (Walton 1996: 1). Examples are 
means-end reasoning, inference to the best explanation, inductive gen-
eralization from instances, reasoning from the results of a randomized 
trial to a causal conclusion, lack-of-knowledge arguments, and so forth. 
Walton initially discussed 25 schemes, but Walton, Reed and Macagno 
(2008) later identify 96 distinct argumentation schemes. A lot of impor-
tant work has been done within this approach, but the infl ation of pre-
sumptively good patterns schemes (like the infl ation of “bad” patterns 
within the fallacy approach to informal logic) has not really helped to 
clarify the nature of the “following from” relation. Especially since we 
can, apparently, multiply schemes indefi nitely. Do all of these patterns 
share a common logical core or not?

Two options remain: deductivism and the approach, nowadays dom-
inant, which recognizes various degrees or kinds of the premise-conclu-
sion connection. Govier (1992: 393) calls the last approach the pluralist 
view of cogency, though it is clear that pluralism encompasses a very 
limited number of relations: deductive entailment, conducive support, 
inductive support and analogy.

Deductivism is the view that ordinary arguments are best analysed 
as deductive inferences, but this does not mean that the analysis and 
appraisal of arguments is based upon classical logical form and this or 
that formal system. All defenders of deductivism agree that an infer-
ence is deductively valid if and only if it is impossible for its premises 
to be true and its conclusion false. But they add that not every aspect 
of good reasoning boils down exclusively to classical soundness. Accord-
ing to the weak version deductive validity should not be equated with 
formal validity: material validity will do just as well. Given the premis-
es: “Ann is taller than Bill and Bill is taller than Mary” it is impossible 
that it should be false that “Ann is taller than Mary.” This impossibility 
is explained in terms of the meanings of non-logical terms (“being taller 
than”) not in terms of standard logical constants. According to strong 
deductivism, however, a principal factor in distinguishing good from 
bad reasoning is inferential deductive validity where an inference is 
deductively valid if and only if it is logically impossible for its premises 
to be true and its conclusion false.

Jacquette (2007 and 2009) defends strong deductivism, all and only 
good reasoning is, minimally, deductively valid inference:
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According to deductivism, formal logic is therefore the continuation of infor-
mal logic by more rigorous symbolic mathematical methods, while informal 
logic is the continuation of formal logic by non-symbolic nonmathematical 
means (2009: 189). /…./ There is but one logic, then, whose gold standard is 
deductive validity, with purely formal and purely informal logical methods 
appearing at the extremes of a spectrum of ways of understanding the de-
ductive validity status of inference (2009: 192).

But he immediately faces the problem that valid arguments with true 
premises are always sound, but not always cogent. There are seem to 
be instances of fallacious reasoning which are deductively valid and 
Jacquette readily accepts the challenge: “A single deductively valid in-
formal fallacy is suffi cient as a fatal counterexample to deductivism” 
(2009: 190). He never the less tries to defend deductivism by treating 
all recognized informal fallacies as deductively invalid. A discovery of a 
single deductively valid informal fallacy or of a cogent but deductively 
invalid reasoning would present a counterexample to strong deduc-
tivism. I will critically discuss the fi rst option only. And one fallacy 
only—I think that circular reasoning or petitio principii is a touchstone 
for strong deductivism.

Jacquette attempts to reconstruct begging the question as a deduc-
tively invalid piece of reasoning. The full content of circular reasoning 
for him is not: “P, therefore P” but rather “P, therefore it is signifi cant 
(worthwhile, informative) to conclude that P” (Jacquette 2009: 203–
204). According to this expanded reconstruction it is logically possible 
for the assumption to be true and the conclusion false—uninformative 
and insiginifi cant (Jacquette 2009: 204): “the thinker falsely supposes 
that it is signifi cant, worthwhile or informative to conclude that a cer-
tain proposition is true from an assumption base that includes the very 
same true or false proposition.” Jacquette acknowledges the fact that 
it may be an informal matter to judge the relevance of the conclusions 
in question.

According to this diagnosis it is always possible that in circular 
arguments the premises are true but it is still false that it is signifi -
cant, worthwhile or informative that the conclusion is true. Of course, 
every traditional fallacy of relevance will automatically fi t this bill of 
invalidity (appeal to force, ad hominem, straw man, missing the point, 
red herring ...)! This looks like a very cheap victory for deductivism 
and almost trivial. Defenders of deductivism can be more informative. 
Weak deductivism claims that “natural language arguments should be 
understood as attempts to formulate deductive arguments” (Groarke 
1999: 2). This claim is perfectly compatible with the RSA criterion of co-
gency. The difference between cogent and fallacious arguments is then 
to be found in the truth or plausibility of their premises. Petitio, though 
valid, is not cogent because the premises are not acceptable (for the 
audience in doubt of the conclusion).

Jacquette has to offer a different diagnosis: petitio is not valid be-
cause the conclusion is not inferred signifi cantly. Now, being “signifi -
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cant” is on a different level than being “true” (or acceptable), what we 
have is a normative assessment of reasoning and as we remember from 
Carroll and his Tortoise (1895), it is never a good policy to mix the levels. 
First of all the explicit form cannot be just “P, therefore it is signifi cant to 
conclude that P.” It might be the case that for a certain type of audience 
it is signifi cant to conclude that P and resolve a certain issue, perhaps to 
justify P by some other reasons. The intended reading must then be: “P, 
therefore it is signifi cant to conclude that P from P.” In order to assess 
the validity of this reasoning we now need a criterion of signifi cance. The 
conclusion (“It is signifi cant to conclude that …”) will then be false either 
because it violates certain dialectical (rhetorical) norms or because it vio-
lates norms of cogency. In any case deductive invalidity is not doing any 
work at all—one could just as well drop the initial P from “P, therefore it 
is signifi cant to conclude that P from P,” and explain why it is not signifi -
cant (informative, etc.) to conclude that P from P! But the explanation 
will not appeal to the notion of deductive validity.

Moreover, strong deductivism is in danger of falling into the old 
trap of proclaiming all deductively valid arguments as question-beg-
ging. All that Jacquette (2009: 204) has to say about this old conun-
drum is: “The same lack of signifi cance need not plague logically more 
complex deductively valid inferences, such as modus ponendo ponens 
or tollendo tollens, reductio ad absurdum, or the like, if these infer-
ences are considered as issuing in worthwhile or informative conclu-
sions.” Well, what is the difference? To infer, say, “P & Q, therefore P” 
is presumably not signifi cant. But “P & Q” is logically equivalent to “Q 
& (Q => P)”, so why should modus ponens “Q, Q => P, therefore P” be 
any better in terms of signifi cance? The selection of premises obviously 
plays an important role. But why so?

Jackson (1987) makes an interesting proposal. By propounding an 
argument I offer to my audience not only premises as evidence for the 
conclusion but, in an implicit way, also reasons (evidence) for the ac-
ceptability of those premises. To take his example:
A Mary is at the party. If Mary is at the party, Fred is too. So, Fred 

is at the party.
The hearer is entitled to infer that I have separate evidence for each of 
the premises. Perhaps I have just seen Mary at the party, and I also 
know that Mary and Fred always go to parties together. The way of 
presenting my argument and the selection of premises provide impor-
tant information about the evidence available for possible “borrowing.” 
The hearer knows enough about the kind of evidence likely to lie be-
hind my assertions (perception, familiarity with the couple) to borrow 
it to good purpose. Now take:
B Mary and Fred are at the party. So, Fred is at the party.

In general, to infer “P & Q, therefore P” is not signifi cant, or, as 
Jackson would say only “marks time.” But this need not be true for “Q, 
Q => P, therefore P” (the form of our fi rst argument). The difference 
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will be explained in terms of the kind of (implicit) reasons I have for the 
acceptability of my premises and the hearer of the argument then bor-
rows. If she doubts the conclusion in the second case (B) she will very 
likely have background beliefs relative to which the reasons indicated 
by propounding the argument (seeing them both at the party) will have 
no impact. This is precisely Jackson’s defi nition of begging the question 
(1987, 35): “an argument such that any (sane) audience which was in 
doubt about the conclusion would have background beliefs relative to 
which the evidence provided by propounding the argument has no im-
pact.” Note: reasons (evidence) for accepting the premise are decisive 
for the question whether the argument is fallacious or not. Evidential 
considerations affect the quality of reasoning in the broad sense.

4.
Jackson emphasizes a dialectical and pragmatic dimension of pro-
pounding an argument—the persuasive power of the argument depends 
on the impact of the evidence implicitly offered for borrowing on the 
particular audience. This might lead to a different diagnosis of petitio 
and perhaps another escape route for deductivism. Circular reasoning 
“is not fallacious in the true sense of the word, but objectionable and to 
be avoided in argumentation for another reason” (Jacquette 2009: 203). 
Petitio principii is generally lacking in argumentative signifi cance, but 
this alone does not make it fallacious, this form of reasoning remains 
valid. This strategy is in line with contemporary rhetorical and prag-
ma-dialectical approaches to argumentation. Thus Perelman (Perel-
man and Olbrechts-Tyteca 1971: 112): “the petitio principii, which does 
not concern the truth but the adherence of the interlocutors to the pre-
supposed premises, is not an error of logic, but of rhetoric / … / an error 
in argumentation.”

Crudely put—an argument is a set of statements or propositions or 
natural-language declarative sentences one of which is the conclusion, 
the remainder of which are the premises. Argumentation is the activity 
of arguing, a complex, social speech act in which either only one speak-
er presents a thesis to an audience and defends it or more speakers do 
so “dialectically.” According to epistemic theories the principal goal of 
argumentation is, roughly, to induce belief or elicit a reasoned change 
in view (Harman 1986). Perelman defends a different, rhetorical theory 
of argumentation—the goal of argumentation is to cause or increase 
the addressee’s belief in the conclusion. And consensus theories of argu-
mentation see argumentation as a means for reaching consensus, or, in 
a more elaborate way (Eemeren and Grootendorst 2004: 1):

Argumentation is a verbal, social, and rational activity aimed at convincing 
a reasonable critic of the acceptability of a standpoint by putting forward a 
constellation of propositions justifying or refuting the proposition expressed 
in the standpoint.
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Circular arguments, in general, are fallacious because they violate 
normative rules of dialogue which demand consensual starting points. 
Fallacies are bad arguments in the sense of being Gricean failures of 
co-operation which violate rules of critical discussion. There are eight 
such rules and the sixth rule (the starting point rule) states (Eemeren 
and Grootendorst 2004: 193): 

Discussants may not falsely present something as an accepted starting 
point or falsely deny that something is an accepted starting point.

By falsely presenting something as a common starting point, the pro-
tagonist tries to evade the burden of proof. The techniques used for this 
purpose include advancing argumentation that amounts to the same 
thing as the standpoint. Consider The Bank Manager Example, “a sta-
ple of many textbooks”: 

Manager: Can you give me a credit reference?
Smith: My friend Jones will vouch for me.
Manager: How do we know he can be trusted?
Smith: Oh, I assure you he can.

In this dialogue one person is supposed to vouch for the reliability of 
the other. The reliability of the vouchee is in doubt and some secure 
source is needed to reassure this doubt. But if the reliability of the 
voucher is questioned, the reliability of the vouchee cannot be used to 
reassure this doubt, because it is itself in doubt, in the fi rst place (cf. 
Walton 1991: 248). One could as well say that Smith falsely presents 
his reliability as an accepted starting point in a dialogue. But now con-
sider the famous Moore’s argument for the existence of an external 
world (Jackson 1987: 35):
 M1: This is a hand.

M2: A hand is an external object.
Therefore: At least one external object exists.

According to the pragma-dialectical approach dogmatist (Moore) false-
ly presents his hands as an accepted starting point (as an object in the 
external world) in his dialogue with the skeptic. 

I cannot discuss all of the nuances of this approach, let us just ask 
ourselves, why is the fi rst premise a false move in the Moore’s case? 
And what differentiates petitio from other unacceptable starting points 
(say inconsistent, irrelevant or doubtful premises)? The discussant who 
in the discussion fulfi ls the role of protagonist of a standpoint will in 
the argumentation stage at a certain moment express a proposition 
that he claims can be identifi ed as a common starting point by means 
of the “intersubjective identifi cation procedure.” But how will this pro-
cedure look like? When the premise is not equivalent to the conclu-
sion it is not at all easy to identify common starting points. I think 
that the falsity will be revealed through reasoning in the broad sense. 
To continue in line with Jackson—what matters is not just the prem-
ises themselves, but the reasons offered for their acceptability: M1 is 
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supported by perceptual experience. The sceptic, doubtful about the 
conclusion, will point out that it is seriously possible that there are 
no external objects, since we are, say, envatted and handless brain-in-
a-vats, having non-veridical sensory experiences. This background will 
block the perceptual reasons for M1 and thus make this premise inef-
fective. In any case the diagnosis of the falsity is epistemic: the premise 
in the examined case of arguing is epistemologically unsuitable for the 
purpose of proving (justifying) the conclusion in that particular discus-
sion. And, therefore, we may add, an unacceptable starting point.

Pragma-dialectical approach is perhaps inspired by Aristotle—in 
the Topics he is concerned with contentious disputation between two or 
more parties. Begging the question is said to occur where a questioner, 
the party who is supposed to be arguing for a certain thesis, asks to be 
granted the thesis as a premise to be conceded by his opponent. Aris-
totle uses the same terminology in the Prior Analytics (64b 33), where 
he says it is the attempt to prove what is not self-evident by means of 
itself. But demonstration proceeds from what is more certain or better 
known: if a man tries to prove what is not self-evident by means of it-
self, he begs the original question (64b 37). To beg the question is to vio-
late the epistemic principle of the priority in knowledge of the premises 
over the conclusion in a demonstration. This second account is epis-
temic, the fi rst dialectical or conversational. Sosa (2004: 57) suggests to 
use “vicious circularity” in the fi rst case and reserve “begging the ques-
tion” for something involving not so much proper reasoning as proper 
dialogue. But it is clear that Jacquette and pragma-dialecticians aspire 
for a uniform explanation of all of the cases in terms of violating certain 
pragmatic rules. Unsuccessfully, as I have tried to show.

There are various other ways of how to disqualify question-begging 
arguments as not cogent. According to Woods (2004: 34) “p, so p” is 
always a fallacious inference but there is nothing wrong with the en-
tailment “p entails p.” Plumer (2016: 92) declares such arguments as 
cogent and fallacious (well- and poorly reasoned) at the same time in 
different respects. But if question-begging arguments are not cogent 
because the inferential link is defective then cogency incorporates epis-
temic considerations. In the simplistic formulations above some prem-
ise of the argument is equivalent to the conclusion. I believe that the 
dependency conception, illustrated by Moore’s proof, is more general 
(cf. Walton 2006). Normally the “fl ow of inference” in an argument is 
from the premise to the conclusion. But where it is also required that 
an inference be made in the other direction, from the conclusion to the 
premise, the argument begs the question. In every argument the con-
clusion depends, justifi catorily, on the premise, but when the “fl ow of 
justifi cation” goes in both directions, the argument begs the question. 
Blockades are also part of the “fallacious” inferential game: doubts 
about the conclusion might prevent the premise of having any inferen-
tial power. In any case petitio violates the normative requirements of 



 D. Šuster, On a Consequence in a Broad Sense 445

good reasoning in a broad sense, it is “fallacious in the true sense of the 
word,” not just pragmatically inappropriate.

5.
If strong deductivism is true, then reconstructions of the informal falla-
cies (violations of the RSA criteria) as deductive invalidities are possible 
in every case. I argued that petitio remains “a fatal counterexample to 
deductivism.” Weak deductivism, however, remains a viable option for 
the premise—conclusion relation. Remember: deductive validity is not 
defi ned by “formal validity” as canonized in a certain formal system. 
An argument is deductively valid if (and only if) it is impossible for the 
premises to be true and the conclusion false, and material validity will 
do as well. Deductivism within informal logic also “recognizes that the 
domain of premise/conclusion relations is only one ingredient of good 
argument, and that it is an ingredient which needs to be situated in a 
more comprehensive account of argument which includes an account 
of differences of opinion, standpoints, implicit and indirect argument 
components, and so on” (Groarke 1999: 5). Pragma-dialecticans actu-
ally embrace deductivism in the form of indirect speech acts expressing 
hidden premises which make arguments valid.

How to situate weak deductivism with respect to cogency? We might 
say with Govier (1992: 393) that an argument is cogent if and only if 
(1) its premises (explicit and implicit) are acceptable to the audience to 
whom the argument is addressed; (2) its explicit premises, when prop-
erly supplemented by implicit premises, deductively entail its conclu-
sion. When the premises of an argument deductively entail its conclu-
sion, that argument satisfi es the relevance and suffi ciency conditions 
according to Govier (2010: 90). This is slightly imprecise—I agree with 
Hitchcock that a deductive argument still establishes its conclusion if 
it contains an irrelevant premise; it is simply inelegant because of this 
superfl uity (Hitchcock 2017: 361). Still, let us assume that deductive 
arguments are unobjectionable from the ‘R’ and ‘S’ point of view. But, 
as we saw, cogency includes acceptability and for Govier (2018: 430) 
at least, question-begging arguments “will be adequate from the point 
of view of deductive logic, and yet be inferentially fl awed because the 
audience cannot rationally move from acceptance of the premises to ac-
ceptance of the conclusion.”

Weak deductivism is a very simple theory—the inference relation 
is an all-or-nothing thing. For the opponent, to use a metaphor sug-
gested by Groarke (2009: 102), the inference relation is like glue which 
comes in different strengths: “Sometimes premises and conclusion are 
glued so tightly together, the bond is almost unbreakable; sometimes 
the bond is extremely weak and tenuous; sometimes, somewhere in-be-
tween.” I think that the strongest case for deductivism comes from ped-
agogical practice. There is only one type of reasoning and instructions 
for the reconstruction of natural language arguments are very simple: 
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look for additional premises that explicitly link the original premises 
to the conclusion in such a way that the reconstructed argument comes 
out as valid. The whole burden of evaluation is then on the accept-
ability of the premises. This comes as a relief for anybody engaged in 
teaching informal logic and critical thinking where one often wonders 
what kind of techniques, exactly, to teach and how to test the results.

Attractive as it is deductivism also has some well-known defi cien-
cies. Many arguments appear to offer reasonable, but not deductively 
conclusive justifi cation for their conclusions, yet the hidden premises 
needed to make them valid are just too strong and so unacceptable. 
Consider the very mundane case discussed by Groarke (2009: 97): “The 
weather network said it was going to rain tomorrow. Therefore, it is 
going to rain tomorrow.” On the face of it, this is as good as it gets, 
reasonable enough to accept, but, of course, fallible. But Groarke, in 
order to make it deductively valid, includes a hidden premise: “The 
weather network is never wrong.” And he adds: “This is not, of course, 
a sound argument. The hidden premise is just silly.” But why adding 
a silly premise? He speculates that the person who argues has a naïve 
confi dence in the accuracy of the weather network’s forecasts. Well, 
she might, but it is much more plausible to start with the everyday as-
sumption that the arguer is using ordinary inductive type of reasoning. 
Groarke (2009: 98) considers this option in the form: “The weather net-
work said it was going to rain tomorrow. Therefore, it is probably going 
to rain tomorrow.” We are now supposed to add a hidden premise: “The 
weather network is usually accurate.” And he thinks that a rational 
agent cannot believe in the fi rst two premises without believing in the 
conclusion, so, given the premises, it must be the case that it will prob-
ably rain tomorrow. The main tenet of deductivism—that the truth of 
the conclusion of a good argument follows necessarily from the truth of 
the premises—is thus compatible with probabilistic reasoning.

I agree with Godden (2005: 173) that deductive standards preserve 
truth but not plausibility, probability, or likelihood. The lottery par-
adox is quite convincing: consider a fair 1000-ticket lottery that has 
exactly one winning ticket. For each individual ticket it is highly prob-
able (99.9%) that it will not win, but we cannot deduce that it is highly 
probable that no ticket will win. A rational agent can believe in the 
whole lot of a thousand premises without believing in the deductively 
inferred conclusion.

Probability is a complicated issue, however, and a relation between 
deduction and induction is a huge issue (Jacquette (2009: 201, fn. 5) 
quotes a slogan attributed to Sellars: “An inference is either deductive 
or defective.”) Still, I fi nd it diffi cult to accept that the only good argu-
ments are those for which absolutely no counterexample is to be found. 
Govier (1992: 403) offers a more plausible variety of grounding rela-
tions: premises ensure/entail/make it probable/support/give evidence 
… that the conclusion is true. Or, better still, in terms of counterex-
amples (Godden 2005: 171), accepting the premises of the argument, 
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we should accept its conclusion if (i) the only counterexamples to be 
found are highly improbable; (ii) the only counterexamples to be found 
are less probable than the premises; (iii) no counterexample has been 
found yet (it has not been falsifi ed); (iv) no counterexample is already 
to be found amongst our beliefs (coherence). In all of these cases it is 
logically possible for the conclusion to be false given the truth of the 
premises, but this alone does not automatically disqualify the inferen-
tial links in the arguments. Pluralism with relatively “high electoral 
threshold” so to speak (deduction, induction, perhaps conduction and 
analogical reasoning) seems to be the best option for the “following 
from” relation.

6.
Johnson and Blair (2002: 352) remarked that formal logic began with 
Frege as a revolution at the level of theory that later fi ltered down 
into logic textbooks. In informal logic developments at the theoretical 
level were largely motivated by the attempt to teach students how to 
assess arguments in use. We saw that deductivism offers an attractive 
toolkit. But there is another option. Suppose we take the bottom-up 
approach as our starting point for the general understanding of the 
“follows from” relation. One of the main logical skills (to be developed 
by “critical thinking courses”) has always been the technique of coun-
terexamples: the conclusion does not follow, it is possible to accept all 
of the premises but deny the conclusion. But one should consider plau-
sible counterexamples only, not just any logical possibility. Weak de-
ductivism already embraces arguments which are materially valid (it 
is logically possible for premises to be true and the conclusion false, but 
given the meanings of non-logical terms this is not possible). Why not 
continue in this spirit and impose further limitations on the range of 
possibilities to be considered?

Consider, as an example, some contemporary ecological hot issues 
in Slovenia. In a predominantly rural area with a high unemployment 
rate an international corporation proposed to build a car lacquering 
factory on mainly agricultural premises. Predictably a lively contro-
versy ensued, the government and the defenders of the proposal argued 
in the following way:

There is large unemployment and there are no other economic activities in 
this area, so we should not oppose the foreign corporation in their decision 
to build a car lacquering factory on these agricultural premises.

Is it possible for the premises to be true and the conclusion false? We 
are interested in serious, contextually relevant possibilities and the 
best way to focus on them would be to extract the “broad” logical form, 
something like:

In the area A we need Y. Z is a source of Y. In the area A there are, cur-
rently, no other sources of Y. The benefi ts of Z outweigh the downsides. 
Therefore we should approve of Z.
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We treat some of the repeated content expressions as variables and 
the rest of the argument as logical framework to be kept fi xed when we 
engage in looking for potential counterexamples. Z (car lacquering fac-
tory) is really a source of Y (prosperity) in the area, but it is not the only 
possible source of prosperity and even if benefi ts outweigh the down-
sides it might still be sensible to deny the conclusion (just consider 
chemotherapy and cancer). Now consider a different argument based 
on the same pattern of reasoning. In a windy Karst area, rarely popu-
lated but otherwise a well-known bird resort, the government proposed 
to build wind farms. Again a lively controversy ensued:

In the area A we need Y. Z is a source of Y. In the area A there are, cur-
rently, no other sources of Y. The benefi ts of Z outweigh the downsides. 
Therefore we should approve of Z.

The discussion was mostly about the acceptability of premises (oppo-
nents operate with a rather vague notion of downsides, including “deg-
radation of the landscape” etc.) and it is again possible to accept the 
premises but deny the conclusion even if benefi ts outweigh the down-
sides. Here, it seems, given the “overall” damage done to the environ-
ment by other potential sources of electricity, this possibility is less rel-
evant than in the fi rst case.2 Perhaps a purely deductive reconstruction 
is also possible—weak deductivism is an attractive option. One could 
add premises about the degradation of the landscape and the protec-
tion of birds on one side and new employments, less need for other, 
more problematic sources of energy on the other side and so on. But the 
list is not fi xed, and it seems more plausible to incorporate the content 
of hidden premises as guidelines for potential counterexamples.

Aristotle already typically proves the invalidity of a given syllogistic 
mood by providing an argument displaying the given form but which 
is obviously invalid (with true premises and false conclusion). Cogency 
can be tested in the same way, by matching the structure of a given ar-
gument with that of an argument whose cogency is known or obvious. 
This tactic is called “refutation by logical analogy” and it is based on 
duplicating the core of an argument in another argument by varying 
certain inessential components (marked by variables) while preserving 
the essential ones. If the parallel argument is not cogent, the original 
argument is not cogent either. In classical logic the essential/inessen-
tial partition of vocabulary is given in advance, logical constants are es-
sential, descriptive terms are variable. And, secondly, when inspecting 
the space of possibilities opened by the variable interpretations of non-
logical constants, we have to consider every possibility. Not so when 
we search for counterexamples to cogency: a limited (relevant) set of 
interpretations has to be considered for ‘A’, ‘Y’ and ‘Z’. According to 
Quine’s formulation descriptive terms occur vacuously in logically val-

2 So says the informal logician in the year of 2018. Interestingly enough, the 
car lacquering plant was actually built and windmills were not. As we all know, 
decisions are not always based on logic, even logic broadly understood.
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id arguments and essentially in extra-logically valid arguments. But 
when considering cogency and testing for broad logical consequence in 
“natural” arguments some descriptive terms are contextually vacuous 
(replaced by variables A, Y, Z in our example) and others are fi xed 
(‘area’, ‘source’, ‘benefi ts,’ …).

I think that this approach best captures the interplay of form and 
content, the mix of purely inferential and epistemological, so typical for 
“informal” evaluations. Adler rightly observes (1997: 335):

The proper notion of structure or form is much broader than the notion of 
logical structure or form. Whenever we distinguish in an inference pattern 
between constant elements and variables, open to substitution, where the 
inference turns on the pattern of these constant elements, and not the sub-
stitutions for the variables, we are specifying a structure or form (Brandom 
1988). Additionally, the pattern must yield a rich set of inferences. On this 
conception, criticizing some arguments for the falsity of a premise, when it 
expresses a rich, structural pattern, does constitute the fi nding of a defect 
in form.

Traditionally this broad notion of structure was associated with the 
shift from the form to the matter. Thus understood the form versus 
matter distinction relies crucially on a partition of the vocabulary: 
some of the terms of an argument are thought to pertain to its form, 
while others are thought to pertain to its matter. Logical constants re-
main fi xed while substantial ‘material’ terms are replaced by schematic 
letters (“All A are B and all B are C, so all A are C”) and the ruling out 
of true premises and a false conclusion is due to the meaning of logical 
terms. According to the material consequence the conclusion follows 
because of the meaning of non-logical terms. Bolzano speaks about the 
deductive consequence in the broad sense but I prefer to speak about 
the consequence in the broad sense (cf. Šuster 2012).

I think that the best contemporary development of this broader 
sense of form or broad consequence can be found in the work of David 
Hitchcock (2017). He fi rst spoke about “enthymematic validity,” then 
wrote about “non-logical consequence” and fi nally settled for “material 
validity” and “material consequence” in line with the established tradi-
tion. Material consequence is the relation that results when some but 
not all of the non-logical terms are treated as if they were logical. Ac-
cording to his defi nition (Hitchcock 2017: 124):

A conclusion is a consequence of given premises if and only if the argument 
is an instance of an argument scheme, which may or may not be purely for-
mal, that has no actual or counterfactual instances with true premises and 
an untrue conclusion, even though it has an instance with true premises 
and an instance with an untrue conclusion. 

He later explains the inference-claim of an argument as the claim that 
it has a contentful covering generalization that is non-trivially true. A 
conclusion follows from stated premises in accordance with a counter-
factual-supporting covering generalization of the argument’s “associated 
conditional”: the material conditional whose antecedent is the conjunc-
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tion of the reasons and whose consequent is the claim. Freeman (2011: 
176–179) nicely summarizes this approach in terms of a recipe. Consider:
 Socrates is human. Therefore Socrates is mortal.
First identify the repeated content expressions in the argument and 
uniformly replace repeated content expressions with variables of the 
appropriate category (human, mortal):
 x is human, therefore x is mortal.
The variable components are the ones such that “intracategorial” re-
placement of them results in an analogue which is a potential counter-
example to the original argument. Now form the associated generalized 
conditional, the covering generalization (the conjunction of the premises 
of the argument as the antecedent and the conclusion as the consequent):
 For every x: If x is human, then x is mortal.
To claim that the conclusion of an argument follows from the premises 
is, according to Hitchcock, to claim that the covering generalization is 
necessarily true for some sense of necessity.

The recipe might work for some simple arguments, but I think that 
ecological issues mentioned above already escape the purely “algorith-
mic” approach. Hitchcock rightly points out that in assessing whether 
any argument’s conclusion follows from its premis(es), we regard cer-
tain components as fi xed and others as variable. But in general we can 
only provide guidelines for determining which of the components are 
fi xed and which are variable. Also, I can hardly agree with the total 
dismissal of deductivism: “The doctrine of implicit premises is largely a 
myth. Theorists of argumentation and practitioners of argument anal-
ysis and evaluation should abandon it” (Hitchcock 2002: 160). Some ar-
guments should really be analysed as enthymemes, deductive patterns 
with missing premises. A principled division between material con-
sequence and deductive consequence proper is still an open question 
(though Freeman 2011: 173–195, makes some interesting proposals).

In any case Hitchcock has developed a promising approach to under-
standing the “follows from” relation, and I cannot do justice to all of the 
details of his rich analysis. I think that broad logical consequence, based 
on the traditional idea of counterexamples and the interplay of form and 
content best captures the central idea of normative assessment in the 
area of everyday arguments, something like (Fisher 2012: 25): “Could 
the premises be true and the conclusion false judging by appropriate 
standards of evidence or appropriate standards of what is possible?”

7.
When explaining the “informal” terminology Blair (2015: 28) makes an 
interesting analogy:

You need to be wary of the notion that in the term “informal logic,” the 
word ‘informal’ means “informal” and the word ‘logic’ means “logic.” It is like 
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the use of the term ‘football’ north of Mexico. In the USA and in Canada, 
the games called “football” don’t much call for the players to control a ball 
with their feet. Informal logicians use variables, and talk about argument 
schemes, which are quasi formal. So informal logic is not strictly-speaking 
informal. And if you understand by logic the study of axiomatized deductive 
systems, informal logic is not logic.

Let me further develop this analogy. According to Wikipedia “Football 
is a family of team sports that involve, to varying degrees, kicking a 
ball with the foot to score a goal. Unqualifi ed, the word football is un-
derstood to refer to whichever form of football is the most popular in 
the regional context in which the word appears.”3 And even more for-
mal Encyclopædia Britannica characterizes football as “any of a num-
ber of related games, all of which are characterized by two persons 
or teams attempting to kick, carry, throw, or otherwise propel a ball 
toward an opponent’s goal. In some of these games, only kicking is al-
lowed; in others, kicking has become less important than other means 
of propulsion.”4 In the same spirit we could ask: are the boundaries of 
logic really determined by the rules of formalization, axiomatic systems 
and classical deduction? Theory of proofs, theory of models, recursive 
functions ..., belong to a certain “regional” variety of logic. But logic in a 
broad sense (patterns of reasoning which by a certain type of necessity 
preserve acceptability) can be played differently. True, the rules are 
not strict, but we play that game everywhere and every day.
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Dealing with deductive reasoning, performed by ‘real-life’ reasoners and 
expressed in natural language, the paper confronts Harman’s denying of 
normative relevance of logic to reasoning with a logicist thesis, a princi-
ple that is supposed to contribute for solving the problem of incongruence 
between descriptive nature of logic and normativity of reasoning. The 
paper discusses in detail John MacFarlane’s (2004) and Hartry Field’s 
(2009) variants of “bridge principle”. Taking both variants of bridge 
principles as its starting point, the paper proceeds arguing that there 
is more than one logical formalism that can be normatively suitable for 
deductive reasoning, due to the fact that reasoning can assume different 
forms that are guided by different goals. A particular reasoning process-
ing can be modelled by specifi c formalism that can be shown to be actu-
ally used by a real human agent in a real reasoning context.

Keywords: Logic, real-life reasoning, normativity, deductive rea-
soning.

1. Introduction
The paper deals with the normativity of reasoning, specifi cally with de-
ductive reasoning, performed by ‘real-life’ reasoners and expressed in 
natural language. Deductive reasoning in a ‘real-life’ situation might 
seem as a kind of oxymoron. If reasoning is deductive it seems that it 
should be in accord with the rules of deductive logic. As it is well empiri-
cally documented, everyday reasoning can hardly satisfy deductive log-
ic’s standards. The question of normativity I am interested in is wheth-
er formal logic, or at least a kind of formal logic, can still have a decisive 

1 The writing of this paper was supported by the Croatian Science Foundation 
under the grant number IP-06-2016-2408.
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normative implication for reasoning. Why is this question important? It 
is important due to the fact that a drastic denial of normative impact 
of logic to reasoning leaves us without the safe criteria of normativity. 
We are in this case left only with the appeal to intuitions that are sup-
posed to be the arbiter of correctness of reasoning. On the other hand, if 
there is a plausible theoretical connection between logic and reasoning, 
whereas logic can also be of non-classical, even non-monotonic kind, our 
understanding of reasoning will be on a much fi rmer ground.

The problems for applying normativity of logic to reasoning, in the 
formal setting, are in their sharpest form stated by Harman (1986). He 
famously proclaimed the independence of logic to reasoning arguing 
that there is a huge gap between logic that describes the relation of im-
plication and the normativity of reasoning that has to do with what we 
should believe. However, this paper is defending the logicist thesis. The 
logicist thesis is the claim that there is, to use MacFarlane’s formula-
tion: “some connection between logical validity and the evaluation and 
criticism of reasoning” (MacFarlane 2009: 2). In other words, general 
logicist thesis proclaims that logic (it needn’t be classical logic, even 
not one of the necessarily truth preserving kind of logic) has a decisive 
normative role for reasoning.

In §2 the paper starts with some remarks on reasoning, particularly 
concerning the difference between deductive reasoning and deductive 
logic. This difference certainly justifi es Harman’s denying the norma-
tive role of logic for reasoning. Nevertheless, a number of philosophers 
have recently put forward their versions of normativity of logic op-
posing Harman’s view. Let me mention some of them: J. MacFarlane 
(2004), Hartry Field (2009), Peter Milne (2009), Caterina Dutilh Naves 
(2013, 2015). They want to answer Harman’s challenges articulating 
what I call logicist thesis in the form of different versions of bridge prin-
ciple, a principle that is supposed to contribute to solving the problem 
of incongruence between descriptive nature of logic and normativity of 
reasoning. The paper discuses in some detail John MacFarlane’s (2004) 
and Hartry Field’s (2009) variants of “bridge principle”. They both take 
for granted that on the one side of the bridge there is a particular valid 
logical form (MacFarlane takes it to be classical logical validity while 
Field allowed different kinds of logical validity) and on the other one, 
more or less uniform, deductive behaviour that is to be normatively 
captured by proposed formalism. However, contrary to them, I’m pro-
posing the picture of deductive reasoning that manifests itself in differ-
ent forms, each of which can be modelled by a different logic.

In §3 the concept of normativity will be considered. I will tackle the 
general question of the role of normativity in researching reasoning 
and in more details the issues of the scope of applicability of normative 
rules and of the ways in which the normative impact of logical rules on 
reasoning can be understood. Concerning the fi rst issue, I’m embracing 
the view that norms can be applicable to those who apprehend them, 
while regarding the second issue I advocate the view that logic can be 
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normative in a stronger sense, as a guidance for reasoning. It contests 
the thesis promoted by Ferrari and Moruzzi (2017) that only the weak-
er sense of normativity can have the normative role in logic, claiming 
that normative rules are mere criteria of correctness.

My proposal, in §4, concerning MacFarlane’s and Field’s Bridge prin-
ciples is that more than one logical formalism can be normatively suit-
able for deductive reasoning due to the fact that reasoning can assume 
different forms that are guided by different goals. Namely, reasoning 
shows up in a variety of forms. It arises in everyday argumentations 
and debates aiming at a kind of shared agreement, but also appears 
in other contexts such as juridical debates or in scientifi c, philosophi-
cal, even mathematical dialogues. In each of these contexts reasoning 
might have different goals. The goal of proving the theorem is different 
from the goal to show that an accused is guilty beyond any reasonable 
doubt, which is, again, different from the goal to make understand one 
that the bus will start from platform 1 when it is so stated in timetable 
and no other information is available. Each of these reasoning forms 
can be captured by suitable logics.

Let me now indicate what I mean by a form of reasoning. It is an 
inference form that is relevant for a particular real-life situation in the 
sense that this form is just suffi cient for achieving a particular goal. As 
Varga, Stenning, Martignon, (2015: 1) put it, ”computational effi ciency 
is an opportunity cost of expressive power”. This form of reasoning is 
normatively justifi ed if this form can be connected with a kind of valid-
ity that the thinker can apprehend or recognize as valid. 

2. Remarks on reasoning 
and Harman’s objections to normative role of logic
a) Deductive reasoning and deductive logic
By deductive reasoning I mean a process of reasoning that guarantees 
a transition of the truth from a set of propositions, believed or known 
by the agent, to the conclusion. Let me illustrate the process by an ex-
ample of a reasoner who, from the beliefs:  
 The 8 am bus from Rijeka to Zagreb starts either from platform 1 

or from platform 2,
 The bus does not start from the platform 2,
infers to the conclusion
 Therefore, it starts from platform 1.
This piece of reasoning is a subject to assessment. It is a correct reason-
ing. Talking about correctness or goodness of the episode of reasoning 
we inevitably invoke the normativity dimension (consider either as the 
fi rst or as the third person perspective) of reasoning. However, as it is 
well known, normativity, particularly normativity of deductive reason-
ing, is a highly contentious topic. We will briefl y tackle some of the 
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issues. The fi rst one is the relation between deductive reasoning and 
deductive logic. To say that deductive reasoning preserves the truth in 
inferring from the premises to the conclusion is to indicate, in one way 
or the other, that the normative standard for deductive reasoning is de-
ductive logic. By deductive logic many logicians and psychologists mean 
a logical calculus that necessarily preserves the truth, notably, classical 
predicate logic2 (CPL, henceforth). CPL by defi nition is extensional and 
truth-functional. Valid reasoning in this sense is represented by the 
argument in which conclusion is a logical consequence of its premises 
expressed as: if all its premises are true, conclusion can’t be untrue.3  
Deductive reasoning that as valid is determined by basic properties of 
classical logic: monotonicity and necessarily truth preservation.

In accord with this line of thinking, deductive reasoning in natural 
language is deductively valid if it can be correctly translated into an 
argument that is semantically valid in a formal system (notably, CPL). 
We can consider this formulation as a standard view of deductive rea-
soning. This view presupposes two things:  it equated the deductive 
reasoning with deductive logic, and further, it equated logical validity 
with the necessarily truth preservation.

The problem with the view that deductive reasoning is equal to 
deductive logic (that implies that the notion of logical consequence is 
CPL notion) is that reasoning performed in natural language is not 
syntactically or extensionally valid but at best intentional (semanti-
cally valid). Reasoning in natural language, in contrast to an argument 
form expressed in formal language, is sensitive to propositional content 
that should be interpreted in connection to the real world. In this in-
terpretation people’s knowledge of the world and evidence they have 
play an important role in their reasoning (what is irrelevant in the 
formalized classically valid argument). The real-life reasoning in natu-
ral language, therefore, hardly satisfi es properties of deductive logic. 
The inferences performed in this domain are hardly necessarily truth 
preserving. Even more, they are often non-monotonic.

Having formulated the difference between reasoning and logic, the 
crucial issue of the paper becomes visible, namely, can we, in spite of 
the described characteristics, consider everyday reasoning as deduc-
tive? Many would say that, in so far, if it is not classically logically 
valid it is not deductive either. We are here faced with the dilemma: 
either real-life reasoning is not deductive, or deductive reasoning is to 
be weakened and broadened in a sense.

2 Due to the limitation of the paper I’m neglecting the view held by in no way 
marginal number of logicians that see intuitionistic logic in the position of the logic 
that necessarily preserves truth.

3 According to Tarski, logical consequence should be understood in terms of 
necessarily truth-preservation (Tarski 1956: 411), which, in turn, can be sharpened 
model-theoretically as follows: a sentence p follows logically from a set of sentences 
S just in case every model of S is a model of p (Tarski 1965: 417).
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Deductive reasoning can be weakened so that it can be modelled by 
formal systems, other than CPL that possibly suits better real-life rea-
soning’s salient characteristics. Here is one of those characteristics: it 
is often the case that real-life inferences are not classically valid, in the 
sense that if all premises are certain, so is the conclusion, but instead, 
(at least) some premises are probable in a various degree. Suppose, as 
Hayek (Hayek 2001) invites us to suppose, “that we want the probabil-
ity of a conclusion of a given valid argument to be above a particular 
threshold”. The answer to this question can be given through probability 
logic that is “the study of the transmission (or lack thereof) of probabil-
ity through inferences” (Hayek 2001).4 In this logic the traditional con-
cern with the truth of premises is replaced with the concern about their 
probabilities. Such logic is certainly deductive, although non-monotonic 
(initially assigned degree of probability to the conclusion may later be 
retracted in the face of a new evidence) and not strictly truth-functional.

The other salient characteristic is that in everyday situations a 
conclusion from a given set of premises is often reached defeasibly. It 
means that the real-life reasoner reserves the possibility to retract from 
the originally reached conclusion in the light of new information or 
adding a new proposition to the original set of premises. This charac-
teristic can be modelled by different variants of default logic.

Coming back to our dilemma, Gilbert Harman, supposing that de-
ductive logic is equal to classical logic, is the leading authority of the 
view that reasoning does not correspond to deductive logic. In so far 
they are distinct. Logicists hold a different stance.

b) Harman’s objections to normative role of logic 
Let me outline the alleged difference between the descriptivism of logic 
on one side and the normativity of reasoning, on the other, posed by G. 
Harman (1986). According to this, logic merely describes logical rela-
tions; it does not prescribe what we should believe. For example, logi-
cians describe an argument as a valid saying that it is impossible for 
the premises to be true without the conclusion to be true. Their main 
interest is in the relation between propositions and in what follows 
from what. There is nothing normative in this claim. 

In a nutshell, Harman’s reasons for divorcing logic from reasoning are:
 Objection from belief revision: claims about logical validity are 

not explicitly normative in their content. They do not tell us 
what we should believe. If, for example, one believes p and be-
lieves p implies q and recognizes them to jointly entail q, one is 
not under any particular normative obligation to believe q (for 
instance, if q is at odds with one’s other beliefs, it would be un-
reasonable to accept q).

4 In his article Hayek (2001) presents the general features of Adams’ probability 
logic (1998), although other systems of probability logic are at stake.
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 Clutter avoidance: There is a worry about “clutter avoidance” 
(is one really obliged to believe all of the infi nitely many trivial 
logical consequences of one’s beliefs?).

 Excessive demands: Norms of logic (might be) so demanding that 
no human being could possibly satisfy them. Namely, due to the 
limitations of cognitive resources and computational powers, no 
one can believe all consequences of his beliefs.

The normative claim, in contrast to merely logically descriptive one, 
has to do with thinkers (actual or potential) that perform the infer-
ences, with the goals their reasoning process aimed to and with the 
doxastic states engaged in the process. The normative counterpart of 
the above descriptive example might be expressed in this way: in order 
to be rational, a reasoner (actual or potential) should, if she believes (or 
accepts) a set of propositions and believes that the conclusion follows 
from the premises, believe or accept the conclusion. At any rate, there 
is a signifi cant difference between the rules of logic (or logics) and its 
normative counterpart. The normative claim, in contrast to descriptive 
ones, has to mention a reasoner’s goal, her doxastic state and the par-
ticular deontic operator.

c) Logicists’ answers
MacFarlane’s bridge principle
In spite of the mentioned difference between logic and reasoning, in 
everyday reasoning processes reasoners tend to preserve the truth of 
the premises in the conclusion (although the truth preservation need 
not be necessary, as we will see in Field’s formulation), and hence to 
obtain the deductive character of the informal reasoning. The logicists, 
in order to meet Harman’s challenges, aimed to connect the formal logi-
cal consequence (or validity or implication relation) with the informal 
understanding of consequence in the way that formal consequence can 
be normative for informal reasoning. 

The logicists hold that logical validity on one side and how we ought 
to think, on the other, should and can be connected. In this sense Mac-
Farlane says: 

Why do we bother studying this notion (validity) at all? Surely it is because 
we think there is some connection between logical validity and the evalua-
tion and criticism of reasoning. If we could get clearer about this connection, 
we could transpose questions about logical validity into questions about 
how we ought to think. (MacFarlane 2004: 2) 

To meet Harman’s challenge John MacFarlane has meticulously pro-
posed the way to establish a connection articulated as a bridge prin-
ciple able to override the gap between logical system that is descrip-
tive and the normativity of reasoning (2004). Its goal is to “transpose 
questions about logical validity into questions about how we ought to 
think” (MacFarlane 2004: 2). Just to indicate the idea, the bridge prin-
ciple (BP) is a material conditional that connects a valid logical form, 
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say: A, B (as antecedent) and a normative claim that is compound of 
thinker’s doxastic states (S believe, S knows) and deontic operators as 
should, is permit to or has a reason (as consequent). The conditional 
asserts that, if there is a valid logical form then comes the normative 
claim: (for instance) if S believe that P1, …, Pn together imply Q, then 
S ought to believe that Q. Formally: ‘If P1, …, Pn ⊨ Q, then Φ’ where 
Φ is a normative principle. MacFarlane’s general strategy is to hold 
fi xed classical logical formulation of validity as antecedent and com-
bine elements in normative claim (consequent) in order to get the most 
”natural” and ”realistic” combination of the mentioned parameters, for 
which the classical validity can play a normative role, avoiding in this 
way Harman’s objections.

To obtain this, MacFarlane combines various types of deontic opera-
tors (strict obligation, permission or defeasible reasons for belief), the 
scope of the deontic operator in the conditional (narrow or wide: does 
deontic operator govern the consequent of the conditional, both the an-
tecedent and the consequent or the whole conditional?) and doxastic 
states (believing and knowing).

Let me present in somewhat systematic way the parameters used in 
determining the normativity claim of the bridge principle:
(1) Deontic operators
(o) ‘Ought’/obligation
(m) ‘May’/permission 
(dr) Defeasible (pro tanto) reason.
(2) Polarity
(+) Positive (o), (m) or (dr)
(–) Negative (o), (m) or (dr)
(3) Scope of the deontic operator—e.g. ‘o’ denoting ‘ought’ 
Narrow scope: (n)    (if P, then o (Q))
Wide scope:   (w)     o (if P, then (Q))
Governing both the antecedent and the consequent of the conditional: 
(b) o (if P, then o (Q)).

To complete the parameters the doxastic states of the subject are to 
be added. Namely, doxastic restrictions can be imposed on the anteced-
ent part of the principle, in the sense that subject knows, apprehends 
or recognizes that particular form is logically valid. If such restriction 
is imposed the principle takes subjective or internal reading, contrary 
to objective reading when such restriction is not imposed. Although 
the combination of all parameter settings gives 36 bridge principles in 
total, I will illustrate MacFarlane’s idea with four examples using only 
‘ought’ operator, positive polarity, narrow and wide scope and doxastic 
state “know”.
 (Narrow scope):   If A, B ⊨ C, then if you believe A and you 

believe B, you ought to believe C.
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 (Narrow scope + ‘know’): If you know that A, B ⊨ C, then if you 
believe A and you believe B, you ought do believe C.

 (Wide scope): If A, B ⊨ C, then you ought, if you believe A and 
you believe B, you believe C.

 (Wide scope + ‘know’): If you know that A, B ⊨ C, then you ought, 
if you believe A and you believe B, you believe C.

MacFarlane chose wide scope + ‘know’ formulation as the appropriate 
form for the normative claim. Nevertheless, his fi nal decision for BP 
slightly changes the above formulations giving to BP an even stronger 
subjective reading. He takes the logically valid schema instead of clas-
sical logical consequence to fi gure in the position of the antecedent. The 
stronger subjective or internal note is given in the formulation that the 
subject knows that schema S is valid and, furthermore, the subject ap-
prehends the given inference as an instance of S. The formulation is:

If [you know that] the schema S is formally valid and you apprehend the 
inference A, B / C as an instance of S, then (normative claim about believing 
A, B, and C). (MacFarlane 2004: 22)

Eventually, MacFarlane gives the fi nal form to BP, which I will take as 
his defi nite stance:

If schema S is formally valid and you apprehend the inference A, B / C as an 
instance of S, then you ought to see to it that if you believe A and you believe 
B, you believe C. (MacFarlane 2004: 24)

Hartry Field’s variant of BP
In (Field 2009) Hartry Field developed his view on normativity of logic 
and offered his variant of BP. Unlike MacFarlane, he introduces de-
grees of beliefs expressed in the notion of probabilities, as doxastic 
units, instead of full beliefs. On the other side, similar to MacFarlane, 
he gives a subjective reading to the formulation of BP. Let’s take a 
closer look at his variant of BP:

If it’s obvious that A1, ..., An together entail B, then one ought to impose the 
constraint that P(B) is to be at least P(A1)+ ... +P(An)−(n−1), in any circum-
stance where A1, ..., An and B are in question. (Field 2009: 259)

Subjective reading is evident in the formulation “if it is obvious”, where 
obvious is to be understood as agent-relative. Obviousness as a doxastic 
restriction on the implication relation “A1, ..., An together entail B” is 
equivalent to MacFarlane’s use of the notion of subject’s “apprehen-
sion” that the inference is an instance of the schema. Again, in con-
trast to MacFarlane, the relation “A1, ..., An obviously together entail 
B” is not understood exclusively as a classical logical relation (material 
implication).5 Field allows here the pluralistic reading. He says:

5 It is not clear whether MacFarlane himself persists on material implication in 
his fi nal formulation. It is the fact that at the certain point in his paper he changes 
the notation and A, B ⊨ C replaces with A, B / C that indicate that the relation is 
weaker than the material conditional.
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“Whatever logic is assumed correct, it seems to me that
if B is obviously entailed by A in that logic, a proponent of that logic should 
believe B to at least as high degree as A”

Let me stay a bit longer at Field’s understanding of the relation “A1, ..., 
An together entail B”. We already see that the entailment relation or, 
if you prefer, the consequence relation, need not be classical since the 
plurality of logic is allowed. As the necessary truth preservation (NTP) 
is a substantial feature of the classical logical consequence, does Field 
allow a consequence relation that is not NTP? As a matter of fact, one 
of Field’s important claims is that the relation of logical consequence is 
not the relation of the necessary truth preservation. In his own word-
ing:

I’m inclined to state my conclusion by saying that the validity of a rule does 
not require that it generally preserve truth. However, some may think that 
this simply violates the meaning of the term ‘valid’: ‘valid’, they may say, 
simply means ‘necessarily preserves truth’, or ‘necessarily preserves truth 
in virtue of logical form’…” (Field 2009: 266)

Instead of defi ning validity in terms of NTP, he proposes:
Perhaps we should redefi ne validity, not as (necessarily) preserving truth 
in general but as (necessarily) doing so ‘when it matters’? (Field 2009: 266).

And fi nally:
I basically said that a rule ‘preserves truth when it matters’ if it preserves 
truth when applied to premises that can be established or are rationally 
believable. (Field 2009:  266)

Comparing two variants of BP, MacFarlane’s and Field’s, I would say 
that both of them successfully connect the formal logical consequence 
with its informal understanding in reasoning, providing in this way 
the normative standard for reasoning. Still I take that Field’s variant 
suits my purposes better. MacFarlane’s formulation of normative rules 
requires from the agent to make only those inferences that he appre-
hends as instances of the valid schema. Still, determining a schema as 
classically valid, MacFarlane requires that it necessarily preserve the 
truth. In so far, normatively correct inferences are those that are neces-
sarily truth preserving. Field’s variant of BP is more liberal, allowing 
the implication (consequence) relation that is not necessarily truth pre-
serving, which is much closer to the real-world reasoning that tends to 
preserve the truth but usually only “when it matters”.

This line of thinking fi ts well with my proposal claiming that more 
than one logical formalism can be normatively suitable for deductive 
reasoning. The idea is that people in real-life situations perform dif-
ferent forms of reasoning, each form guided by a different goal. Being 
engaged in various forms, accomplishing different goals, they can be 
normatively warranted from the viewpoint of different logics.
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3. Normativity of reasoning 
In so far we have been discussing the normative role of logic in reason-
ing. In this relatively short part of the paper we will fi rst make a brief 
remark on the general question of the role of normativity in reasoning 
(whether expressed in logical rules or somehow differently). After that, 
we are going to discuss two important issues concerning normativity.  
The fi rst one regards the scope or domain to which normative rules can 
be applicable, while the second one considers different ways in which 
rules of logic can be normative.

Concerning the fi rst question of the place and role of normativity 
in examining reasoning, there is a tendency in recent writings to thor-
oughly eliminate the role of normativity in investigating reasoning. It 
is in this vein that Elquayam and Evans (2011) advocate the idea of 
a complete abandoning of normativity in the psychological scientifi c 
practice. As it is hard to see good reasons for such a claim6, I am start-
ing from the opposite view. Concerning the role of normativity in rea-
soning, the claim is that the very concepts of reasoning, argument and 
argumentation are entirely normative. This is obvious in the scientifi c 
fi eld as well as in the everyday social intercourse. In all kinds of dis-
course people are prone to recognizing a chain of reasoning as a ‘good’ 
one and an argument as a ‘correct’ one. They do this from the fi rst-
person perspective, associating a degree of confi dence to the correctness 
of their judgments and other outcomes of reasoning processes. People 
continually do this also from the third person perspective, assessing 
reasoning of others as correct or incorrect. In empirical investigations 
of reasoning, “without norms of some kind, we cannot interpret the data 
participants produce” (Achourioti,  Fugard, Stenning 2014). Therefore, 
I take for granted the inevitability of normativity in reasoning.

Although the host of issues and open questions concerns the area 
of normativity, we will tackle two of them, namely, what can be the 
domain of application and how to understand that rules are applicable 
to subjects.

The question of domain or scope of applicability can be formulated 
in the following way:

Are normative rules of reasoning applicable universally to the wide 
domain of all rational beings, or are normative rules specifi c, having a 
domain of application only to those who apprehend or understand ap-
plied normative rules? Relative to the latter disjunct, normative rules 
have a restricted application relative to the subject’s apprehension of 
the rule.

Concerning the former understanding of normativity, this approach 
has often been put forward in the traditional but also in the recent 
literature. The problem with this approach is, I hold, in the aprioristic 

6 Due to the tolerable length of the paper, I am not able to support my judgment 
with the extended argumentation as that would deserve a separate paper.
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determination of normative rules and in the generality its nature is 
determined. A typical example of such a consideration is Frege’s claim: 
“Logic prescribes universally how one ought to think if one is to think 
at all” (Frege 1893). In this way, reasoning rules proclaimed as norma-
tive are quite general logical principles that are understood as belong-
ing to CPL (for example: reasoning ought to be consistent). At the same 
time, it is this understanding of normativity that underlines Harman’s 
objections regarding the connection between logic and reasoning. On 
the other side, normativity as restricted to the subject’s apprehension 
seems to be at the basis of MacFarlane’s and Field’s approaches. I’m 
siding with this latter, narrow or restricted, view.

The second question concerns the possible ways in which logic can 
be normative for reasoning. Recently, Florian Steinberger (Forthcom-
ing) distinguished three ways in which this question can be understood. 

According to the fi rst one, normative rules are supposed to prescribe 
directives for reasoning in the sense that they have a guiding role (from 
the subject’s, fi rst person, perspective) in deciding what to believe.

According to the second one, they are supposed to give the criteria 
or standards for the evaluation of the good reasoning (from the third 
person perspective).

Finally, normative rules might play a role of the third personal ap-
praisals by which one can blame or praise an agent for her inferential 
conduct.

For the purposes of this paper it is suffi cient to consider only the 
fi rst two roles the normative rules can play; let me call them directive 
and evaluating roles. Assigning the directive role to normative rules for 
reasoning one understands normativity in a stronger sense than taking 
it to have only evaluative role. If normativity is directive it is in prin-
ciple also evaluative, while the evaluative role does not imply the direc-
tive one. It seems that Harman had in mind the directive role of logic 
for reasoning when he denied its normative infl uence. Accordingly, in 
order to defend the normativity thesis against Harman’s objections, the 
strong, directive meaning of normativity has to be embraced. 

Summing up the discussion in this chapter and putting together the 
questions of scope and of ways of understanding normativity, among 
the possible answers to these questions I’m picking up the restricted, 
apprehensive scope of rules’ application and the directive, guiding role 
of normative rules. They together determine the desiderata, for, I hope, 
a promising way to uphold my view of normativity that is going to be 
exposed in §4.

4. Forms and norms of reasoning
The goal of the normativity thesis I’m supporting is to uphold a tighter 
connection between the normativity expressed in logical formal rules 
and the pre-theoretic comprehension of logical principles used in actual 
reasoning. MacFarlane and Field have been formulating variants of 
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bridge principle that have in common the subjective, restricted under-
standing of rules applicability. I take it to be the signifi cant desidera-
tum of normativity to which I’m adding the directive role of normativ-
ity. These two desiderata of normativity, to which I will refer thereof as 
to restrictiveness, and to directiveness, can make possible a promising 
step forward in this direction. Restrictiveness and directiveness are ob-
viously connected. Logical rules can have a guiding role for those who 
are able to apprehend them in a certain sense. Expressing the same 
thing in different way, we can say that only those who have the rule 
represented in explicit or implicit way can follow a rule. Otherwise, 
the agent’s inferential behaviour can be only evaluated from the third 
person perspective.

Starting from restrictiveness, it is an open question in what sense 
the apprehension of logical rules is to be understood. The view that ap-
prehension should be understood as an explicit mastering of the rule 
is clearly over-demanding and should be, therefore, ruled out as a can-
didate. As a promising approach to the answer I take MacFarlane’s 
stance that to apprehend an inference is to see it as having a certain 
logical structure. But he claims more than that. He claims that: 

On this view, all logical norms have their source in the thinker’s “apprehen-
sion” of inferences as having a certain formal structure. (MacFarlane 2004: 22)

And in clarifying in what sense apprehension is to be understood, he 
says:

My own view is that apprehension should not be intellectualized to the ex-
tent that it requires a completely explicit understanding of what an infer-
ence schema is, the kind one would get from an encyclopedia article on the 
subject. It is something more basic than that. But it is important that ap-
prehension be something for which one can take responsibility and give or 
receive criticism. (MacFarlane 2004: 22).

I’m in accordance with this view on apprehension. Still, it is notewor-
thy to make some caveats regarding this formulation. Let me start with 
taking responsibility and giving or receiving criticism. This formulation 
seems to mark what it means that apprehension is more basic than 
explicit understanding. According to this, one apprehends an inference 
as an instance of inference schema (IS) if one is responsible in the sense 
that one intends to infer according to IS. One is responsible in this 
sense for all and only episodes of reasoning that she apprehends as 
belonging to IS. It goes without ado that IS itself should be valid. But 
let’s note that agent’s apprehension has no role in recognizing an IS 
as valid. Although it is not quite clear whether MacFarlane considers 
the validity of IS independent of agent’s apprehension, it seems as he 
holds that IS’s validity is fi xed as necessarily truth preserving (NTP). 
Accordingly, an agent is normatively responsible for an instance of in-
ference if she apprehends that it belongs to IS, but the kind of required 
validity for IS is fi xed as NTP. Let me call this approach apprehension 
plus fi xed IS.
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Although it is supposed that this approach can challenge Harman’s 
objections, it seems that it can’t meet all of them. It is particularly vul-
nerable to objection to belief revision. Let me use for illustration the ex-
ample from §2. Here we had a reasoner who, looking at the timetable, 
comes to know that:
1. The 8 am bus from Rijeka to Zagreb starts either from platform 

1 or from platform 2,
2. The bus does not start from the platform 2,
and from that she infers to the conclusion
3. Therefore, it starts from the platform 1.
Let’s remind that this is an instance of the real-life reasoning where 
premises sometimes can’t be taken with absolute certainty (reasoning in 
uncertainty) or a new evidence can produce the contradiction, for exam-
ple, the added information that platform 1 is at the moment unavailable. 
In this case, the agent is faced with contradictory beliefs. If we are trying 
to model her reasoning in the frame of classical logic, the reasoning is 
valid even when the reasoner makes whatever conclusion (in accord with 
the principle ex falso quodlibet). Harman takes such a situation as an 
evidence for separating logic from reasoning (Harman 1986). When new 
information is added, our agent is forced to abandon her premise 1, but 
in this case logic does not guide or even recommend any action.

Coming back to MacFarlane BP, when validity of IS is equated with 
the necessary truth preservation, the apprehension plus fi xed IS can’t 
solve the problem. But, if we consider other kinds of validity grounded 
in different logics, including non-monotonic ones (notably probabilistic 
and default logics) that better suit the real-life reasoning, the solution 
seems to be more probable. The employment of a particular kind of de-
fault logic could be especially suitable in our example. Varga, Stenning, 
and Martignon (2015) have proposed closed world semantics, which is 
a variant of default logic. Closed world assumption provides a valid, 
truth-preserving inference that is represented with this conditional 
(Varga, Stenning, and Martignon 2015:  3):
 p & ~abq
meaning: If p and nothing abnormal is the case, then q.

In the situation as the above mentioned, an agent can apprehend: 
p & ~abq as a valid inference schema and in addition apprehend the 
episode of reasoning:
 The 8 am bus from Rijeka to Zagreb starts either from platform 1 

or from platform 2,
 The bus does not start from the platform 2,
 Therefore, it starts from the platform 1,
as an instance of this schema.
This consideration nicely fi ts Field’s proposal of the BP as closer to the 
solution we are looking for. This approach is more liberal than MacFar-
lane’s in regard to the possible kinds of validity of inference. Allowing 
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the plurality of logics,7 Field’s proposal makes it possible to model also 
those forms of real-life reasoning that fall outside the scope of neces-
sarily truth preserving arguments. Particularly it is possible with rea-
soning in uncertainty (can be modeled by probabilistic logic) and with 
defeasible reasoning (can be modeled by default logic).

The proposal of apprehension of both the validity of IS and the va-
lidity of instance of reasoning as belonging to apprehended kind of va-
lidity corresponds to the view of reasoning appearing in different forms 
of reasoning. Reasoning as a cognitive activity is not a uniform en-
deavor and it can’t be idealized as having a closed list of characteristics 
and normative constraints. On the contrary, as it is indicated above, 
people in real-life situations perform different forms of reasoning, each 
form guided by a different goal. Being engaged in various forms, ac-
complishing different goals, they can be normatively warranted from 
the viewpoint of different logics.

The relevance principle tells us that people economize with their 
cognitive resources. As Varga, Stenning and Martignon put it “com-
putational effi ciency is an opportunity cost of expressive power” (2015: 
1). There are some goals a thinker can obtain mobilizing mostly his 
implicit deductive inferential performance, while for other goals the 
explicit, refl ective thinking will be necessary. The goal of proving the 
theorem is different from and requires different cognitive effort than 
the goal to show that an accused is guilty beyond any reasonable doubt, 
which is, again, different from the goal to make understand one that 
the bus will start from platform 1 when it is so stated in timetable and 
no other information is available. Each of these reasoning forms can be 
captured by suitable logics.

However, for any form and goal of deductive reasoning there is an 
adequate normative system that can direct this reasoning toward the 
“rational” achievement of the goal. Which kind of logic is to be em-
ployed as normatively relevant for a particular form of reasoning is 
partly an empirical question. I am proposing the approach to the nor-

7 The idea of the plurality of logic I have in mind is quite close to Beall and 
Restall’s theory (2006). They consider any logic whose notion of validity satisfi es 
what they call Generalized Tarski thesis, GTT.

GTT: “An argument is validX in every caseX in which the premises are true, so is 
the conclusion.”

Variable x ranges over types of cases. Shapiro (2014) clarify the relation of logics, 
validity and cases as follows:

“Classical logic results from GTT if ‘cases’ are Taskian models; intuitionistic 
logic results if  ‘cases’ are constructions or stages in constructions (i.e., nodes 
in Kripke structures); and various relevant and paraconsistent logics results if 
‘cases’ are situations (of a particular sort). In present terms, then, Beall and 
Restall take logical consequence to be folk-relative to kinds of cases. In their 
view, for example, the low of excluded middle is valid relative to Taskian models, 
invalid relative to construction stages (Kripke models); and the argument of ex 
falso quodlibet is valid relative to Tarskian models (and possible worlds), invalid 
relative to situations.” (Shapiro 2014: 33).
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mativity looking at different logical formalisms on the one side and on 
the other the actual human reasoning behaviour, adjusting one to the 
other through a kind of refl exive equilibrium.
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This paper introduces a logic game which can be used to demonstrate 
the working of Boolean connectives. The simplicity of the system turns 
out to lead to some interesting meta-theoretical properties, which them-
selves carry a philosophical import. After introducing the system, we 
demonstrate an interesting feature of it—that it, while being an accurate 
model of propositional logic Booleans, does not contain any tautologies 
nor contradictions. This result allows us to make explicit a limitation of 
application of propositional logic to those sentences with relatively stable 
truth values.

Keywords: Logic gate, logic game, a priori, propositional logic.

1. Introduction
In this paper, we imagine fi rst introducing (propositional) logic to a 
rational thinker via a simple logic game. It will be obvious this is a per-
fectly adequate way of explaining the Boolean connectives. At the same 
time, however, the bare-bones simplicity of the system will turn out to 
lead to some interesting meta theoretical properties, which themselves 
carry a philosophical import. That philosophical import has to do with 
the truths of logic, and the high rank these occupy among things we 
can know a priori (cf. Boghossian 2003, Harman 1996, Kitcher 1980, 
Peacocke 2005). It is useful to think that “[...] in general a logical truth 
is a statement which is true and remains true under all reinterpreta-
tions of its components other than the logical particles.” (Quine 1961: 
22–23). Sticking to propositional logic and the paradigmatic case of the 
law of excluded middle, P∨「P, this idea would mean that this proposi-
tion’s truth depends only on the logical symbols ‘∨’ and ‘「’ or, in other 
words, is independent of what P might be (as long as it is a proposi-
tion). The properties of this system cast a doubt on that notion. In the 
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following section of this paper, we will present the system in question, 
and its connection with propositional logic. In the central section, we 
demonstrate its meta-theoretical properties. Finally, the closing sec-
tion of this paper takes a slightly bigger-picture perspective with an 
examination of the philosophical implications of the system.

2. Lock-Key game
The system at hand is presented in a form of a logic puzzle, one that 
asks whether a certain key opens a certain lock. Drawing inspiration 
from a computer infrastructure, locks are built of elements closely re-
sembling logic gates, but with symbols altered to resemble the stan-
dard notation of Booleans in logic, including a specifi c orientation of 
the notation.

2.1 Lock elements
Lock consist of three kinds of elements, each with two subtypes: circles, 
squares and triangles, determined by the number of connections they 
have to other elements (one, two and three, respectively).
 Defi nition 1 (Circle) Circle elements are the input/output ele-

ments of the lock. A number of Input circles are located at the 
bottom (i.e. “beginning”) of the lock, and a single Output circle is 
located at the top (i.e. “end”) of the lock. Note that a lock by defi -
nition contains only one output (and does in fact contain one).

Graphically we represent these elements as:

Fig. 1: Circle elements
 Defi nition 2 (Square) Square elements have two connections—

the one below considered its input and the one above considered 
its output. The types of this kind of an element are labeled Same 
and Other.
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Graphically we represent these elements as:

Fig. 2: Square elements
 Defi nition 3 (Triangle) Triangle elements have three connec-

tions—the two below are considered its input and the one above 
considered its output. The types of this kind of an element are 
labeled Minimum and Maximum.

Graphically we represent these elements as:

Fig. 3: Triangle elements
Note that Squares and Triangles are all functions, i.e. for any input 
they have only one output. The purpose of the Square element Same is 
purely for the sake of legibility, and will be discussed in the next sec-
tion. The reader is probably aware of the purpose of the elements Oth-
er, Minimum and Maximum, but let us just note here that the shape 
of the latter two were chosen to facilitate memorization—Minimum is 
the widest at the bottom of the element, while Maximum is widest at 
the top.

We now proceed to introduce another element of the game—the 
keys, which serve as the primary input for the whole structure of a lock.

2.2 Key elements

 Defi nition 4 (Key) A key is an ordered n-tuple v1 … vn where 
vi . A key is a key to a lock 𝓛 just in case n is the number of 
input elements of the lock 𝓛.

After introducing the elements, we now put them all together to de-
scribe how the “game” is played.
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2.3 Building a lock

 Defi nition 5 (Lock building procedure) A lock is built bottom up, 
and starts with a number of Input elements. We then add the 
other elements, with each of their inputs coming from an output 
of a lower element, and fi nally we add an Output element. The 
elements that some element ε gets its input from are called the 
immediate predecessors of ε.

Two limitations are that the output of each Square and Triangle is an 
input of some other element and that there is only one Output element.

In case we wish to consider only certain sections of a lock, we refer 
to them as sublocks:
 Defi nition 6 (Sublock) Any element is a part of the same sublock 

as itself. If an element is part of a sublock, then the element(s) it 
gets its input from are also parts of the same sublock. We refer 
to sublocks as sublocks of their topmost element.

Example 7 An example of a correctly built lock is the following:

Fig. 4: An example of a lock
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2.4 Semantics of the game
After introducing the lock and key elements, we now proceed to defi ne 
their interactions:
 Defi nition 8 (Semantics) The elements of a lock 𝓛  produce the 

values as follows. Going from left to right, the Input element i 
takes the value vi from the key to the lock 𝓛. The element Same 
produces as its output the same value as it input, element Other 
produces the other value than its input, Maximum produces the 
greater of the two values in its input, and Minimum the lower. 
Finally, if the Output element takes the value 1 we take the lock 
to be “opened,” and “closed” otherwise.

Example 9 Going back to the example lock from the Example 7, the 
only key to produce an “open” lock would be  . It is left as an 
exercise to the reader to verify this.

2.4.1 Connection to propositional logic
It should be clear to the reader that
 Observation 10 The semantics of the elements Other, Maximum 

and Minimum are precisely those of the Booleans Not, Or and 
And, respectively.

As an illustration, the Example 9 above would correspond to the for-
mula (A∧B)∧「(C∨D) with the main connective being the conjunc-
tion, the left conjunct being a further conjunction, and the right one a 
negation of a disjunction. It is again left as an exercise to the reader to 
verify this formula is assigned 1 only when the variables A, B, C and D 
are assigned the values 1, 1, 0, 0, respectively.

Given this, it should be clear how this game will allow our thinker to 
understand propositional logic. We can also see why the element Same 
might be useful, as it refl ects the idea that a subformula (which itself 
corresponds to a sublock) is assigned a value, but that value gets picked 
up by some other connective at a later stage. One can further utilize the 
game to introduce the semantic tables by considering how many possible 
keys there are for each lock. Note also that the shape of the triangle ele-
ments, while making sense in the context of Minimum and Maximum, 
also make it easier to distinguish the common disjunction and conjunc-
tion symbols.

We will now proceed to consider some metatheoretical properties of 
the game.

3. Metatheory of the game
As we have seen in the Example 7, all but one possible key produced a 
closed lock. The question that now arises is whether we can take this 
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one step further by building a lock that is “unopenable.”1 Note that:
 Observation 11 This question is equivalent to asking whether 

we can have a lock which all keys open, since we can transform 
one into the other by adding one Other element just before the 
Output element.

To encompass both of these, we will use the expression “forced.” 
 Defi nition 12 (Forcing a lock) A lock can be forced if it can be 

made in such a way as to produce the same output for any pos-
sible key.

The answer to the former question is simply ‘No’ and the demonstra-
tion of this fact will be the central result of this paper.
 Theorem 13 No lock in the Lock-Key game can be forced.
Proof. By showing no sublock can be forced, by induction on the last 
element.
Basic case. Input elements cannot be forced, by Defi nition 8.
Inductive case. If the last element is Same, its sublock can only be 
forced if the sublock of its immediate predecessor is forced. If the last 
element is Other, its sublock can likewise only be forced if the sublock 
of its immediate predecessor is forced, given Observation 11. Similarly 
for the Triangle elements, we can only force them if we can force the 
sublocks of their immediate predecessors.

Given Observation 10, it is clear that an unopenable lock would cor-
respond to a contradiction, and a lock that every key opens to tautology.

In light of this, an interesting corollary follows:
 Corollary 14 Lock-Key system contains no tautologies and no 

contradictions.

4. Philosophical import
What, if any, is the philosophical lesson and importance of this result? 
To see this, let us consider how to reconcile the apparent strain that 
exists between Observation 10 and Corollary 14. After all, the former 
tells us the elements of the game correspond to the Booleans, but those, 
in opposition to the corollary, do produce tautologies and contradic-
tions (given our choice of the Booleans, the examples we’ll focus on are 
P∨「P and P∧「P). The result that resolves the discrepancy, and is 
the main, if modest (given the limited scope of this paper) philosophical 
claim of this paper is the following:
 Theorem 15 It is not the case that the tautologies [contradic-

tions] of propositional logic are true [false] purely in virtue of the 
Booleans occurring in them.

1 The author owes gratitude to Dragana Sekulić for bringing this question to 
their attention.
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Proof. To see this, one should only note that the locks also contain Input 
elements, which correspond to the propositional variables. However, 
the semantics of these elements are not exactly alike—recalling the 
basic step of the proof of Theorem 13, Input elements cannot be forced. 
But the propositional variables can—the second occurrence of the vari-
able P in either the example tautology or contradiction can have only 
one value—that of the fi rst occurrence. This difference reveals an ad-
ditional ingredient one needs to “cook up” a sentence of propositional 
logic that is always true or false—a certain type of behavior of the prop-
ositional variable(s).

Note that this argument does not show, nor does it in fact intend to 
do so, that the law of excluded middle (or the law of non-contradiction) 
is not true. Therefore, it is not a version of a “deviant logician” argu-
ment (cf. Williamson 2006, Sullivan 2014). The Lock-Key system cor-
responds to a system without a very basic, and by and large implicit, 
feature of propositional logic, that the propositional variables do not 
alter their value within an assignment. Such a system could be, e.g. 
one where we use a propositional variable only once in a formula. Alter-
natively, it could be one with such assignments which would allow the 
change of value while a formula is in use. This isn’t entirely far-fetched, 
e.g. “I never wrote this sentence before.” Rather, it just illustrates that 
logic is more regimented than we normally notice.

In explaining logic to our thinker using this game, we will have to 
explicitly and separately introduce limitations on the truth values of 
propositional variables. The very fact that the system is so basic allows 
it to make this feature of propositional logic apparent.
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No-free-lunch theorems are important theoretical result in the fi elds of 
machine learning and artifi cial intelligence. Researchers in this fi elds 
often claim that the theorems are based on Hume’s argument about 
induction and represent a formalisation of the argument. This paper 
argues that this is erroneous but that the theorems correspond to and 
formalise Goodman’s new riddle of induction.  To demonstrate the corre-
spondence among the theorems and Goodman’s argument, a formalisa-
tion of the latter in the spirit of the former is sketched. 
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1. Introduction
Right from its beginning, the development of artifi cial intelligence and 
machine learning prompted many interesting philosophical debates 
and provoked some interesting philosophical questions. On the fl ip 
side, researchers in these fi elds often encounter or rediscover classical 
philosophical problems. One such case is the identifi cation of the no-
free-lunch (NFL) theorems—the famous negative results in machine 
learning—as a reiteration or even a formalisation of the Hume’s prob-
lem of induction. The distinguished machine-learning researchers like 
Christophe Giraud-Carrier and Pedro Domingos state, respectively:

It then becomes apparent that the NFL theorem in essence simply restates 
Hume’s famous conclusion about induction having no rational basis... (Gi-
raud-Carrier 2005)

and:
...This observation was fi rst made (in somewhat different form) by the phi-
losopher David Hume over 200 years ago, but even today many mistakes in 
machine learning stem from failing to appreciate it. (Domingos 2012)
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Even the originator of the fi rst form of the NFL theorems, David Wol-
pert, fi fteen years after he proved the theorem, joins the information 
cascade and claims that:

…these original theorems can be viewed as a formalisation and elaboration 
of concerns about the legitimacy of inductive inference, concerns that date 
back to David Hume… (Wolpert 2013)

This paper argues that the NFL theorems, although vaguely connected 
to the classical philosophical problem of induction, do not restate the 
Hume’s problem, but rather the associated Nelson Goodman’s argu-
ment.1 We claim that the NFL theorems are closely related to Good-
man’s new riddle of induction (NRI), to the extent that they are one 
possible formalisation of the riddle. Additionally, we would like to pose 
the question of the relevance of the NFL to the vast philosophical dis-
cussion on NRI, as the relationship is yet to be researched. The related, 
reversed, the issue is the relevance of NRI to NFL and the question 
as to whether the machine-learning community could benefi t from the 
almost 70 years of fruitful discussion about Goodman’s argument.

1.1 No-Free-Lunch Theorems
The fi rst form of NFL theorem was proven by Wolpert and Macready, 
1992, in the context of computational complexity and optimisation re-
search (Wolpert and Macready 1995; Wolpert 1992). He later proved 
the variant of the theorem for the supervised machine learning (Wolp-
ert 1996). For the sake of our argument, we will sketch the proof of the 
simplifi ed version of the theorem for supervised learning based on the 
work of Cullen Schaffer (Schaffer 1994).

In the simplest, discrete settings of the machine learning of a Bool-
ean function, training data X consists of the set of binary vectors rep-
resenting a set of attributes that are true or false for each instance of 
the binary function—concept. Each vector is labelled as a positive or 
negative example of a concept we want to learn. The machine-learning 
algorithm L tries to learn a target binary function y; a true concept 
from this set of examples. Training dataset is always fi nite with some 
length n, and the relative frequency of data feed to L is defi ned by prob-
ability distribution D. In a context more familiar to the philosophers, 
this problem of machine learning can be seen as a guessing a true form 
of a large n-ary truth function from the partial truth-table, where most 
of the rows are not visible.

The key performance indicator of a machine learner is a generalisa-
tion performance, with the accuracy of the learner found within the data 
outside the training dataset. Modern machine-learning algorithms can 
easily “memorise” data from the training dataset, and perform poorly 
on the “unseen” data, leading to the problem known as overfi tting. So, 

1 We suppose that the new riddle is a different issue from the classical problem of 
induction, what is the received position with a few notable exceptions like (Magnus 
2006).
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the success of the learner is measured by how well it will generalise, 
and how well it performs on the novel data. In the simple setting of bi-
nary concept learning, the baseline of the generalisation accuracy of a 
learner, GP(L) is the random guess, with the accuracy of the novel data 
being 0.5. This is the performance we will expect on average if we use 
the toss of a coin to decide, for an unseen example, whether it belongs 
to our target concept or not. Clearly, we want any learner to perform 
better than this.

The NFL theorem claims that, for any learner L, given any distribu-
tion D and any n of X

  
 

where Y is a set of all target functions, all possible concepts that can 
be learned.

So, the theorem states that, on average, the generalisation perfor-
mance of any learner is no better than random guessing. All learning 
methods, from the simple decision trees to the state-of-the-art deep 
neural networks, will perform equally when all possible concepts are 
considered.

This result, unanticipated at least on the fi rst sights, does bear some 
resemblance to the discrepancy between the results of the argument 
and our expectations in the case of the Hume’s argument. However, it 
does not claim that we cannot learn anything from the training data 
or experience, but that we can learn everything, which is, arguably, 
the point of Goodman’s argument. The resemblance to the NRI will 
be more evident from the sketch of the proof of the NFL theorem. The 
basic idea is very simple: for any concept that the learner gets right, 
there is a concept that it gets wrong or, in Goodman’s lingo, for every 
“green” concept there is a “grue” concept. The “grue” concept is con-
structed similar to the NRI argument, in that it agrees on all observed 
data—data in the training dataset—with the “green” concept, and it is 
bent on all non-observed data.

More formally, for every concept C that L learns to classify well—
say it classifi es m novel examples accurately—there is a concept C' that 
L learns where all m examples will be misclassifi ed. C' is constructed 
as follows:

 

Visually, this simple construction of the concept C' corresponds to the 
Wittgenstein-Goodman “bent predicate” (Blackburm 1984), where X 
represents observed data (training dataset) and X’ unobserved data.
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From the perspective of the main measure of the success of the learn-
ing—generalisation accuracy, for every accuracy improvement a over 
the baseline for a concept C, there is a concept C' that will offset the 
improvement of the accuracy by –a. Consequently, the improvement 
in accuracy for any learner over all possible concepts is zero. It is pos-
sible to generalise this result to the more general learning settings, 
and many extensions of the theorem are proven (Joyce and Herrmann 
2018; Igel and Toussaint 2005).

1.2 Is the No-free-lunch Theorem the New Riddle of Induction?
Although NFL bears a strong resemblance to NRI, it seems worthy to 
analyse differences and similarities between these two results. Let’s 
start with the similarities. Both arguments are about inductive infer-
ence, about inferring from the known to unknown, and from the ob-
served to the unobserved data. Both arguments imply that there are 
too many inductive inferences that can be inferred. Furthermore, both 
arguments seem to draw empirically inadequate conclusions, contrary 
to scientifi c practice and common sense expectation. Nobody is expect-
ed to conclude that all emeralds are grue, and neither that random 
guess is an inductive strategy as good as any other.

The key resemblance is in the construction of the arguments, the 
split of the evidence and the bend in the unobserved data. In most of 
the NRI arguments, we split the evidence into observed and unob-
served (sometimes to some point in the future). Equally, in the NFL, 
data are split into observed, training dataset and the unobserved data 
to which the learning algorithm should generalise. In both arguments, 
the other counter-concept, grue or C', is constructed in the same man-
ner. It agrees on the observed data and bends on the unobserved data. 

Regarding the differences, fi rstly, there is a difference in the argu-
ment contexts. NRI was made in the philosophical, theoretical context 
of the logic of confi rmation and pragmatic vindication of induction, 
while the NFL was made in the technological context of artifi cial intel-
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ligence and computing. The aim of the arguments also differs, at least 
at fi rst glance. The intention of NRI, at least in Goodman’s initial form 
(Goodman 1946; Goodman 1983), was to recognise one of the problems 
in the logic of confi rmation—the demarcation between projectable and 
non-projectable predicates. On the other hand, the objective of the NFL 
was to demonstrate that there is no single best algorithm, initially for 
the optimisation and search, and later for supervised learning.

The biggest difference seems to be in the scope of quantifi cation. 
The no-free-lunch theorem quantifi es over all learners and all concepts, 
while Goodman’s argument seems to be about constructing one par-
ticular example. However, NRI can be reformulated to have a similar 
quantifi cational structure as the NFL.

2. The New Riddle of Induction 
as the No-free-lunch Theorem
Goodman’s argument, at least in one of its interpretations, can be re-
phrased in the NFL fashion as follows. Let’s defi ne P, the degree of 
projectability, as the generalisation accuracy in the settings of learn-
ing Boolean function. Let’s defi ne L to be a language, understood in-
formally as a frame of reference or level of abstraction (Floridi 2008). 
It is also possible to defi ne language using a more formal framework 
like a web ontology (McGuinness 2004) or the formal concept analysis 
(Ganter 2012). Finally, let’s defi ne I as an inductive strategy or, as in 
Goodman’s original argument the logic of confi rmation. Then, we can 
state the new riddle as:

Claiming that, for any inductive strategy, the degree of projectability 
over all possible languages is 0.5, what is zero improvement over a 
random guess. The formal condition, by the NFL condition, is that the 
languages are unrestricted or that they are closed under permutation 
(Schumacher 2001). The proof of such stated NRI would be the same as 
the proof for NFL—for every concept C with a degree of projectability 
p, there is a concept C' with the degree of –p, and for every “green” 
concept there is a “grue” concept.

3. Discussion and Future Work
The takeaway of this formalisation would be one of the lessons that 
Goodman has taught us—the importance of the language for the in-
duction, or the impossibility of empirical investigation without some 
predefi ned language that we bring to the process. It is interesting to 
compare this with the conclusion that the same researcher from the ma-
chine-learning community draws from the NFL—there is no learning 
without bias, there is no learning without knowledge (Domingos 2015).
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If we accept the above formalisation as one of the possible inter-
pretations of the NRI argument, it would be interesting to examine 
how the NFL can contribute to the NRI exploration. One of the ap-
proaches is to investigate how different NFL conditions apply to NRI. 
For example, if we restrict a set of the concepts to some subset of all 
those possible, it has to be closed under permutation (C.U.P.) for NRI 
to hold (Schumacher 2001), and the fraction of such subsets is tiny. 
Another potential route of exploration is to research the relevance of 
non-uniform distribution of target functions/concepts for arguing that 
NRI works (Igel and Toussaint 2005) and results that the NRI does not 
extend to the continuous domains (Auger 2007).

On the fl ip side, it would also be interesting to explore possible “so-
lutions” to the NFL theorem from the NRI perspective. Is it possible to 
use Goodman’s pragmatic solution in limiting the NFL by formalising 
his concept of entrenchment? It would also be interesting to research 
additional constraints on NFL languages using Davidson’s approach 
to NRI (Davidson 1966). Finally, one of the biggest social and ethical 
problems of machine learning, especially deep learning, is the problem 
of the interpretability of models. It would be interesting to research 
whether the philosophical explorations in the NFL could help in this 
direction.
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Poetry and philosophy have had a long and convoluted relation, charac-
terized often by mutual antipathy and rarely by mutual acknowledgment 
and respect. Plato was one infl uential philosopher who trashed poetry’s 
capacities to trade in the domain of truth and knowledge, but it was J. 
L. Austin who blew the fi nal whistle by dismissing it as non-serious. And 
while for many poets that was an invitation to dismiss Austin, for many 
philosophers that was a confi rmation of the overall discomfort they had 
already felt with respect to poetry. Just how wrong both parties were in 
this standoff is revealed in the latest book by Maximilian De Gaynesford, 
The Rift in the Lute: Attuning Poetry and Philosophy, which calls for a 
dismissal of the separation of the two and for their mutual cooperation. 
In this paper, we look at De Gaynesford’s proposal, mostly praising its 
strong points and occasionally raising doubts regarding its success.   

Keywords: J. L. Austin, philosophy, poetry, Maximilian De Gaynes-
ford

It is hardly an exaggeration to say that philosophers have, for the most 
part, ignored poetry (see Ribeiro 2009; Gibson 2015). Luckily, things 
are changing and poetry has started to attract attention. The latest 
book by Maximilian De Gaynesford, The Rift in the Lute: Attuning 
Poetry and Philosophy, is a much welcome addition to this trend, one 
which will for sure initiate its own wave of responses. Gaynesford does 
not aim to say much about the aesthetic or artistic value of poetry, and 
he doesn’t dwell on issues of defi nition. Rather, he deals with one of 
the most infl uential claims regarding poetry ever made: J. L. Austin’s 
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views on poetry as ‘not serious’. Determined to prove Austin wrong, 
Gaynesford sets out to develop a new account of poetry and to suggest 
new ways in which to view the convoluted relationship between poetry 
and philosophy.

As Gaynesford argues, it is of particular importance for analytic 
philosophy to turn to poetry, and to do so from the perspective of a 
speech act theory: it is here that “relations between literature and phi-
losophy are at their worst” and “their antipathy” at its deepest (12-3). 
Consequently, to reconcile them, that is the place to start. How? By 
following the project of attunement—“a mutually shaping approach in 
which we really do philosophy in really appreciating poetry, doing the 
literary criticism necessary for this” (9). Gaynesford’s project is thus a 
matter not of applying philosophy to poetry—thus doing a philosophi-
cally minded literary criticism—but the one of “exercising our critical 
engagement with poems in engaging with philosophy, and exercising 
our critical engagement with philosophy in engaging with poems.” (10). 
Such joint collaboration is envisioned as a win-win situation for both: 
“The opportunity to appreciate philosophical distinctions and discrimi-
nations in poetry can improve our ability to discriminate features of 
philosophical signifi cance. And this opportunity to grapple anew with 
philosophy in turn heightens our capacity to appreciate what is rich 
and subtle in poetry, which returns us more richly provided to pursue 
philosophy, from where we can go back more generously supplied to 
appreciate poetry, and so on, back and forth” (11).

At the centre of the attunement project is a radical turn from the 
way philosophers (and critics, to some extent) usually approach poetry, 
namely from the point of view of its alleged disconnection from the 
truth. While philosophers mostly attend to poetry in order to either 
show or to dispute that poetic language is incommensurable to the 
epistemic goals of conveying truth,1 Gaynesford sets his theory in a 
completely different setting: that of philosophy of action. Rather than 
approaching poetry as a set of true or false statements or descriptions, 
Gaynesford suggests that saying things in poetry—uttering poetical-
ly—is not a matter of stating things but of doing things. Those familiar 
with Gaynesford’s philosophical profi le will not be surprised to learn 
that his account is motivated by J. L. Austin’s famous statement about 
poetry not being serious.

These brief introductory remarks suffi ce to position Gaynesford’s 
book within the relevant theoretical framework: in the fi rst part, 
Gaynesford works out the details of his attunement project by carefully 
and informatively elaborating on the ways in which Austin dismisses 
poetry as serious (ch. 1), and by examining how poets and critics (ch. 2), 
as opposed to philosophers (ch. 3), reacted to Austin’s remarks. He then 
moves on (chs. 4 and 5) to show how these debates refl ected on poetry’s 
connection to truth, and ends by arguing for a paradigm shift (chs. 6 

1 See in particular essays gathered in Gibson (2015).
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and 7): poetry should be viewed as a form of action, and poetic utteranc-
es as utterances which actually do things. Once this approach is taken, 
a need is generated to account for the responsibility and commitment 
of those creating poetry. In the second part, Gaynesford fi rst analyzes 
(ch.7) what he calls ‘the Chaucer type utterances’ and, having expli-
cated their main features (chs. 9-11), applies his account to numerous 
Shakespeare’s sonnets. It is in this part that he engages in a rather 
insightful form of literary criticism, one which presupposes an attuned 
relationship between poetry and philosophy, showing the drawbacks 
of those critical views on Shakespeare which failed to appreciate what 
a philosophically minded reader can see in the sonnets, and what the 
sonnets can reveal to the reader open to philosophical concerns.

The richness of Gaynesford’s theoretical framework does not imply 
lack of detailed and meticulous exploration of its constituents, includ-
ing, in the opening and closing chapter, a detailed analysis of real world 
examples in which poetry was taken seriously enough for its creators 
to face serious legal issues. In many ways, his interpretation of the re-
lationship between poetry and philosophy is insightful, primarily due 
to his exhausting overview of various poets, critics and philosophers 
who had something to say on the topic. Gaynesford’s analysis along 
these lines will challenge the somewhat dominant view according to 
which philosophers, on the whole, are hostile to poetry, and according 
to which poetry has, for the most part, been the “victim of Austin’s ef-
fi ciencies”. It will also cast doubt on the way Austin’s views on poetry 
are most commonly interpreted. As Gaynesford argues, though Austin 
represents poetry as non-serious use of language, where language is 
not used in the normal way, or is used in hollow and void way, para-
sitic upon the normal use (39), he neither argues for these claims, nor 
does he clarify their meaning. Austin’s crucial failure is the fact that 
“the combination of high-handedness and half-heartedness” in his writ-
ings on poetry, as well as the examples he chose to support his view, 
“give the strong impression that he recognized something forced about 
... this insistence that poetic utterances are not to be understood in 
terms of things that are done” (259, emphasis original). In other words, 
Austin’s remarks “make no distinction between types and instances of 
poetic utterances”, offer “no arguments to demonstrate that no poetry 
is serious”, and ignore the ambiguity of notions he uses to express the 
alleged non-seriousness (39). The dominantly poetic manner itself, in 
which Austin writes about poetry, as compared to his other writings, 
reveals, on Gaynesford’s reading, that Austin himself has hard time 
accepting what he says—his argument, in other words, “resists taking 
itself seriously” (44).

Gaynesford further argues that most of the poets who set out to 
respond to Austin failed to properly engage with his views, mostly due 
to a prejudice they harboured about philosophy’s overall distrust of phi-
losophy. And while critics have for the most part turned Austin into a 
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bad guy unappreciative of the value of poetry, Gaynesford argues that 
Austin is far more appreciative of poetry than Plato or Frege ever were; 
his bad reputation is a consequence of critics’ failure to engage properly 
with philosophical views. The critics are, generally, just as “careless 
and disdainful” (58) towards Austin as Austin is toward poetry. Sadly, 
philosophers are no better. In failing to properly engage with Austin’s 
remarks, they “expose their own prejudice against poetry: they condone 
the insults, neglect the tensions and contradictions, hide the ambigui-
ties, and assume a determinacy where all is vagueness”. Consequently, 
“no wonder so much that is philosophically signifi cant in poetry is ig-
nored, and so much in philosophy that is relevant to the appreciation of 
poetry goes unrecognized” (68-9). As Gaynesford further demonstrates 
in the fi fth chapter, another failure on the part of philosophers relates 
to the fact that for the most part, they analyzed poetry as if poetry 
was to be evaluated from the perspective of whether or not it told the 
truth about the world. Such misconception is itself an outcome of the 
‘governing assumption’ among philosophers, one which Austin himself 
set out to refute, according to which it is the main function of language 
to describe things. Whereas Austin wanted to show that language also 
does things, i.e. that we do things when we utter propositions, philoso-
phers remained focused on analyzing poetry’ s success or failure to cor-
rectly describe things, and completely ignored the fact that it too can 
get things done. On Gaynesford’s view, “this way of approaching poetry 
renders essential features of poetry invisible and distorts literary criti-
cism” (261). To amend such mistreatment, Gaynesford offers his own, 
attuned account.

Gaynesford’s analysis showed that, appearances aside, philosophers 
and poets do agree that poetic uses of language are exempt from issues 
of commitment and responsibility. However, it is precisely this presup-
position that is wrong, which can only be acknowledged once poetry 
is approached from the standpoint of philosophy of action, and within 
it, from the perspective of a speech act theory. Within such “realigned 
debate”, issues of commitment and responsibility can be reassessed. As 
Gaynesford argues, poets can use language seriously, for “to be serious 
is to acknowledge what is required if one is to be taken seriously: a 
commitment to be reasonably clear about what one means, to be willing 
to explain what one says, to account for what one claims. And it is not 
only possible but actual that poets commit themselves responsibly in 
these various ways (for example, in essays, reviews, manifestos, inter-
views)” (110). Crucial questions that are to be asked with respect to po-
etry under such an account are questions “about who is accountable for 
a particular utterance, what was intended by some particular choice 
of words, whether the action performed is one for which its author can 
be praised or blamed”—questions, as Gaynesford argues, that already 
“defi ne literary criticism and which commentators on poetry have 
placed at the centre of their endeavours” (112). As a crucial example of 
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a poet who used poetry in this manner, Gaynesford refers to Chaucer, 
whose poems are riddled with what Gaynesford calls Chaucer-type ut-
terances. These utterances are composed of a fi rst person concatenated 
with a verb in the present indicative active (i.e. I dedicate, I direct) and 
they correspond to what would in non-poetry be equivalent to ‘explicit 
performatives’—though naturally the proper classifi cation is compli-
cated by the fact that such performatives are further divided into vari-
ous subgroups. As Gaynesford warns us, there is a considerable dis-
agreement regarding this type of utterances, but he nevertheless goes 
on to elaborate on four main features they exhibit: doing (in uttering 
the relevant sentence, the speaker does something beyond uttering), 
phrasing (the sentence uttered contains a sentential clause consisting 
of a subject term (the fi rst person pronoun in the nominative) concat-
enated with a verb of doing (fi rst-person singular, resent tense, indica-
tive mood, active voice) combined with an explicit or implicit ‘hereby’ or 
its equivalent); naming (the verb in the sentential clause is a word for 
what the speaker does in uttering the sentence) and securing (the act 
named by the verb in the sentential clause is assuredly performed in 
uttering the sentence).  Given that these four features can be employed 
in variety of ways, analysing various combinations in which they come 
together in any given poem offers additional chance for philosophers 
of language to analyse them, but it also offers to critics a possibility to 
analyze such poems from different perspectives—after all, that is what 
the attunement approach is meant to initiate.

To support his claims, in the fi nal chapters of the book Gaynesford 
turns to Shakespeare’s sonnets and analyses how the great bard uses 
the four features of Chaucer-type utterance. “Recognizing the dramatic 
salience of the type has the power to develop and change the way we 
see the sequence [of sonnets] as a whole, as well as the individual po-
ems of which it is composed” states Gaynesford (263), and goes on to 
show numerous ways in which Shakespeare deploys the four features, 
often modifying them, even to the point where it is not altogether cer-
tain whether the Chaucer type has in fact been used. However, such 
ambiguity is identifi ed as the source of variations of meaning of the 
sonnets, which result from different ways in which phases and lines 
in poems might be understood. Such an approach enables Gaynesford 
to, among other things, analyse ways in which some of Shakespeare’s 
sonnets are imbued with Cartesian type of scepticism, with consider-
ations regarding limits and limitations, obligations and duties, one’s 
solipsistic worries, etc. It further enables him to analyse ways in which 
different poems refl ect on poetry as a mode of using language and on 
poetry as a form of action, which in turn draws attention to the means 
we have at our disposal to study poetry, and to the philosophical issues 
generated by these means.
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Gaynesford’s account of poetry departs from some of the ways in which 
poetry is traditionally analyzed, which will either seem like a welcome 
new paradigm to be happily embraced, or like a dead-end street to be 
quickly abandoned. There are, we think, many important aspects of 
his proposal which give us a more profound understanding of poetry, 
and his ambition to reconcile poetry and philosophy seems promis-
ing—though the question remains whether those untrained in philoso-
phy could appreciate poetry generally and individual poems in ways 
Gaynesford envisions. Gaynesford does not place much emphasis on 
the aesthetic aspects of poetry, and when he does, he subjects them to 
the goals that poetic utterances containing such aesthetic properties 
are to realize. By thus instrumentalizing what for many is the cru-
cial aspect of poetry and poetic experience, Gaynesford’s theory might 
be dismissed by authors who oppose subjecting poetry to philosophi-
cal concerns. On the other hand, there have been attempts recently, 
predominantly made by literary scholars or poets themselves, to show 
ways in which poetry (and literature more generally) manages to bring 
about some more tangible changes, whether in the mindset of individ-
ual reader or within wider social groups and cultures.2 For those who 
appreciate such approach to poetry and who share such views on its 
potential, Gaynesford’s book might serve as an insightful pointer on 
how poetry might have such power, as his account is well suited to 
explain the tendency of critics to talk of poetry as achieving (or having 
the effect of initiating) intellectual paradigm changes. Another way in 
which Gaynesford’s account is inspiring relates to what it might add 
to our understanding of the poetic language and everyday communica-
tion. Gaynesford notes that “examples of poetic utterances reveal un-
derlying distinctions in the way poetry does things with words. The 
addition of new categories of actions, some peculiar to poetry, reveals 
ways in which philosophy can increase knowledge of language-use by 
attending to poetry.” (114) It would be theoretically useful to identify 
those speech-acts ‘peculiar to poetry’ and see in which relation they 
stand with other kinds of speech acts. If regular speech acts as stating 
or promising can be incorporated in poems, is there a place for poetic 
speech acts in everyday communication? Do poetic speech acts turn ev-
eryday communication into poetry or is it so that they cannot be part of 
it since it would mean that they are not exclusively poetic? Identifying 
those speech acts ‘peculiar to poetry’ would be a good start in analyzing 
the relation between poetry and other uses of language.

The backbone to Gaynesford’s proposal is the idea of poetry as a 
form of action. To many, it is this particular premise in his overall ac-
count that might be the hardest to swallow. Of course Gaynesford is 
aware of that, and he dedicates the entire chapter 5 to smooth some 
possible objections. Three he sees as the most pressing: fi rst, whether 
poetic utterances can indeed be understood as action, given that they 

2 Consider among others Attridge (2015), Spolsky (2015).
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do not resemble our commonsense understanding of what an action 
is—namely, a physical movement. Second, Gaynesford raises the ques-
tion about the ‘deed done’ via the action contained in poetic utterance: 
are these things done once and for all (as when Chaucer dedicates his 
poem to the Lord), or are they done anew each time someone reads a 
certain poem? Third set of problems concerns the issue of agency: who 
in fact is doing the deed, the poet, the poem, the ‘lyric subject’ or some 
other theoretical postulate? With respect to the latter two questions, 
Gaynesford ultimately concludes that their theoretical implications 
relate to interpretations of individual poems, and do not amount to 
reasons to dismiss his theory. To answer the fi rst question, he invokes 
a distinction introduced by Austin himself, between ordinary physical 
actions and the special nature of the act of saying something. Claim-
ing that the poetic utterance falls under the latter category, he ulti-
mately sees the problem of classifying poetic utterances as instances 
of an action as a question that should be considered within philosophy 
of action, rather than as a question pertaining to debates on poetry. 
Independently of whether or not such an answer is suffi cient to silent 
those who might object to his approach, it is not altogether a mistake to 
say that Gaynesford should tell us more about his own understanding 
of action, given the complexities involved in the notion itself, particu-
larly when introduced into aesthetic debates (Davies 2011). This is par-
ticularly so given the emphasis he puts on the notion of responsibility, 
and on the question of ‘whether what was stated has been performed’, 
which he poses as a criterion for the poem’s success (as opposed to the 
question of whether what is stated is true). While interviews, diaries 
and other evidential support he invokes to support his theory might 
work for some poets, they do not necessarily account for many others, 
particularly those who are long gone.

Gaynesford’s tactic of undermining Austin’s disregard for poetry 
as non-serious is simple: since Austin does not discriminate between 
different kinds of poetic expression and claims on various occasions 
that “poetry is ‘a use of language’ which is ‘not serious’” all we need to 
prove him wrong is fi nd one instance of poetry that can be regarded as 
serious. Of course, the idea of “serious” and “non-serious” uses of lan-
guage is a complex one since it derives from very vague and ambiguous 
use of the terms (see 42-68), but what Gaynesford is devoted to is to 
fi nd (at least) one instance of poetry that can be “responsible, commit-
ted, and thus ‘serious’”, that is, that can be used to back up the claim 
that we can “do things with poetry” in the real word. According to him, 
responsibility can be of three sorts: pragmatic, aesthetic and ethical 
(107-8). It is important to notice that according to Gaynesford there 
is no responsibility without intention: “Did the person who performed 
this action really mean to do what in fact they did? Did they realize 
what obligations would be laid on them by doing this? Did they accept, 
consent to, or undertake these obligations? For if the answer to any of 
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these questions is ‘No’, then we may refuse to hold the person respon-
sible for what was done, or at least qualify their responsibility, at each 
of the three levels: pragmatic, aesthetic, ethical.” (109) Trying to give 
an answer to questions of this sort in relation to poems whose authors 
are long gone could be puzzling. How do we reconcile the temporality of 
the poem’s author with the atemporality of the work of art? If the poet 
had a certain intention at the moment of the utterance, that is, at the 
moment he penned it in the form of a poem, he could be held account-
able at that moment, but the analysis becomes metaphysically dubious 
once the referent of the “I” in a poem is gone—provided we can agree to 
identify it with the author as Gaynesford does when he claims that “in 
successful poetic utterances, poets perform acts of responsibility and 
commitment” (114). On the other hand, if we do not identify it with 
the poet, then all talk about real-life commitment and responsibility 
becomes vacuous.

Gaynesford acknowledges that “some would deny that responsibil-
ity and commitment are ever possible in the particular context that is 
poetry” and defends his position once again claiming that we need only 
one good example of “serious” poetry: “To undermine [Austin’s position], 
we need not argue that poetry is always, or indeed usually, responsible, 
committed, and thus ‘serious’. We need only produce examples of com-
mitment-apt utterances in poetry where there is a genuine attempt to 
make that commitment, and where that commitment is indeed made.” 
(110) The Chaucer-type phrases are thus introduced as indicators of 
responsibility. Still, this is not an unequivocal answer since it leads to 
the question: who is the agent? Gaynesford acknowledges that there 
is no simple answer to this question and proposes a case by case ap-
proach—every poem will provide a new challenge: “(…) the claim that 
poetic uttering can count as a form of action, a speech action, raises dif-
fi culties. But none of these diffi culties amount to objections to the over-
all claim. Rather, they set an agenda for the interpretation of specifi c 
poems, a list of questions that interpretations must resolve to count as 
satisfying. And this agenda proves an essential device. For where these 
diffi culties arise, they direct the attention to the very issues that the 
poem itself is trying to raise.” (106)

Gaynesford’s strategy is to inspect every poem, or perhaps even 
every verse in a poem, to fi nd a proof of commitment on the part of 
speaker to the content of the poetic utterance. If we fi nd one example of 
a committed speaker in a poem we have falsifi ed Austin’s claim that all 
poetic utterances are non-serious. If we concede this point, agree with 
Gaynesford’s interpretation of Austin’s view of poetry (see ch. 3) and 
fi nd one or more poems that satisfy the criteria of his action-oriented 
approach to poetry, we can still wonder if the fact that we can analyze 
only a small portion of poems using this adapted speech-act framework 
does not point to a weaknesses of the proposed approach. One counter-
example is enough to falsify a theory, but we need more than one exam-
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ple (or a few of them) to build our theory. This is true especially if the 
theory we try to falsify is in fact not about the particular phenomena 
we focus on in our attacks on it, and Austin’s theory is not about poetry.

Gaynesford’s account could be bolstered by a more substantial ac-
count of the way in which composing a poem can be understood as 
an instance of action, except in the sense in which the act of writing 
is itself an instance of action—which, of course, is not what Gaynes-
ford’s account suggests or aims to establish. While in the Chaucer ex-
ample it is unproblematic to recognize the deed done—the dedication 
of a certain poem to someone—some other examples that Gaynesford 
uses might not work quite as easy. Consider his treatment of Douglas 
Dunn’s poem ‘Arrangements’:
   And here I am, closing the door behind me,
   Turning the corner on a wet day in March.
As Gaynesford argues, “the line-break acts like a corner to be turned, 
thus enabling the utterance to do precisely what is says” (101). Howev-
er, it seems strange, if not utterly impossible, that an act of saying does 
the job of turning the corner, independently of the line break. In other 
words, it is the act of walking that makes one turn the corner, not the 
act of saying that one is turning the corner (or an act of inserting the 
line-break in the appropriate place in the poem). The most that these 
two lines do is describe what the poet is doing, but they are not doing 
the deed (i.e. the act of turning the corner) itself. In that sense, even if 
‘what is stated is done’, this still does not count as an instance in which 
poetic utterance has in fact committed any kind of action (other than 
that of describing). The question then remains for the reader to decide 
whether this is an instance of an ill-chosen example, or whether we 
should demand more in terms of criteria which turn some (as Gaynes-
ford rightly emphasizes) poetic utterances into actions. 

Perhaps such criteria would be available if more was said about 
questions two and three identifi ed above. Namely, if poetic utterances 
are a form of action, what precisely is the deed done or brought about 
via these actions? In some cases, as with Chaucer, it is the one of dedi-
cating a poem to someone. However, even assuming the plausibility of 
categorizing such poetic utterances as a form of action, what are the 
implications of that categorization for our understanding of poetry? In 
other words, does the fact that some poems are dedicated to someone, 
or that some poets invoke the help of the Muse or manage to perform 
some such action via their verses, justify the acceptance of the ‘poetry 
as action’ paradigm, or does it merely point to the (another) interesting 
way in which language works in some poems?

An answer to this question is, arguably, suggested by Gaynesford’s 
interesting analysis of Shakespeare’s sonnets. This analysis gives the 
impression that what is in fact done, the action that is triggered by the 
composition of a poem, is better located in the workings of the poem, i.e. 
in the way in which it initiates (philosophical) refl ections in the read-
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er. Bluntly put, what the poet does, on this interpretation, is not only 
dedicating his poem to someone, but a more substantial act of causing 
his readers to undergo certain experiences. After all, poetic encounters 
leave us with the sense of having undergone some kind of emotional 
and intellectual experience—for example, that of recognizing and ap-
preciating, potentially even engaging with, the sceptical worries under-
lying Shakespeare’ sonnets, or, to suggest our example, of sensing the 
pain and disappointment of a speaker who urges us ‘Never to give all 
the heart’ in Yeats’ famous poem of that title, and then of considering 
whether one would indeed renounce the possibility of passionate love in 
light of the poem. This line of thinking about the attunement is in line 
with the criteria Gaynesford himself emphasizes: in order for poetry to 
be serious, poetic utterances have to exhibit commitment and respon-
sibility. In other words, one has to be capable of doing what one says. 
More elaborately, “those responsible for poetic utterances must be able 
to count as such in a deeper sense than mere causal effi cacy. It must be 
possible and actual for them to commit themselves in saying what they 
do. Hence it must be possible and actual for them to be, and to be held 
to be, responsible in what they say.” (110)

This criterion will naturally raise the bar for what counts as serious 
poetry, i.e. which instances of poetry might count as serious (even if it 
does not help us account for what is for something to be poetry). When 
Yeats (if indeed Yeats it is, rather than the lyrical subject) urges us 
‘Never to give all the heart’, and enlists rather persuasive arguments 
for such a statement in his poem, are we to take him seriously, or are 
we to enjoy the particular way in which the rhythm and rhyme work to-
gether to make this poem an aesthetic delight? Would he himself com-
mit never to give up all the heart? Would he, let us wonder, repudiate 
his own advice had he but had a chance for happiness with his long 
desired Maude Gonne? Another problem that arises from embracing 
the ‘responsibility and commitment’ criterion relates to the fact that 
Gaynesford’s account presupposes some type of intentionalism on the 
part of the poet to do certain acts—namely those for which he is will-
ing to take responsibility. But, as numerous critics of intentionalism 
have pointed out, it is not necessarily so that poetry is to be considered, 
appreciated and evaluated according to the standards provided by the 
intentionalist framework.

Some poets of course do commit and can be held responsible for 
what they are saying. To consider their poems as an instance of an ac-
tion, rather than as true (or false) array of statements referring to the 
real world, is a plausible move, if by action one has in mind a kind of 
intellectual activity that takes place in the readers’ mind in the ‘after-
life’ of a poem (as Peter Kivy might put it (Kivy 2006)), or that inspires 
poets to turn to particular issues and write about them. When Kant 
talks about poetry ‘animating the mind’ (Kant 2000, for a discussion 
see Šustar and Vidmar 2016, Vidmar 2018, Vidmar forthcoming), he 
might think of some such understanding of the ways in which poetry 
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does things to us, in addition to moving us via the sheer power of its 
aesthetic qualities. Consider much of religious poetry or various in-
stances of metaphysical poetry. Robert Frost’s repeated questioning 
into the moral status of natural creatures and men’s relation to the 
world, satisfy, we think, not only the claim that poetry can be an action, 
but exemplify a poet committed to that what is stated in his writings 
and willing to take responsibility for such actions, even if not always 
using Chaucer-type of utterances. At best then we can conclude that, 
as usually the case with philosophical theories, Gaynesford’s account 
works for some, but not for all poetry, and does not cover all instances 
of poetic creation.

What then to conclude regarding the connection between poetry and 
philosophy? Certainly, Gaynesford has a point in stating that the at-
tunement approach challenges our understanding of both, poetry and 
philosophy. To understand the way in which Shakespeare manages to 
develop a view on the passing of time or to envision sceptical concerns 
makes a demand on scholars to reconsider ways in which philosophy 
can be conducted, as well as the limits of poetic engagements. On the 
other hand, philosophers such as John Gibson or Peter Lamarque 
might nevertheless insist on the futility of attunement, each for his 
own reasons. Gibson could argue that even if poetry is a form of action, 
its ties to philosophy are not established, given that the two disciplines 
do not entwine but remain separated by the mere diversity of their 
methods. Lamarque, himself a fervent opponent to approaching poetry 
from the standpoint of the truth debate, might argue that attending 
to the way in which Shakespeare develops a sceptical view is not to be 
evaluated by philosophical but literary/aesthetic criteria.3 Consequent-
ly, nothing much is gained in terms of developing a more elaborate ac-
count of poetry generally, by appreciating philosophical considerations 
of some poems. It is not clear, to us at least, that Gaynesford’s account 
would seem convincing to someone who shares Gibson or Lamarque’s 
concerns. What is convincing though is his plea for taking poetry seri-
ously and to continue analysing its ties to philosophy.
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Philosophical methodology has rarely been scrutinized and a subject to var-
ious opposing accounts as much as in the last decade. One of the reasons 
for this are challenges raised by the naturalistic movement of experimental 
philosophy (xphi), which offered a negative perspective and many critiques 
of, generally speaking, the dominant view in contemporary philosophy 
about what philosophy is all about, and the signifi cance of its distinctive 
method, i.e. intuitional methodology. By using methods of empirical sci-
ences and conducting numerous researches relevant to various disciplines 
in philosophy, experimental philosophy challenges the overly reliance on 
the method of cases and intuitions as a source of evidence. As time pro-
gressed, initial experimentalist’s challenges required several modifi cations 
as they received a lot of criticisms by philosophers who endorse intuitional 
methodology as well as those who are skeptical of it. So this volume is 
about experimental philosophy in relation to intuitional methodology, and 
attempts of “reexamining its roots—to articulate just what the targets, 
aims, and methods of experimental philosophy really are” as Jeniffer Nado 
states in the introductory part (4). And each of the contributing articles 
gives, in one way or another, a new perspective on how experimental phi-
losophy is to be understood, or in what direction it should advance. In this 
fashion they provide a useful insight into the metaphilosophical issue from 
experimental philosophy’s point of view. This volume is one in the series 
Advances in Experimental Philosophy edited by James R. Beebe and in 
many levels brings insightful perspective on the currently highly debated 
topic in metaphilosophy, that of appealing to intuitions.

In the fi rst article of this volume, Jonathan Weinberg, discusses the 
relation between the two important epistemological and methodological 
notions: reliability and trustworthiness. The latter is especially impor-
tant in the light of Weinberg’s new perspective of how experimentalist’s 
challenge should precisely be formulated. Weinberg starts his discus-
sion with questioning the hypothesis that it is reasonable to accept some 
source of evidence only on the basis that it is a reliable one. This would be 
true, Weinberg continues, if reliability is the “main determination of the 
methodological trustworthiness” (12). But since any degree of reliability 
less than perfect is consistent with the high degree of untrustworthiness, 
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Weinberg argues that the notion of baseline reliability is methodologically 
inadequate. That means that even if intuitions are regarded as a reliable 
source of evidence, they are, methodologically speaking, untrustworthy. For 
one thing, the weakness in our inferential recourses can transform a highly 
reliable source to an inadequate one, and for another, intuitions do not have 
suffi cient power to enable us to decide between two competing theories. To 
furthermore support his thesis, Weinberg discusses some theoretical impli-
cations of the current philosophical practice. One of them is the high vulner-
ability of philosophical theories to counterexamples where it is enough just 
to fi nd one such example to overrule the theory, considering that this is not 
standard procedure in other sciences. For this reason Weinberg investigates 
the possibility of a different philosophical methodology. He proposes that 
we should ask ourselves whether philosophical truth must have exception-
intolerant form and, consequently, whether we should put more weight 
on methodology that is exception-tolerant. Even if we decide that modally 
strong claims—such as “knowledge is…”, where “is” is an identity claim—
are worthy of philosophical pursuit, there are plenty theoretical results that 
are of value in achieving in philosophy in the exception-tolerant manner. 
The example of that are generic claims, as one such claim in epistemology, 
e.g. knowledge is justifi ed true belief, is very useful peace of epistemological 
lore, according to Weinberg. And since the classical philosophical method 
of appealing to intuitions is not very useful in testing rival philosophical 
generics, Weinberg sees precisely this area as an appropriate place for ex-
perimental philosophy. It can give us tools for measuring the preference of 
one theory over the other, which are not just “hand-waving, it-seems-to-me 
kinds of ways” (29). According to this view, experimental philosophy could 
take the role of cleaning up philosophy’s data set.

In “How to Do Better: Toward Normalizing Experimentation in Epis-
temology”, John Turri is reviewing fi ve cases where philosophers—or to be 
precise epistemologists—have deeply mischaracterized the “commonsense 
epistemology”, conception they very frequently appeal to. For instance, epis-
temologists, almost unanimously advocate the idea that knowledge requires 
reliability and that this is a matter of common sense. But when this hy-
pothesis is put to test, results show that knowledge judgments are insensi-
tive to the information about reliability. Turri conducted a survey where 
participants, typically in similar percentage, attributed knowledge to both 
reliably and unreliably gained processes. He found the same results in the 
cases of contextualism, epistemic closure principle, truth-insensitive theo-
ries of justifi cation, and knowledge attribution in “fake barn” cases. In each 
of these cases epistemologists typically argue that their proposed theory is 
“intuitive”, “has basis in ordinary language”, or that it is “a defi ning feature 
of commonsense epistemology” (40). But when tested, subjects typically do 
not respond as theory predicts. Turri concludes that the standard practice 
in analytic philosophy is to rely on “introspection and anecdotal social ob-
servation to characterize commonsense epistemology” (45), and that this 
has two potentially signifi cant implications. First is a negative perception 
of the contemporary academic philosophy where people are suspicious of the 
possibility that important philosophical questions can be answered from the 
armchair. Second relies on the fact that people cannot relate to judgments 
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that philosophers treat as obvious, intuitive or commonsensical (e.g. judg-
ment that the “brain-in-the-vat” and normal human are equally justifi ed in 
their beliefs, or that the agent in the “fake barn” case does not have knowl-
edge). The role of preliminary experiments conducted by experimental phi-
losophy can help to avoid these mistakes and thereby put researchers on 
more promising paths by avoiding the false start.

The move from talking about the main experimentalist’s target, i.e. 
philosophical intuitions as part of what makes philosophy methodologi-
cally unique, to the talk about thought experiments, where intuitions are 
generated is proposed by Joshua Alexander in his article “Thought Experi-
ments, Mental Modeling, and Experimental Philosophy”. He thinks that 
this should be done by considering two dominant approaches to thought ex-
periments in the philosophy of science: the “argument view” and the “men-
tal model view”. The underlying idea behind the fi rst view is that thought 
experiments are nothing more than colorful arguments and that they can be 
reconstructed as premises and assumptions leading to the conclusion. Ac-
cording to the second view, thought experiments are not solely arguments 
because narrative of the thought experiments allows us to “mobilize cogni-
tive recourses that would not otherwise be available” (58), in terms of ma-
nipulation of mental models in our imaginations. In other words, without 
the narratives in thought experiments, our ability to arrive at the conclu-
sion they are intended to support would be compromised. According to Al-
exander, placing a philosophical cognition in the center of the debate along 
the suggested lines actually makes experimental philosophy, as an empiri-
cal study about philosophical issues, more important rather than less. To 
clarify this thesis, Alexander discusses one of the most controversial claims 
in experimental philosophy, namely the claim that people think differently 
about the narratives used in thought experiments. This is what he calls 
the “narrative incompleteness” problem, according to which many details in 
fi ctional narratives are often left out for the reason to be as less distractive 
as possible. Now, even though some opponents of experimental philosophy 
would argue that this feature of fi ctional narratives shows that there is 
no philosophical disagreement but instead that people simply have differ-
ent fi ctional narratives in mind, Alexander claims that this should not be 
understood as a critique of experimental philosophy. It rather underscores 
the relevance of experimental philosophy because it investigates how people 
think about fi ctional narratives used in philosophical thought experiments, 
that is, to what information used in narratives people are responding. To 
conclude, by reframing the discussion in terms of thought experiments in-
stead of intuitions, Alexander is maintaining that arguments against ex-
perimental philosophy could be reinterpreted in a way to actually support a 
need of experimental philosophy.

The only paper in this book that does not examine prospects of experi-
mental philosophy in a positive way is “Gettier’s Method” by Max Deutsch. 
He aims to revisit the broadly endorsed metaphilosophical view—also en-
dorsed by the experimentalists—that analytic philosophy employs method 
of cases and that intuitions are essential part of this method. As can be 
extracted from Deutsch’s paper, there are two interpretations of the “intu-
ition-view” that are under his attack:
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(i) Gettier cases are examples of appealing to intuitions as evidence, and 
(ii) Gettier cases are examples of both arguments and appealing to intu-

itions as evidence.
Concerning the fi rst interpretation, Deutsch argues that Gettier does not 
appeal to intuitions, and that since intuitions play no role in his argument 
against the traditional JTB theory of knowledge, his thought experiments 
are not examples of the method of cases. Deutsch’s reasoning is as follows. 
(I) Gettier nowhere uses the term “intuition”, and nowhere argues that we 
should accept his cases on the basis of intuitiveness. And the possibility 
that Gettier might appeal to intuitions implicitly is rather weak, according 
to Deutsch. Furthermore, (II) Gettier is not vague about the justifi cation 
for his conclusions, and provides an explicit argument stated in his fi rst 
case as follows: even though Smith believes truly and with justifi cation that 
the man who will get the job has 10 coins in his pocket, his belief is merely 
lucky one and does not amount to knowledge. Regarding the second inter-
pretation that Gettier cases are examples of both arguments and appealing 
to intuitions as evidence, Deutsch does not undermine its possibility, but 
insists that there is no evidence to suggest that such a possibility is actual. 
Even more puzzling for Deutsch is what he calls the “usual view”, according 
to which Gettier does presents argument against the JTB theory, but he 
does not present argument for premises of this argument. Instead, as this 
view suggests, these premises are supported by intuition alone. Deutsch 
argues that explicit argument for the conclusion that Smith does not know 
that the man who will get the job has 10 coins in his pocket, namely, the 
presence of luck, qualifi es as a good reason for denying Smith’s knowledge. 
And concludes that it is a mistake to understand Gettier cases in a way 
that he intended for intuitions to reveal the falsity of JTB theory of knowl-
edge. The further reason Deutsch discusses of why we should reject the view 
that thought experiments are about appealing to intuitions is that the post 
Gettier literature proceeded in an entirely intuition-free way (e.g. Michael 
Clark (1963), Alvin Goldman (1967)).

The problem for Deutsch’s view could potentially be an interpretation that 
the order of explanation goes the other way around, namely, via abduction 
Gettier is arguing that the anti-luck premise is the best explanation of the 
truth of the conclusion that Smith does not know. This could pose a problem 
for Deutsch’s position only if the anti-luck condition is intended to be fully 
abductive, and he thinks that this is extremely unlikely. One reason is that 
at the time of publishing Gettier’s article, it would be highly controversial 
and unorthodox to take conclusions as granted in order to abductively argue 
for the anti-luck condition. It is more likely, according to Deutsch, that Get-
tier intended it the other way around. Additionally, the so-called producer-
consumer distinction serves as a further reason not to accept Gettier cases 
as paradigm examples of the method of cases. As Deutsch sees it, Gettier 
himself could not use intuitions as evidence since the process of constructing 
thought experiment is anything but “passive sort of cognizing characteristic 
of intuiting that something is so” (85). And even thought, we as consumers, 
might experience intuitions about his examples, this is irrelevant for its evi-
dential status since Gettier construed his cases as counterexamples, and pre-
sumably had evidence for it before we get the chance to read them.
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In the next article titled “Intuitive Diversity and Disagreement” Ron 
Mallon considers a subset of critiques against the experimental philosophy, 
specifi cally, the subset that argues that, even though Platonic armchair 
method (i.e. the method consulting a priori intuitions about general philo-
sophical truths) is a bad methodology, it is not wildly employed by philoso-
phers. And this subset of critiques offers alternative explanations of what 
exactly philosophers employ in such cases. Mallon’s aim is to argue that 
experimental philosophical challenge—or at least one version of the chal-
lenge, namely the argument from disagreement—poses the same problem 
for these alternative interpretations of the philosophical method as it does 
for the Platonic armchair method. This is because Mallone holds the fol-
lowing two assumption: (i) the challenge “need not depend on attacking a 
distinctively Platonic armchair, or on any eccentric psychological construal 
of the relevant mental states” (108), and (ii) intuitions “pick out the sorts 
of seemings or judgments involved in our target cases” and also “behavioral 
manifestations of those judgments produced in response to philosophical 
thought experimental surveys” (100).

One of the alternative interpretations under Mallone’s critique is the 
suggestion that philosophers do not actually appeal to intuitions as evi-
dence. One example of this alternative interpretation is presented in the 
previous section when discussing Deutsch’s view. First of all, Mallone re-
jects the underlying idea of this alternative interpretation that just because 
an author gives an argument for the proposed conclusion, it follows that 
author’s spontaneous judgment that p plays no evidential role. According 
to Mallone, this is not a valid inference, for both spontaneous intuition as 
a source of evidence and reasons why intuition is considered to be true can 
be held at the same time. And this is, in Mallone’s view, supported by many 
thought experiments where it is obvious that they are not to be understood 
as pure arguments, because in order to be valid, they must be supplemented 
with substantial assumptions about topics under investigations (e.g. as-
sumption about the nature of knowledge). But even if we allow that philoso-
phers do appeal to intuitions in their arguments, critics would further argue 
that they need not to do so, and thus variability in intuitional judgments 
would no longer pose a problem for philosophy. And at this point, Mallone 
shows in what way this alternative explanation does not avoid the problems 
of the argument from disagreement. Namely, experimental philosophy criti-
cizes “actual rather than possible practice” (115), and thusly still presents 
the problem for philosophical practice. The other alternative interpretation 
that Mallone considers in his paper is the mentalist approach, which takes 
that intuitions do not reveal some abstract reality as the Platonic armchair 
approach does, but rather facts about human concepts, or some other psy-
chological mechanisms that produce intuitions. But nonetheless, mentalist 
approach is also affected by the argument from disagreement, because its 
proponents are interested in shared concepts. And whether some particular 
concept is common cannot be revealed from the armchair.

Jenniffer Nado further develops the idea of “reexamining roots” in the 
paper “Intuitions and the Theory of Reference” she coauthored with Michael 
Johnson. The general idea that they develop is that experimental philoso-
phy is especially relevant in the theory of reference, but reasons for its rel-
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evance cannot be extended to other fi elds of philosophy. To show this, they 
focus on the particular experimental study conducted by Edouard Machery 
et al. where they fi nd that cross-cultural differences in responses to Kripke’s 
Gödel case undermine the viability of the intuitional methodology. Nado 
and Johnson argue that reports in such surveys is primary methodology in 
the theory of reference, but do not show, as Machery et al. claim, that rely-
ing on intuitions is a bad methodology. The reason is that such reports (i.e. 
judgments about cases) are “instances of speakers applying terms to things 
that have been generated under controlled conditions to test the predictions 
of different theories” (148). And cases of people applying terms for things 
are primary data for theory of reference. They furthermore argue that this 
reason is not straightforwardly applicable to other fi elds, since the correct 
application of terms, such as “time” and “consciousness”, depend on some 
extra-linguistic facts that are not easily accessible, and therefore intuitions 
about those terms would be of little evidential use. So, the assessment of 
intuitions as a source of evidence will vary from fi eld to fi eld and conse-
quently, so will the relevance of experimental philosophy.

In the last paper of this volume, “Intuitive Evidence and Experimen-
tal Philosophy”, Jonathan Ichikawa claims that experimental studies are 
relevant for philosophical methodology, but only in the limited sense. His 
account of intuitions, that is intuitional methodology, is that it is a mis-
characterization of philosophical practice to claim that intuitions are used 
in a central evidential way. But he also argues that this fact alone does 
not make experimental studies redundant (which is the usual stance for 
someone who denies evidential role of intuitions). Namely, he agrees with 
proponents of experimental philosophy that their surveys and interpreta-
tions of those surveys do not, in any clear way, depend on the assumption 
that intuitions have an evidential role. This is defended from the standpoint 
that empirical investigation of intuitions can be relevant for philosophical 
methodology even though they do not play evidential roles, since evidential 
role is not the only role of epistemic signifi cance. However, Ichikawa thinks 
that this alone is not enough to defend experimental philosophy. He argues 
that even though experimental philosophy survey’s results do not essential-
ly make use of intuitions the same does not hold for their analysis. In other 
words, the replacement of the term “intuition” with any other non-problem-
atic term in their analysis cannot be done straightforwardly. And this is 
where Ichikawa sees the biggest challenge for the defense of experimental 
philosophy, although not as big to make it irrelevant. For example, propo-
nents of experimental philosophy often claim that intuitions are susceptible 
to order-effect which makes them not suitable as evidence. Even under the 
assumption that intuitions are not to have an evidential role, the fact that 
they are so susceptible should be the reason to doubt one’s ability to ratio-
nally respond to the available evidence, and seek guidance how to proceed 
thereafter. To sum up, philosophical biases are epistemically relevant, and 
it is worthwhile to engage in attempt to detect them.

ANA BUTKOVIĆ
University of Zagreb, Zagreb, Croatia
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Miranda Fricker and Michael Brady (eds.), The Epistemic 
Life of Groups, Oxford: Oxford University Press, 2016, 
272 pp.
Can groups hold, revise and reject beliefs? Are collective doxastic attitudes 
reducible to what is believed by individual members or do they presuppose 
some additional joint commitment? How can we resist the sway of social 
stereotypes when assessing others as moral and intellectual agents? Are 
emotions always a hindrance to epistemic goals and is the apparent conser-
vatism of scientifi c groups indeed a deviation from usual collective behav-
ior? Departing from analytic epistemology’s traditional focus on individual 
agents who operate in something akin to a social vacuum, this volume ex-
plores the epistemic features of group agency. Its contributors inquire, for 
instance, to what extent collective processes of attaining and revising beliefs 
can be equated with their individual counterparts, and whether belonging 
to a particular intellectual environment can generate morally corrosive 
prejudice. The volume consists of four thematic clusters concerning episte-
mology as such, moral epistemology (understood as the practice of attaining 
beliefs about actions related to morally valuable outcomes), politics and sci-
ence. However, portraying the work as a handbook one should recommend 
to a novice would—despite its stated introductory aim—be somewhat mis-
leading, as it presupposes considerable familiarity with prior discussions on 
testimony, epistemic injustice, deliberative democracy, assertion, Kuhnian 
philosophy of science, and like. The actual importance of certain articles, 
such as Miranda Fricker’s apt revision of the overly optimistic approach 
to implicit biases she had argued for in her earlier works, can only be fully 
appreciated if one is well-acquainted with recent trends in social epistemol-
ogy. Taken as a whole, nonetheless, The Epistemic Life of Groups presents 
the reader with a range of engaging topics that merit further attention. For 
the love of simplicity, I will remain true to the volume’s structure in offering 
brief comments on each essay.

Epistemology. Sandorf Goldberg opens the fi rst section with the claim that 
criteria for considering an assertion proper depend on the intellectual com-
munity under whose auspices it is uttered. Within the context of some con-
versational group riddled with such pervasive disagreement that hopes for 
attaining knowledge dwindle, assertions are proper as long as they serve 
the group’s informational purposes and can be reasonably expected to be 
understood by other members. Although Goldberg intends to preserve 
the propriety of philosophical discourse despite the community’s continu-
ous dissent on central issues, his immediate acceptance of contextualism 
seems the overlook the stronger case that philosophical assertions often 
hinge on objective standards—such as logical validity in narrowly theoreti-
cal domains and congruence with experimental fi ndings when discussions 
veer closer to cognitive and social science—which render certain statements 
more pertinent to knowledge than others. Instead of exonerating philosoph-
ical discourse, this decision to trade the more demanding epistemic norms 
of knowledge or empirical adequacy for reasonable in-group intelligibility 
forces us to concede that collectives which are usually considered epistemi-
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cally irresponsible—such as science deniers or conspiracy theorists—actu-
ally do satisfy a more forbearing epistemic norm, given that their assertions 
are entirely in sync with other members.

Miranda Fricker proceeds with a sensible review of her work on epis-
temic injustice and recognizes that individuals are seldom able to fully 
overcome the biases they had internalized by growing up in a prejudiced 
society. To what extent, then, to these cognitive constrains pardon us from 
blame for wrongful epistemic conduct? Although implicit biases—as they 
run counter to our consciously held values and therefore cannot be consid-
ered intentional—aren’t conventionally culpable, this falls short of excusing 
our behavior. Making use of Bernard Williams’ defi nition of agent-regret as 
the appropriate response of someone who had experienced a case of moral 
bad luck, Fricker argues that otherwise conscientious perpetrators of epis-
temic injustice should regret their misconduct, refl ect upon their prejudiced 
beliefs and encourage institutional measures which will prevent their peers 
from repeating similar mistakes.

After this brief foray into practical concerns, Hans Schmid wonders 
whether group self-knowledge is as groundless (meaning, as automatic and 
as non-inferential) as its individual counterpart. Albeit he fi rst shows that 
Anscombe’s criteria for individual intentionality—namely, fi rst-person iden-
tity, perspective, commitment, and authority—aren’t intuitively compatible 
with the collective model, Schmid ends up concluding that genuine group 
belonging does require a strong sense of joint commitment and identifi cation 
which render the idea of groundless group self-knowledge sensible (72).

Ethics. In the volume’s fi rst essay on moral epistemology, Elizabeth 
Anderson offers a rich account of how social moral learning—the collec-
tive acquisition of true beliefs about our ethical duties to others—may be 
obstructed if we indulge in sanitized interpretations of historical injus-
tice. When entire communities agree on self-laudatory narratives of their 
previous moral excellence—which Anderson illustrates with the fact that 
slavery wasn’t abolished due to the autodidactic moral learning of Western 
intellectuals, but, instead, because subalterns continuously sought human 
rights—they fail to acknowledge that only the disadvantaged have substan-
tial epistemic access to the urgency of their problems (78). The historical 
facts that whites fi rst envisioned a gradual abolition of slavery that would 
take decades and then offered freed blacks unlivable wages for working the 
same fi elds they had previously occupied as slaves make the problem quite 
salient. What Anderson appeals for is a kind of epistemic democracy where-
in moral progress requires those in privileged social positions to recognize 
the humanity of their interlocutors and to, when crafting policy, take their 
experiences into account on terms of equality.

Michael Brady follows up with the original claim that emotions—both in-
dividual and group—can have epistemic value inasmuch as they direct our 
attention towards certain events and compel us to appraise whether they 
had warranted such an emotional response, thus promoting understanding. 
Arguing that individual emotions amount to group counterparts through 
emotional contagion and affective conformity, Brady concludes that shared 
dismay with social events makes groups inquire about what is indeed going 
on and, consequently, may encourage greater transparency from governing 
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bodies (109). He does note, however, that misinformed group emotions can 
cause severe epistemic harm and hence require situational assessments.

Next up, Glen Pettigrove wonders whether the propositional model of 
revising beliefs within groups can explain how moral communities change 
complex opinions with holistic content (121). Heavily drawing on Margaret 
Gilbert’s collective epistemology, he uses the example of the Presbyterian 
Church to show that revisions of moral knowledge do not arise when mem-
bers merely replace one proposition with another, but instead require shifts 
in comprehensive—or holistic—moral doctrines.

Politics. Fabienne Peter inquires whether democracy can be justifi ed in 
the light of its epistemic value alone, rather than by appealing to practical 
concerns. Simply put, if we can resolve political matters by making a correct 
decision, presupposing that there is an objectively correct choice to be made, 
then democracy is legitimate inasmuch as its decision-making procedures 
reliably produce such outcomes. The problem here lies in what she calls 
“the authority dilemma” (134). As long as there is a relevant third-person 
authority—say, an expert in some fi eld—who is particularly knowledgeable 
about a matter of collective interest, aggregating the opinions of compara-
tive laypeople will not seem like an advisable route to social policy. Peter 
fi rst presents a case for deliberative democracy, which stresses the impor-
tance of exchanging reasons and acknowledging plural perspectives by way 
of public debate, in place of mere aggregation or majority voting. Next up, 
assuming that certain questions—such as highly contested, theoretical and 
ideologically laden issues—do not entail a procedure-independent truth, she 
concludes that the deliberative process is in itself epistemically valuable be-
cause it sensitizes agents to different opinions. This line of reasoning leads 
to the obvious conclusion that we should only entrust decision-making to 
democratic collectives in matters lacking an objective third-person author-
ity (149). What remains to be explored is the precise domain of such purely 
subjective topics. Peter’s portrayal of minimum wage policies as a subject 
that—although it is undoubtedly a matter of public dissent—requires no 
expert knowledge could be contested, so future discussions might benefi t 
from a more careful distinction.

Stephanie Collins and Holly Lawford-Smith proceed by inquiring about 
the transfer of duties between individuals and states. This process, in their 
view, includes several epistemic components: individual members recognize 
their country in compelling it to discharge duties on their behalf, the state 
acknowledges its individual members by distributing smaller duties (such 
as taxes), members intentionally participate by fulfi lling their obligations 
and both parties engage in bidirectional transfers of knowledge concern-
ing their ethical demands (160). Individuals are, moreover, only justifi ed in 
transferring their duties to the state if they can reasonably believe that it 
will truly act on their behalf. 

In the fi nal essay on politics, Kay Spiekermann turns to behavioral eco-
nomics in explaining how agents tend to ignore—or distort—readily avail-
able evidence about the ethical opacity of their actions. Having identifi ed 
four types of “moral wriggle room” (182) wherein agents deliberately avoid 
facts which entail moral obligations, convince themselves that moral norms 
are more lenient than might seem or deceive others about the scope of their 
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rights, Spiekermann locates them in discriminatory practices of “white ig-
norance.” In this sense, whites tend to embrace faulty beliefs (such as the 
stances that freed black slaves had equal opportunities to whites or that 
black communities are only marginally disadvantaged) which diminish nor-
mative constraints on their behavior. Spiekermann does imply, however, 
that encouraging agents to voice their ethical values—and thus identify 
with them—can eliminate self-serving biases by rendering cognitive dis-
sonance more explicit. Echoing Fricker’s work on internalized prejudice, he 
concludes the essay by admitting that “it remains unclear whether training 
individuals to resist self-serving biases can succeed” (188).

Philosophy of science. James Owen Weatherall and Margaret Gilbert intro-
duce the fi nal section by combining Gilbert’s seminal work on joint commit-
ment and Thomas Kuhn’s description of “normal science” (203). Arguing 
that group membership imposes certain responsibilities on its members, 
including a heightened sense of identifi cation with the collective and a dis-
regard for outliers’ opinions, they use this joint account to show that the 
string theory community’s “unusually” dogmatic behavior in contemporary 
physics only serves to confi rm Gilbert’s model. The upshot here is that the 
apparent epistemic irresponsibility of scientifi c communities—assuming 
that propensities to dismiss all opposing evidence and believe desirable re-
sults without checking don’t live up to most methodological standards—
isn’t an occasional deviation from proper conduct, but a natural feature of 
joint commitment. This conclusion may serve as a sound basis for exploring 
common constraints on scientifi c progress.

Torsten Wilholt closes the volume by attempting to locate the source 
of trustworthiness in collaborative scientifi c research. The problem here is 
how one can assess whether a scientifi c collective is worthy of trust without 
appealing to traditional indicators of reliability such as institutional repu-
tation. Noting that the social organization of scientifi c work has become so 
diffuse that it is almost impossible to attribute trust by employing previous 
track records, Wilholt argues that researchers can rely on shared method-
ological standards (229). The choice of a particular methodology, moreover, 
usually entails a trade-off between the reliability out its results—both posi-
tive and negative—and its power, or the number of generated results. Given 
that the dilemma between a small number of accurate results and more 
fecund, but less reliable research cannot be resolved by appealing to truth, 
researchers ought to attune their choices to the gravity of the matter at 
hand (233).

Regardless of the breadth of covered topics and the considerable quality 
of individual essays, the volume is better described as a compilation of dif-
ferent approaches to both collective epistemic agents and their individual 
members, than as a comprehensive introduction into collective epistemol-
ogy. Having said this, an informed reader will surely fi nd Fricker’s and 
Brady’s editorial work deserving of close philosophical scrutiny, and we can 
hope that this new territory will generate fruitful developments in the do-
main of collective and social epistemology.

HANA SAMARŽIJA
University of Zagreb, Zagreb, Croatia
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Stuart Glennan, The New Mechanical Philosophy, New 
York: Oxford University Press, 2017, xi+266 pp.
The development of what is now known as the New Mechanical Philosophy 
started in 1990s, achieved groundbreaking status during the beginning of 
the millennium, and established itself as one of the most discussed topics 
in contemporary philosophy of science over the last decade. As Stuart Glen-
nan, the author of the book The New Mechanical Philosophy points out, the 
name does not designate a school of thought or a movement, but rather a 
group of philosophers who revived the philosophical talk of mechanisms 
and their importance across all scientifi c fi elds. Indeed, various new mecha-
nist philosophers share different views about mechanisms and their nature, 
with Glennan offering one such personal account of “how things hang to-
gether”, to use his own phrase, in the form of a summary on the work done 
in the fi eld. The book has eight chapters out of which six are dedicated to 
the ontological problem of what mechanisms are, with the other two chap-
ters discussing new mechanism in general, and the problem of explana-
tion. With the language accessible to philosophers and scientists alike, The 
New Mechanical Philosophy provides an excellent overview of this novel 
approach to thinking scientifi cally, both as an introduction to the topic, and 
as a systematic reference for those well informed in the fi eld. 

In Chapter one, titled “What Is the New Mechanical Philosophy”, Glen-
nan explains the motivation that drove the need for a new mechanical ap-
proach, its roots, and its peculiarities. New mechanists distance themselves 
from the traditional approach of “craving for generality” which Glennan 
sees as a perceptual and methodological hindrance that has plagued sci-
entists, philosophers, and common folk alike. Although the roots of this 
philosophical approach can be found in as far as Democritus’ atomism, 
seventeenth century mechanism, and again in 1960s, there is much ‘new’ 
in New Mechanism. Most notably, instead of talking about laws and gen-
eralizations, new mechanists have shifted their research to talking about 
mechanisms, and instead of talking about theories they have shifted over to 
talking about models. Glennan does not, however, elaborate this rejection of 
generality at length but simply designates it as an approach that is too far 
from the reality of the world; a reality that is, in new mechanistic view, fi rst 
and foremost particular. For this reason, the main approach in the follow-
ing chapters is an ontological one insomuch as it focuses on defi ning what 
these particulars all around us, i.e. mechanisms are how we can properly 
represent them via models.

Chapter two, titled “Mechanisms”, explores the ontological status of 
mechanisms by discussing its constituents. Following the main thesis of the 
book, Glennan defi nes characteristics of a “minimal mechanism” in order to 
show that the talk of mechanisms is a common denominator of all scientifi c 
fi elds, explaining that “A mechanism for a phenomenon consists of enti-
ties (or parts) whose activities and interactions are organized so as to be 
responsible for the phenomenon”—a defi nition fl exible enough to be applied 
to most of scientifi c explanations. One important aspect the author often 
discusses is stability; more specifi cally, stability of entities’ properties and 
boundaries, and stability of mechanical production. These stabilities enable 
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the scientists to use mechanical approach in order to explain regularities, 
however, as Glennan warns, a defi ned mechanism can never be taken as 
a strict law—its reality is always, and should be taken, as a particular. 
Each of the elements of mechanisms have been discussed over the last few 
decades, so this chapter functions as a concise introduction to prepare the 
reader for the discussions in the book that are yet to follow.

In Chapter three, titled “Models, Mechanisms, and How Explanations”, 
the author elaborates on how we can represent particular mechanisms via 
models, which provide a type of general explanation, and which can repre-
sent more than one phenomenon. Models are still particular, and they are 
not to be confused with theory which is, in its abstractness, only a “toolkit 
for building models”, or with laws, which are useful, but descriptions too 
idealized to be an accurate representation of particular mechanisms. In or-
der to explain a phenomenon, Glennan argues, by explaining how it works 
(its underlying mechanisms), we will explain what it is. In order to prove 
the superiority of mechanistic explanations, this chapter introduces the 
reader with models as a midway between mechanisms as completely par-
ticular explanations, on the one hand, and theories and laws as completely 
abstract, on the other hand. This feature of models, as a certain level of gen-
erality, enables scientists to use them in order to explain various particular 
phenomena in a detailed and precise manner.

In the fourth chapter, titled “Mechanisms, Models, and Kinds”, the au-
thor discusses abstract representations of particular mechanisms, and re-
lated problems. The aforementioned use of models proves useful even here. 
If, in our tendency to seek generalizations, we want to defi ne kinds of mech-
anisms, the new would advise us to seek similarities between particular 
mechanisms in as detailed and broad way as possible, and then to construct 
a model as an abstract explanation that encompasses these particular in-
stances. This process, Glennan warns, is not completely arbitrary. Although 
the scientist is bound by natural constraints, the type of the kind and the 
model to be constructed depends on their goals, resources, and interests. 
This “model fi rst” approach, dubbed by Glennan, acts as a more down-to-
earth approach which distances itself, just like new mechanism in general, 
from abstractness of traditional laws.

In the fi fth chapter, titled “Types of Mechanisms”, Glennan expands upon 
his initial defi nition of minimal mechanism in order to show the complexity 
and richness of types of mechanisms which, as he optimistically concludes, 
would offer a basis for interconnecting scientifi c talk of the phenomena. The 
author thus discusses elements relevant to classifying mechanisms, such as: 
types of phenomena, types of mechanical organization, types of etiology (how 
the mechanism originated), and stochastic nature of some mechanisms. One 
interesting idea expressed in the chapter, albeit not discussed in length, is 
Glennan’s treatment of social sciences and phenomena. Following new me-
chanical approach, Glennan insists that abstract social concepts, like ‘de-
mocracy’ or “doctrine”, are not entities on their own, but that they can only 
produce change and effect if explained by their constituting entities, such as 
individuals and their particular interactions.

In Chapter six, titled “Mechanisms and Causation”, the author covers a 
wide variety of approaches to discussing causation as the origin of mechani-
cal production. Indeed, the problem of causation has a long history, and in 
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this particular chapter Stuart Glennan attempts at situating the new me-
chanical talk of causes within general philosophical framework. For exam-
ple, he discusses the ways of explaining causes of processes, the problem of 
production and relevance, which will be elaborated in the subsequent chap-
ter, the use of truth-makers, manipulation, and generalization. The author 
tackles these problems by invoking various philosophical conjectures, which 
performs a good task at providing the aforementioned philosophical con-
text. One aspect that strikes the eye and makes a good case for Glennan’s 
argument that new mechanical approach to causation offers some unique 
benefi ts, in his explanation that, in order to explain causation, we need not 
hold onto laws, but instead it is suffi cient for a cause to only once produce 
a certain phenomenon in order for us to call it a mechanism, and explain it 
via models.

In the following Chapter, titled “Production and Relevance”, the author 
provides a more personal account of the problem by arguing with various 
philosophers and expressing his own views. Some of the problems covered 
are Wesley Salmon’s etiological explanation, types of mechanical produc-
tion, the problem of irrelevant production, the problem of non-productive 
causation, the problem of causal (i)relevance, and the problem of the funda-
mental level of mechanisms. The latter problem, of the fundamental level of 
mechanical production is quite peculiar. One could rightly ask what is the 
right level of examining mechanisms if we are to be thorough and properly 
scientifi c? If we take it to be the atomic and subatomic level, as so called 
microphysicalism would advocate, we enter a domain of non-classical and 
indeterministic relationships. Glennan gives a nonconclusive answer to this 
problem, but one has to keep in mind that new mechanism allows for a cer-
tain arbitrariness in choosing the scope and relevance of the mechanisms to 
be examined, as is already noted in the fourth chapter. 

In the last chapter titled “Explanation: Mechanistic and Otherwise” 
Glennan reiterates his position that mechanistic explanation of phenomena 
is but one of many scientifi c explanations, which continues his pluralistic 
line of thought from the introduction that the aim of the book is to show that 
mechanistic explanation is “useful” and worthy of further implementation 
and elaboration. In this particular chapter he discusses scientifi c explana-
tion in general, contrasting the mechanistic explanation with “bare causal” 
and “non-causal” explanation, as the only one concerned with the question 
how we arrive from causes to phenomena production. It is interesting that 
in this chapter, and, indeed, the whole book, the author deliberately circum-
vents the question of truth, and instead talks about the utility and applica-
bility of mechanisms and models. 

In the “Postscript”, which acts as a short conclusion of the book, Glennan 
expresses his hope that the book’s ontological outline of mechanisms would 
inspire scientists to think more about “how things hang together” and to 
look at phenomena in a new way with new methodological tools that he laid 
out in this book. There is no doubt that the readers of this book will start 
noticing all the wonderful mechanisms around them in a new manner, as 
soon as they fl ip the last page.

MISLAV UZUNIĆ
University of Rijeka, Rijeka, Croatia
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Max Tegmark, Life 3.0: Being Human in the Age of 
Artifi cial Intelligence, New York: Random House–Knopf, 
2017, 543 pp (eBook).
Max Tegmark is a Swedish-American physicist and an MIT professor who 
loves thinking about life’s big questions, from cosmology to artifi cial intel-
ligence (AI), and has wrote the book Life 3.0: Being Human in the Age of 
Artifi cial Intelligence published by Random House on August 29, 2017., in 
which he explores the future of life, technology and AI, and its relationship 
to human beings. 

  If you are wondering about the title of the book, let me take a minute to 
explain it to you. Tegmark   divides life into three stages: Life 1.0, Life 2.0 
and Life 3.0.   Life 1.0 represents the simple biological evolution, where both 
the hardware and software are evolved rather than designed. The hardware 
and software are determined by its DNA and can’t be changed in a single 
organism’s lifetime but can gradually evolve over many generations. Life 
1.0 can only survive and replicate. Examples of Life 1.0 are bacteria and 
other single-celled organisms. Humans, on the other hand, are examples 
of Life 2.0, life whose hardware is evolved, but whose software is largely 
designed. By hardware Tegmark means the body, and by software, our con-
cepts, ideas and extended abilities such as language; all the algorithms and 
knowledge from our senses, thoughts and emotions that we use to process 
the information and then decide what to do — “everything from the ability 
to recognize your friends when you see them to your ability to walk, read, 
write, calculate, sing and tell jokes” (2017: 42). Life 2.0 represents the cul-
tural revolution, except it can survive and replicate,  it can also redesign 
much of its software by studying, thinking, writing, joking or inventing new 
technologies.  Finally, Life 3.0 is the AI which can design and upgrade both 
its software and hardware. It can replicate itself from scratch and build new 
bodies relatively quickly from raw materials, plus, it can also learn from its 
surroundings, gather and store information, learn from the past to avoid 
mistakes, enabling it to advance enormously and to transform itself more 
directly and quickly than our creativity enables us to do. In this sense, Life 
3.0 is the master of its own destiny and, when created, will represent the 
technological evolution of life.

Tegmark says that the boundaries between the three stages of life are 
not so rigid. For example, if bacteria are Life 1.0 and humans are Life 2.0, 
then a mouse could be between 1.0 and 2.0, let’s classify it as Life 1.1. Al-
though we might think that its software is also designed because of its abil-
ity of learning, the fact is that it can’t develop a proper language to com-
municate or some other methods that can effi ciently help him transfer the 
gathered knowledge to next generations. What a mouse learns during its 
life largely gets lost when he dies and the newborn has to learn from scratch 
by watching the elders. Similarly, we might argue that humans living in the 
21st century are between 2.0 and 3.0. In fact, considering the current prog-
ress with prosthetics, artifi cial limbs and medicine in general, we are more 
like Life 2.1 already. We can perform some hardware changes like replacing 
a missing body part, installing a pacemaker or a hearing aid, strengthening 
our immune system and curing many diseases with medications and so on, 
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but we cannot design our body to be immensely different like having 4 arms, 
being 10 meters tall or having a thousand times bigger brain (45–46).

In summary he divides the development of life into three stages, distin-
guished by life’s ability to design itself:
● Life 1.0 (biological stage): evolves its hardware and software
● Life 2.0 (cultural stage): evolves its hardware, designs much of its software
● Life 3.0 (technological stage): designs its hardware and software.
Even if Life 3.0 doesn’t yet exist on Earth, it can arrive during this century 
and perhaps even during our lifetime. What will then happen and what 
this progress in AI will mean for us humans is the topic of this book, says 
Tegmark (46).

Now about the book. Life 3.0: Being Human in the Age of Artifi cial In-
telligence is a relatively long book (almost 400 pages in printed edition), 
organized into eight chapters that take the reader on a journey that starts 
at the beginning of time, and describes the evolution of intelligence and 
technology in relation with humans. Here you can see the structure of the 
book given by the author (75–76):

As the author points out, it’s possible to skip some chapters because they 
are mostly self contained. For example, if you are not new to AI, skipping 
chapter 2 will get you right to the question “What does it mean to be human 
in the age of AI?” On the other hand, readers new to the AI fi eld will get a 
nice introduction and terminology of the fi eld in chapters 1 and 2 (74).

Tegmark begins his book with a fi ctional “what-if” premise, a very 
plausible but imaginative tale of the Omega Team, a corporate team 
of brilliant researchers who, with a commitment to helping humanity, 
secretly build an AI called Prometheus. With strong security measures, 
this superintelligent machine not only makes billions for its creators, 
but takes over the world and transforms it positively. Using this AI 
technology, the Omega Team accomplishes the most dramatic transi-
tion in history; eliminating all previous national power structures they 
create a world alliance and consolidate a single global power which runs 
the planet, ending state confl ict; improving the quality of life, educa-
tion and health; increasing the entire planet’s standard of living and 
enabling life to fl ourish into the far future throughout the cosmos. This 
prelude can be read as a SF thriller but in fact it’s much better than 
what Hollywood has come up with so far on this subject, and I believe 
it works very well as an introduction to the book because it’s presented 
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more like a non-fi ctional description of a business and political develop-
ment rather than a sci-fi  scenario. As the book progresses, the author 
occasionally includes fi ctional scenarios that fi t the description of the 
Omega Team and Prometheus. This is genuinely thought-provoking 
and brings the technology and its human implications vividly to life. 
A great way to start the book and attract the attention of the reader 
(10–34).

After introducing the “Most Important Conversation of Our Time”, giv-
ing the terminology and clearing some common misconceptions, in the sec-
ond chapter of the book Tegmark gives a detailed description of intelligence, 
memory, computation and learning. He then discusses these qualities in the 
context of whether they are limited to humans (Life 2.0) or applicable to ma-
chines (Life 3.0) as well. The author gives an overview of intelligence from 
its origin, billions of years ago and through its development to the present 
days. He then explores the current state of research into machine learning 
and some breakthroughs in the fi eld of AI.

In the third chapter, Tegmark goes on and discusses some of the main 
issues regarding AI and its impact on humanity in the near future. He con-
siders the short-term effects of the development of AI such as space explora-
tion, laws, AI weapons, jobs and wages, and the quest for human-level intel-
ligence or AGI (Artifi cial General Intelligence). He often cites examples like 
IBM Deep Blue, I BM Watson, Google DeepMind (computer programs that 
can beat humans in chess, Jeopardy and Go) as well as self-driving cars, fi -
nancial software and computer games which, in my opinion, brings the topic 
closer to the reader. I found this chapter very interesting and practical be-
cause the reader can begin to understand why securing AI is not only criti-
cal for the near future, but also how an inadequate security of AI could lead 
to catastrophic consequences in a much farther period of time in terms of 
public safety, fi nancial stability, transportation, energy, healthcare, space 
exploration, and so on.

After discussing the current progress and possible issues in AI, Tegmark 
takes the reader on a journey through the “intelligence explosion” that will 
happen if one day we succeed in building human-level AGI, referring to the 
scenario of Prometheus and the Omega Team overtaking the world.

The fi fth chapter includes a broad range of very interesting possible sce-
narios and consequences that could occur between intelligent machines and 
humans in a more distant future (The Next 10,000 Years), all depending on 
how we design AI’s path, and whether the superintelligence will stay on 
those paths or decide to take a path for itself. Tegmark describes both posi-
tive and negative relations and potential outcomes, from a peaceful coexis-
tence of humans and machines to the enslavement of machines and even to 
the complete overtaking of machines and extinction of humanity. This chap-
ter can be very interesting for philosophers because it deals with concepts 
of political philosophy such as libertarianism, totalitarism, egalitarianism, 
Orwellianism, freedom, social structures, political power, property rights 
and so on, all in a relationship of integration in a society between humans 
and intelligent machines.

The sixth chapter is a speculation about life’s future potential aided by 
technology and how could it fl ourish in the next billion years and beyond, 
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not only in our Solar System but in all the possible cosmos. Tegmark de-
scribes the various ways the superintelligence could develop, whether it 
would become a rogue, how humans would interact with it, and would it 
prevent the predicted end of our universe. It takes a physicist to imagine 
how far life could life progress if limited only by the laws of physics. This 
part of the book is pretty astonishing even if most of it can hardly be achiev-
able due to various limitations and possible cosmic wipeout. There is a lot of 
futurology in Tegmark’s book which can be a little bit frustrating, especially 
about the things that we are highly unlikely to be able to predict, though at 
least the author recognizes this and points it out.

The remaining chapters explore concepts in physics, goals, ethics, the 
subject of consciousness and meaning, and then investigate what society 
can do to help create a desirable future for humanity. Tegmark believes 
that, in the future, when we create intelligent machines we could consider 
them, in some sense, as our descendants; we would be very proud of what 
they can do, they would have our values, and would do all the great things 
that we couldn’t do. Even if they choose to eliminate us, they will live on 
and continue the story of life in our part of the observable universe. But 
what if those machines are zombies without any consciousness? Then if we 
humans eventually go extinct there will be nobody experiencing anything. 
It’s like our whole universe had died for all intents and purposes. Tegmark 
believes that it’s not our universe giving meaning to us, but we as conscious 
beings are giving meaning to our universe. The meaning comes from our 
experience. If there’s nobody experiencing anything, our whole cosmos just 
goes back to being a giant waste of space. For these various reasons is very 
important to understand what it is about information processing that gives 
rise to what we call consciousness. Tegmark discusses what consciousness 
could be, saying that “consciousness is the way information feels when be-
ing processed in certain ways” and speculates that it must be substrate-
independent, similarly to remembering, computing and learning (474–475). 
Tegmark argues that the risks of AI come not from malevolence or conscious 
behavior intrinsically, but rather from the misalignment of the goals of AI 
with those of humans. In Tegmark’s words, “the real risk with artifi cial gen-
eral intelligence isn’t malice but competence. A superintelligent AI will be 
extremely good at accomplishing its goals, and if those goals aren’t aligned 
with ours, we’re in trouble” (407). Still, there are a lot of questions that 
humans should try to answer before any superintelligence is created, says 
Tegmark. He fi nishes his book optimistically, describing his work at the Fu-
ture of Life Institute he has founded, which aims to ensure that we develop 
not only technology, but also the wisdom required to use it benefi cially. 

There is no doubt that the progress of AI can become an issue that needs 
thinking, writing and discussing about, and I believe Tegmark did a great job 
with Life 3.0. The book probably needs to be read alongside Nick Bostrom’s 
Superintelligence: Paths, Dangers, Strategies and other recent books in  the 
fi eld to get a full picture. My opinion is that it would be even more effective 
if it was a bit shor  ter. Some chapters are intensely exciting and informa-
tive, others, including Our Cosmic Endowment: The Next Billion Years and 
Beyond, are a little bit too long and pretentious. Some chapters feel like 
fi llers, put there just to make the book thicker, they add little to no useful 
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information on AI. On the other hand, the long awaited chapters on the 
ethical questions and consciousness, which would have made the b  ook more 
interesting for me, especially from the perspective of a philosopher, are just 
a scratch on the surface and do not delve into the depth of these issues.

Nevertheless, Life 3.0: Being Human in the Age of Artifi cial Intelligence 
by Max Tegmark is a great book that I’d recommend to anyone interested in 
the topic of AI, the long-term effects of future technology and its ramifi ca-
tions on all aspects of mankind. People working in the AI should defi nitely 
read this book so that they understand the broader concerns surrounding 
this area. I intend to read it again as the discussion on AI will get more and 
more interesting and gain importance over time.

Personally, this topic is very close to me. During the last couple of years 
I took a deep interest in AI research, consciousness and the possibility of 
creating human-level AGI and Superintelligence. Last year, while I was 
fi nishing my master thesis on the philosophical problems of AI, Max Teg-
mark’s book was published and instantly hit the bestseller lists in Septem-
ber and October 2017. Too bad it wasn’t published earlier because it would 
be of great help for me, it’s the kind of book I was looking for at that time, 
simple, well-rounded and up to date with the recent events in AI.

I believe that Life 3.0: Being Human in the Age of Artifi cial Intelligence 
is a very accessible and highly readable book even for readers with no back-
ground knowledge in the fi eld of AI. Due to Tegmark’s simple style of writ-
ing and avoiding fancy words, he successfully gave clarity to the many faces 
of AI, starting from the history of the fi eld to the implications of recent 
accomplishments in AI and the more detailed analysis of how we might 
get from where we are today to human level AGI or even to Superintelli-
gence, a general intelligence far beyond the human level. The author talks 
about every possible argument and every point of view regarding AI that it’s 
hard to fi nd the main conclusion, but he presents multiple viewpoints which 
gives the reader a well-rounded perspective to come to his own conclusions. 
Max Tegmark is an interesting and provocative thinker; he uses stories that 
seem like SF novels to show the possible ways that AI could develop. He 
did an amazing job explaining the most likely outcomes in a simple manner 
that even readers lacking technology knowledge could understand it. With 
the description of an AI evolution closer than we imagine it, he enables the 
reader to look its possibility, pros and cons, as well as its impact on human-
ity (jobs, laws, weapons) with a perspective of its future potential.

This book could be seen as a challenge for humans interested in the 
future of life, intelligence and consciousness, a challenge on how to cre-
ate a benevolent future civilization of humans merged with a possibly even 
greater intelligence than our own. I truly believe that this will be the most 
important conversation of our time and we should ask ourselves what we 
can do to improve our future coexistence with AI and avoid the risks  that 
might get us in trouble.

IVAN SAFTIĆ
University of Rijeka, Rijeka, Croatia
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