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On Thought Experiments
Introduction
Thought experiments are a hot issue in methodology of philosophy. They 
have been a topic of constant interest at both Rijeka and Maribor phi-
losophy departments (see Davor Pećnjak’s review in this issues). This 
issue brings together some of the results, and also some papers from 
the conference on Simulation and thought experiment, held in Geneva 
in June 2017, and some papers that were spontaneously submitted by 
their authors.

The work on the issue was fi nancially supported by the Slovenian 
Research Agency: research core funding No. P6-0144, The Thought Ex-
periments from Nature to Society.

NENAD MIŠČEVIĆ
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The Hidden Links between Real, 
Thought and Numerical Experiments
MARGHERITA ARCANGELI*
Humboldt-Universität zu Berlin, Germany

The scientist’s toolkit counts at least three practices: real, thought and 
numerical experiments. Although a deep investigation of the relation-
ships between these types of experiments should shed light on the nature 
of scientifi c enquiry, I argue that it has been compromised by at least 
four factors: (i) a bias for the epistemological superiority of real experi-
ments; (ii) an almost exclusive focus on the links between either thought 
or numerical experiments, and real experiments; (iii) a tendency to try 
and reduce one kind to another; and (iv) an excessive attention to the 
outputs of these types of experiments, more than to their processes. In 
this paper I support an unbiased triangular comparative analysis that 
focuses on the processes involved in real, thought and numerical experi-
ments, and claim that all three types of experimentation are fundamen-
tal to scientifi c research. I do so by clarifying different notions of experi-
mental processes, and by introducing a distinction between two varieties 
of mental simulation that play a role in them (i.e., mental models and 
imaginings). I then compare real, thought and numerical experiments in 
light of this distinction, showing their similarities, but also fundamen-
tal differences, which suggest that none of them is dispensable.

Keywords: Real experiments, thought experiments, computer sim-
ulations, mental models, imagination.

Introduction
The paradigmatic scientifi c practice is to conduct, usually in a laborato-
ry setting, experiments by using equipment made up of measurement 

* I am grateful to Jérôme Dokic for helpful comments on earlier versions of 
this paper. I am also indebted to audiences at the SPS 2016 in Lausanne and the 
Geneva “Simulation and Thought Experiment” Conference (2017) for their valuable 
feedbacks. I was supported by an Alexander von Humboldt Foundation Fellowship 
during my work on this paper.
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devices, substances, etc. Albert Michelson and Edward Morley, for in-
stance, used an interferometric setup, mounted on a cast stone fl oating 
in a trough of liquid mercury, aiming to detect aether wind effects on 
the speed of light. These attempts to capture the real world in a labora-
tory setting have been called “ordinary” or “real” experiments. This ter-
minological clarifi cation is crucial when comparing real experimenta-
tion with another scientifi c practice, namely thought experimentation.

Thought experiments are not conducted in laboratories, but rather in 
the “laboratory of the mind” (Brown 1991a; 1991b). Erwin Schrödinger, 
for example, did not pen a cat in a steel chamber with a device compris-
ing a radioactivity detector, a hammer and a poison fl ask. He merely 
imagined, and asks us to imagine, a situation showing that an unclear 
divide between the quantum or microscopic level and the macroscopic 
level leads to paradoxical cases in which macroscopic objects like cats 
are at the same time dead and alive.1

The scientist’s toolkit counts another scientifi c practice, namely 
computer simulations. We should distinguish between two senses of 
the term “computer simulation”. In a narrow sense a computer simula-
tion is a computer program which models and explores via algorithmic 
procedures the dynamics of a system. “More broadly, we can think of 
computer simulation as a comprehensive method for studying systems. 
In this broader sense of the term, it refers to an entire process. This 
process includes choosing a model; fi nding a way of implementing that 
model in a form that can be run on a computer; calculating the output of 
the algorithm; and visualizing and studying the resultant data” (Wins-
berg 2015, italics added). Real and thought experiments can also be de-
scribed as procedures consisting of similar steps. Thus, computer simu-
lations, broadly understood, can be labelled “numerical experiments”.

How are real, thought and numerical experiments related? Rawad 
El Skaf and Cyrille Imbert nicely capture the state of the art on the 
matter in the following quote:

Overall, while studies comparing [NE], TE and [R]E have kept developing, 
the literature offers more a battlefi eld than a steadily developing domain; 
(...). More annoyingly, many of these disagreeing accounts heavily lean onto 
incompatible conceptions of these activities, which does not help disentan-
gling these issues. (El Skaf and Imbert 2013: 3453)

Although getting clear about the relationship between real, thought 
and numerical experiments seems to be an important issue in the de-
bate, a deep comparative analysis of these three scientifi c tools has 

1 The Copenhagen interpretation of Quantum Mechanics postulates that a 
physical system can be in a very special state which is a simultaneous superimposition 
of different states. Any observation or measurement causes a collapse of the physical 
system into one of the superimposed states. This physical phenomenon occurs only 
at the quantum level, but we can imagine cases in which the superimposition of 
a microscopic state is causally tied to the superimposition of a macroscopic state: 
imagine a particle in a superimposed state A + B and a device that kills a cat in a 
steel chamber, if the particle is in A, and, does nothing, if the particle is in B.
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been compromised by a bias for the epistemological superiority of real 
experiments. The aim of this paper is to deepen our understanding of 
the relationships between real, thought and numerical experiments by 
fostering an unbiased triangular comparative analysis.

In §1 I shall offer a diagnosis of the poor situation described by El 
Skaf and Imbert. I shall identify four sources of limitation for the debate 
on real, thought and numerical experiments: (i) the aforementioned 
bias for the superiority of real experiments; (ii) an almost exclusive fo-
cus on the links between either thought or numerical experiments, and 
real experiments; (iii) a tendency to be concerned mainly by identity 
issues (e.g., Are numerical experiments real experiments?); and (iv) an 
excessive attention to the outputs of these scientifi c tools, more than 
to their processes. Thus, my proposal is that the best treatment is to 
pursue an unbiased triangular comparative analysis focusing on the 
processes involved in real, thought and numerical experiments.

I shall set the stage for such an analysis by clarifying two points. 
First, in order to get an unbiased triangular comparison we need to 
put real, thought and numerical experiments on an equal footing. I 
shall argue that this can be done by acknowledging that these scientifi c 
practices share a common functional structure. This allows to study 
them as if they were all experiments, regardless of ontological and/or 
epistemological differences. Second, I shall clarify different processes 
and dimensions along which a triangular comparative analysis can be 
made. More precisely, I shall distinguish between two levels of proce-
dure: (a) a level of production, in which an experiment is elaborated 
and executed, and (b) a level of presentation, in which the results of an 
experiment are related to a scientifi c hypothesis and published. I shall, 
then, proceed to compare real, thought and numerical experiments 
along these two dimensions (in §2 and §3, respectively).

My analysis shall pivot on the role played by mental simulation in 
real, thought and numerical experimentation. Indeed, mental simula-
tion has been identifi ed as a key process that would show that between 
thought and numerical experiments there is an essential similarity, 
which paves the way to a replacement of the former by the latter. More 
should be said about the relevant notion of mental simulation, howev-
er. The literature in philosophy of mind recognises at least two differ-
ent types of mental simulation, namely mental models and imaginings. 
As far as the production dimension is concerned, my claim is that in the 
performance of thought experiments imaginings are more important 
than mental models. Moreover, thought experiments call for mental 
simulation, in both its guises, in a way that neither numerical, nor real 
experiments do, although their elaboration can involve mental simula-
tions. With respect to the presentation dimension, I shall consider the 
narrative aspect common to real, thought and numerical experiments 
and how it connects to the pivotal role of imagination in thought experi-
ments. The upshot of the overall analysis will be that all three kinds of 
experimentation are fundamental to scientifi c research, in opposition 
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to the provocative view that numerical experimentation will replace 
thought experimentation.

1. The State of the Art
1.1. Diagnosis
A triangular comparison between real, thought and numerical experi-
ments can be mutually illuminating. As stressed by El Skaf and Imbert, 
however, the current debate on these scientifi c tools seems to be stuck. 
Such a situation could be unblocked by diagnosing what is limiting the 
analysis. I believe that there are at least four factors at stake.

Firstly, I contend that quite often real, thought and numerical experi-
ments are not put on the same level, although this is a preliminary step 
to a genuine triangular comparison. One way to see whether these sci-
entifi c tools are equally treated is to ask: How experimental are thought 
and numerical experiments? Let us start with thought experiments.

This is a much-discussed question in the literature on thought ex-
perimentation, which has received answers that range from the denial 
of the experimental character of thought experiments (e.g., Humphreys 
1993; Norton 2004), to claims that thought experiments are a kind of 
experimentation (e.g., Sorensen 1992; Buzzoni 2004—for a detailed re-
view of both positions, see Arcangeli 2017). The problem is that a bias 
for the intrinsic epistemological superiority of real experiments very 
often guides analyses of the experimental character of thought experi-
ments. For instance, calling thought experiments “imaginary experi-
ments” can reveal such a bias: just as imaginary friends are not genu-
ine friends, thought experiments would not be genuine experiments, 
but mere imaginary visualisations of experiments. If we comply with 
the aforementioned bias, we run the risk of paying attention mainly 
(if not only) to the features proper to real experiments that thought 
experiments lack. For instance, a typical plea for real experiments 
would stress that thought experiments are less reliable and lack jus-
tifi catory power, since they do not directly examine nature. Reasoning 
along this line leads to consider thought experimentation a dispens-
able tool: thought experiments are useful only in preparation for real 
experiments or when the latter are not available.2

It is interesting to notice that if we replace the expression “thought 
experiment” with “numerical experiment” in the above, we can retrieve 
an analogous set of considerations which actually features in the lit-
erature on computer simulations. Asking whether numerical experi-
ments have an experimental character has generated a heated debate, 
which is still open. For instance, some (e.g., Gilbert and Troitzsch 1999; 
Beisbart and Norton 2012) argue that real experiments and numeri-
cal experiments could not possibly differ from each other more; while 
others (e.g., Dowling 1999; Barberousse et al. 2009) regard numerical 

2 A good illustration of a plea for real experiments can be found in Hull 1997 (see 
also Hull 1989). Many of the sceptical worries raised by David Hull against thought 
experiments can also be found in Paul Thagard’s work (see Thagard 2010 and 2014).
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experiments as a genuine experimental practice. Moreover, it has been 
pointed out that the analysis of the relationship between numerical 
and real experiments is often infl uenced by the widespread bias about 
the intrinsic epistemological superiority of real experiments. Eric 
Winsberg writes:

Whether we want to contrast simulations with “experiments” or with “or-
dinary experiments” (…) seems to be to [sic] an issue of whether or not to 
award them an honorifi c title. And that motivation (…) is grounded in the 
misguided intuition that “experiments” are intrinsically epistemologically 
superior. (Winsberg 2009: 583, fn 11—see also Parker 2009)

Very often both thought and numerical experiments have not been eval-
uated per se: they have been judged from the standards of real experi-
ments, rather than on the basis of a broad analysis treating all types of 
experimentation on a par. The upshot of this line of reasoning is to rank 
thought and numerical experimentation below real experimentation: in 
the train of scientifi c practice, the latter is the fi rst class and the former 
just the tourist car, so to speak. This view seems also to suggest that 
the three tools are incompatible: real experimentation is always to be 
preferred and, when it is available, both thought and numerical experi-
mentation become less useful, if not useless. The debate should avoid 
relying on such a portrait of the relationship between real, thought and 
numerical experiments, which, I think, is doomed to underestimate the 
similarities between them and overlook their specifi cities.3

A second source of limitation for the debate is to have privileged a 
binary analysis. Although some authors have commented in passing on 
the parallelism between thought and numerical experimentation (e.g., 
Sorensen 1992; Nersessian 1993; Stöltzner 2003; Buzzoni 2004; Cooper 
2005), and others have suggested that numerical experiments can be 
seen as a type of thought experiments (e.g., Di Paolo et al. 2000; Swan 
2000) and will even replace the latter (Chandrasekharan et al. 2013), 
the “trading zone” between thought experiments and numerical experi-
ments has been sparsely considered (e.g., Staüdner 1998; Velasco 2002; 
El Skaf and Imbert 2013; Lenhard 2011 and 2018). Most works have 
primarily focused their attention on how either thought or numerical 
experiments relate to real experiments. This seems also due to a great-
er importance given to real experiments.

In a thought-provoking paper, Sanjay Chandrasekharan, Nancy Ner-
sessian and Vrishali Subramanian highlight two further limitations of 
the current debate. They are concerned with the comparison between nu-
merical and thought experiments only, but what they say can be extended 
to real experiments as well. Thus, their diagnosis can be added to mine.

3 I agree with Marco Buzzoni when he observes that “the one-sidedness of the 
attempt to establish the concept of experiment without a simultaneous clarifi cation 
of the concept of thought experiment is not less serious than the one-sidedness of 
fi xing the attention on the latter, by taking for granted the meaning of the former” 
(Buzzoni 2004: 10—mine translation). The same holds, I think, for numerical 
experiments.
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Thirdly, the leading issues in the debate concern “identity relations” 
between the three scientifi c tools (Chandrasekharan et al. 2013: 242). 
What Chandrasekharan and colleagues wish to emphasise is the exces-
sive attention paid to questions such as: Are numerical experiments 
a kind of thought experiments? Are numerical/thought experiments a 
kind of real experiments? The idea is that the analysis is mainly taxo-
nomical and aimed at identifying necessary and suffi cient conditions, 
which can establish what belongs to the categories “real experiment”, 
“thought experiment” and “numerical experiment”. Chandrasekharan 
and colleagues point out that taxonomical analysis is not negative in 
itself, but we should avoid studying real, thought and numerical ex-
periments exclusively from this point of view.4

Moreover, they claim that existing taxonomical comparisons analyse 
(real, thought and numerical) experiments with respect to their outputs, 
more than the processes underlying them. A “process-oriented analysis” 
would, however, be also worth pursuing, because we could consider not 
only the result of an experiment, but also how we get it (cf. Arcangeli 2010 
and 2017). This connects to the other worry raised by Chandrasekharan 
and colleagues about the current debate. A fourth factor limiting com-
parisons of real, thought and numerical experiments is precisely such 
lack of attention for the processes yielding results.

Now that the current debate has been diagnosed with these four prob-
lems, we need a treatment.

1.2. Treatment
The most promising treatment seems to be to favour a process-oriented 
comparison, which analyses real, thought and numerical experiments 
from an unbiased perspective. Two clarifi cations are in order: to make 
sure that these scientifi c tools are on the same level as experiments, and 
to specify the relevant processes they involve.

A good way to establish the equality of experiments is precisely to 
start from their defi nition as procedures involving different steps. Re-
call Winsberg’s words about numerical experiments quoted in the Intro-
duction. A numerical experiment can be defi ned as a process involving 
the following steps: choosing a model, fi nding a way of running it on a 
computer, calculating the output, visualising and studying the data. We 
can offer defi nitions for real and thought experiments describing them 
as procedures including steps functionally similar to those highlighted 
for numerical experiments. The fi rst detailed description of both real and 
thought experiments in these terms is due to Ernst Mach.

Mach (1896) claimed that both real and thought experimentation 
are based on the “method of variation”. The method of variation can 
be seen as a four-step procedure describing what in general an experi-
menter has to do:

4 This point also connects to my fi rst point: we should avoid taxonomical analysis 
benchmarking thought and numerical experimentation against real experimentation.
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(i)  selecting and isolating the features which act as variables;
(ii) “manipulating” these variables, i.e., making them interact;
(iii) observing what consequently happens;
(iv) interpreting the results in the light of a theory.
Many philosophers have focused their attention on at least one of these 
steps and recognised the similarity between thought and real experimen-
tation (e.g., Gooding 1990 and 1993; Humphreys 1993; Nersessian 1993; 
Häggqvist 1996; Bishop 1998; Wilkes 1988; Reiner and Gilbert 2000; 
Brendel 2004; Buzzoni 2004 and 2008; Lenhard 2018). Mach’s analy-
sis can be applied to numerical experiments too. It is easy to see that 
Winsberg’s description of numerical experiments fi ts quite well the given 
description of the experimental practice. While choosing a model and 
fi nding a way of running it on a computer belong to (i), calculating the 
output, visualising and studying the data roughly coincide with (ii), (iii) 
and (iv), respectively. Nevertheless, the fact that the method of variation 
is common to experimental practice in toto, numerical experimentation 
included, has rarely been pointed out (see Stäudner 1998). El Skaf and 
Imbert seem to have this point in mind in their analysis of real, thought 
and numerical experiments.

El Skaf and Imbert claim that real, thought and numerical experi-
ment are “composed of functionally similar parts” (El Skaf and Imbert 
2013: 3455). They call the set of these parts a “CUI pattern of inquiry” 
where C stands for “construction of a scenario in the context of an in-
quiry”, U for “unfolding of the scenario” and I for “interpretation of the 
result”.5 This description also matches the four steps I suggested follow-
ing Mach: C-step roughly is (i), U-step summarises (ii) and (iii), and I-step 
coincides with (iv). This functional structure similar to real, thought and 
numerical experiment is enough, according to El Skaf and Imbert, “to 
provide a framework to analyze them together and draw non trivial con-
sequences about their use in science” (El Skaf and Imbert 2013: 3455). I 
agree with them: thinking of real, thought and numerical experiments as 
functioning in a similar way is an excellent step to establish the equality 
of the experiments.

The equality that I am pleading for should not be read too strongly. 
Drawing parallelisms between real, thought and numerical experimenta-
tions does not necessarily commit to claim that these practices belong 
to the same natural kind. The methodological point is that it is worth-
while to study them as if they were all (structurally) experiments, even if 
one believes that they are not (on this point see also Sorensen 1992 and 
Bishop 1998). A triangular comparison made on this basis is mutually il-
luminating, despite ontological and/or epistemological differences.6

5 More specifi cally, they list fi ve parts: question-oriented activities, scenarios, 
unfolding of scenarios, result(s) of scenarios and scientifi c conclusion(s).

6 These differences start to emerge once we look more closely at the specifi c 
issues raised by each of the four steps (see Arcangeli 2017, as far as real and thought 
experiments are concerned). The fi rst step, for instance, raises the question about 
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I suggested that the debate should pay more attention to the processes 
involved in real, thought and numerical experimentation. Emphasising 
the functional structure common to these practices does help to identify 
relevant processes and dimensions, upon which a triangular comparative 
analysis should focus. The performance of an experiment occurs at two 
levels: (a) a level of production and (b) a level of presentation. While (a) 
involves elaborating and executing the experiment—i.e., steps (i) to (iii), 
(b) concerns the interpretation phase in which the results of an experi-
ment are related to a scientifi c hypothesis and published—i.e., step (iv).

These two dimensions are roughly equivalent to the dimensions 
stressed by Chandrasekharan and colleagues in their comparison be-
tween thought and numerical experiments. Indeed, they distinguish be-
tween two types of processes, namely building and interpretation pro-
cesses. With respect to thought experiments they say:

When a thought experiment is presented, what we get is the fi nal, polished 
product, usually a narrative, which is the end-point of a long building pro-
cess. (…) The interpretation phase involves relating the fi nal results of the 
TE to a theory or phenomena (Chandrasekharan et al. 2013: 241).

The authors maintain that the same distinction holds for numerical ex-
periments. In their analysis, however, they seem to ignore the difference 
between merely elaboration processes and execution processes. Arguably, 
the “building process” is not a unitary process: it is one thing to design an 
experiment, and another to carry it out. In what follows I will take build-
ing processes to refer to the exploratory phase (cf. Lenhard 2018) in which 
experimenters design and develop the experiment, and distinguish them 
from execution processes, in which experimenters “concretely” perform 
the experiment. This distinction will prove to be extremely important in 
order to see to what extent thought experiments differ from both real and 
numerical experiments. 

In the following sections I will compare real, thought and numeri-
cal experiments along both the production and presentation dimension. 
Actually, I will be more concerned with the production dimension. This 
choice answers Chandrasekharan and colleagues’ complaint about an ex-
cessive focus “on interpretation, rather than building” (Chandrasekharan 
et al. 2013: 241). In general, my analysis will be driven by some of their 
hypotheses with the aim of undermining their view that thought experi-
ments will be replaced by numerical experiments.

the kind of variables that are involved in the different practices. Answers to this 
question seem to be hostage to the held view about the nature of real, thought and 
numerical experimentation. On one view, only real experiments examine directly 
nature, whereas both thought and numerical experiments merely explore theoretical 
models (e.g., Gilbert and Troitzsch 1999; Humphreys 1993). On an alternative view, 
it is simplistic to say that real experiments always examine directly nature: very 
often in any kind of experiment we learn something about a target, dealing with 
a (concrete or abstract) model that is intended to stand for it (see Winsberg 2009, 
though he is only concerned with real and numerical experiments, and El Skaf and 
Imbert 2013).
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2. The Production Dimension
As suggested beforehand, the production dimension involves different 
processes which can be attributed to two different phases: the elaboration 
phase and the execution phase.

These two phases are clearly identifi able as far as real and numeri-
cal experimentation are concerned. Take two astrophysicists, Sam and 
Maria, interested in supersonic gas jets that are formed when gasses 
fl ow into the gravity well of a black hole. Sam starts thinking how to 
study this phenomenon by using a fl uid-dynamical setup, consisting 
of gas bubbles, a tank of fl uid, simple cylindrical and spherical objects 
and a physical mechanism for causing shock waves and propagating 
them through the tank. By contrast, Maria wants to create a software 
based on the theory of fl uid dynamics that, once run on a digital compu-
ter, can simulate the relevant fl ow dynamics.7 Sam and Maria employ 
different strategies (real and numerical experimentation, respectively), 
but they are both going through a fi rst preliminary phase in which 
they are elaborating their experiments, before carrying them out. The 
genuine execution of their experiments comes at a second stage, after a 
careful planning, setting up and, probably, a series of trials. 

A fi rst difference between thought experimentation, on the one 
hand, and both real and numerical experimentation, on the other 
hand, emerges. In the case of thought experiments it seems that we 
cannot easily distinguish between elaboration and execution processes. 
Plausibly a thought experimenter has to consider different scenarios 
before fi nding the right one, but, when she does so, it seems that she 
is also performing a thought experiment. Elaborating and executing a 
thought experiment are so much intertwined processes that they can 
even be thought as two sides of a single process.8

No matter whether there is only one process, another distinctive as-
pect of thought experimentation is that the production dimension is not 
publicly accessible. More precisely, the subjective process of production 
of a thought experiment seems to be accessible only via the introspection 
of the thought experiment’s author (Nersessian 1993; Chandrasekharan 
et al. 2013). For example, we might have asked Henri Poincaré to tell 
us how he conceived his famous thought experiment of a sphere-world 
whose inhabitants believe to live an infi nite world.9 This way of gaining 

7 The example has been suggested by an example in Winsberg 2009.
8 Buzzoni (2004), for instance, maintains that thought experiments cannot be 

designed.
9 In Science and Hypothesis, Poincaré writes: “Suppose, for example, a world 

enclosed in a large sphere and subject to the following laws:—The temperature is not 
uniform; it is greatest at the centre, and gradually decreases as we move towards the 
circumference of the sphere, where it is absolute zero. (…) — If R be the radius of 
the sphere, and r the distance of the point considered from the centre, the absolute 
temperature will be proportional to R2 − r2. (…) all bodies have the same coeffi cient 
of dilatation, so that the linear dilatation of any body is proportional to its absolute 
temperature. Finally, I shall assume that a body transported from one point to 
another of different temperature is put instantaneously in thermal equilibrium with 
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information about the production of a thought experiment contrasts with 
the method we might use to access both the elaboration and the execu-
tion phases of real and numerical experiments. As far as the elaboration 
phase is concerned, we can also ask experimenters how they came up 
with their experimental procedure and they can partially rely on intro-
spection in their answers, but other information is publicly available (e.g., 
reports, calculations, preliminary data, software, laboratory equipment). 
Moreover, as a rule the execution phase is publicly accessible to facilitate 
the reproducibility of real and numerical experiments.10

Despite these differences Chandrasekharan and colleagues suggest a 
common key to the production dimension of both thought and numerical 
experiments, namely mental simulation. They think of these practices as 
tests for counterfactual situations which are diffi cult to implement in real 
settings. Mental simulation is the underlying mechanism that makes 
such explorations possible. Chandrasekharan and colleagues go further 
and claim that numerical experimentation extends our capacity for men-
tally simulating in a way similar to how telescopes have extended our vi-
sual capacities. The point is that numerical experiments support more so-
phisticated mental simulations, which can deal with complex phenomena 
showing non-linear dynamic. For this reason, according to the authors, 
numerical experimentation is bound to replace thought experimentation. 
Chandrasekharan and colleagues’ view is open to criticism, once we ac-
knowledge that “mental simulation” is not a univocal notion.

In philosophy of mind the notion of mental simulation can refer at 
least to two types of mental simulation. This distinction is clearly de-
scribed by Alvin Goldman:

[W]hen I speak of ‘‘mental simulation,’’ I shall mean a replication or du-
plication of another mental state. A mental simulation is a simulation of a 
mental state by a mental state. By contrast, the mental models approach re-
gards mental simulations as simulations of (…) external or physical states 
of affairs. (Goldman 2006: 51, fn 10)

In other words, on the one hand, we would have what we might call 
“objectual” mental simulation, which mentally simulates states of af-

its new environment” (Poincaré 1902/1905: 65). What is the geometry experienced by 
the inhabitants of this hypothetical world? Assuming, for simplicity of calculation, 
that the world is a disc, rather than a sphere, and that chartered surveyors are 
measuring a circle, whose centre coincides with that of their world and whose 
circumference lies at the distance in which bodies undergo a halving of their 
maximum length. They will calculate a circumference/diameter ratio not equal to , 
as predicted by Euclidean geometry, but >, in line with the predictions of hyperbolic 
geometry. Moreover, if the inhabitants wanted to try to understand whether their 
world is fi nite, it is clear that they would have no doubt about its infi nity. In fact, 
their measuring instruments would tend to shorten in proportion to their moving 
towards the edge of the sphere.

10 I am not suggesting a purely internalist conception of the production of thought 
experiments. In devising a thought experiment one can use external supports (e.g., 
sketches, diagrams, notes). However, they are not suffi cient to give exhaustive 
access to the production dimension.
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fairs by encoding spatial confi gurations and other manifest properties 
(e.g., shapes and colours). On the other hand, we would have “mental” 
mental simulation, which mentally simulates mental states. To give 
an example, an objectual mental simulation of a cat captures most of 
its manifest properties, whereas a mental mental simulation of a cat 
is phenomenologically and/or functionally similar to an experience of a 
cat (e.g., a visual experience).

As suggested by Goldman himself, the distinction between these two 
types of mental simulation can be traced back to the distinction between 
two different capacities, namely mental modelling and imagination. 
While mental models mentally simulate in the objectual sense, imagin-
ings mentally simulate in the mental sense.11 Let me say something more 
about both mental models and imagination.

The most infl uential account of mental models has been proposed by 
Philip Johnson-Laird (1983, 2004). According to him, a mental model rep-
resents a real-world or imaginary situation and can be seen as a struc-
ture stored in short or long-term memory. He defi nes mental models as a 
third type of mental representation, half way between propositional and 
pictorial mental representations. It means that there is always a struc-
tural analogy between mental models and what they represent, but not 
all mental models can be visualised.

An account of imagination in terms of mental simulation has been 
strongly advocated by Gregory Currie and Ian Ravenscroft.12 In their view 
imagination is defi ned as a complex activity that simulates non-imagina-
tive mental states, producing mental states phenomenologically and/or 
functionally similar to their non-imaginative, simulated “counterparts”. 
When imagination simulates perception, a similarity at the psychological 
level is postulated between the subject who imagines and the one who 
genuinely perceives. If, for example, Emma imagines seeing a cat, her 
mental state is phenomenologically very similar to the visual perception 
of a cat, she feels like seeing a cat. Moreover, in her mental economy her 
imagining can play roles similar to those played by a percept (e.g., Emma 
can imagine interacting with the cat and think whether to adopt one). 
This is not to underestimate the differences between imaginings and 
their counterparts: plausibly there is also a phenomenological difference 

11 I have already suggested such a distinction (Arcangeli 2010, 2013, 2018), 
although with sometimes a different terminology (in Arcangeli 2010 I speak of 
iconic versus recreative imagination). See also: Abell and Currie 1999; Currie and 
Ravenscroft 2002 (41–43; where they claim that imagination would not be involved 
in thought experimentation—see Arcangeli 2010 for a critique) and Zeimbekis 
2011. John Zeimbekis suggests that both types of mental simulation are involved 
in thought experiments, but that mental mental simulation is a source of epistemic 
bias, at least for thought experiments in the moral domain. It is not clear, however, 
whether Zeimbekis is really concerned with the concept of mental mental simulation 
as imagination (Arcangeli 2017).

12 Goldman (2006) is another advocate of this view, which, in fact, can be seen 
as a common ground between very different approaches to the imagination (see 
Arcangeli 2013).
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between Emma’s imagining and a percept with the same content, and she 
can always imagine a cat in bed even if there is none, but she can hardly 
perceive one—unless she is hallucinating or confusing a pillow with a 
cat. Beyond perception, whatever type of non-imaginative mental state 
is simulated by imagination, it should bear phenomenological and func-
tional similarities to its imaginative homologue.13 These phenomenologi-
cal and functional similarities are grasped by the notion of imagination 
(i.e, mental mental simulation), but not by the notion of mental model 
(i.e., objectual mental simulation).14

With the distinction between imaginings as mental mental simula-
tions and mental models as objectual mental simulations, we can go back 
to Chandrasekharan and colleagues’ suggestion that mental simulation 
is a crucial mechanism in the production of both thought and numerical 
experiments, and ask: Which type of mental simulation is crucial?

Chandrasekharan and colleagues are only concerned with mental 
models. They do not distinguish the two types of mental simulation and 
take mental simulation to coincide with mental modelling. This is clear in 
their drawing on the simulation-based account of thought experimenta-
tion developed by Nancy Nersessian (one of the co-authors).15 According 
to her, in thought experiments we reason through manipulating a mental 
model, that is, a “structural analogue of the situation described” in the 

13 Determining how many types of imagination there are is a very controversial 
issue in the literature. According to many, imagination is not reduced to the 
simulation of perception and can simulate other non-imaginative mental states, 
such as beliefs (e.g., Currie and Ravenscroft 2002), desires (e.g., Doggett and Egan 
2007), and emotions (e.g., Goldman 2006). In collaborative work (Dokic and Arcangeli 
2015a), I take as a plausible starting point the idea that imagination simulates, at 
least, perception and belief and put forward a taxonomy neutral with respect to the 
exact numbers of the varieties of imagination.

14 One might object that at least sensory imagination (i.e., the type of imagination 
similar to perception) can be reduced to mental models. The idea is that mental 
models, by encoding spatial confi gurations and other manifest properties, also encode 
information concerning the viewpoint from which a given situation is taken, which 
would exhaust what sensory imagination conveys. However, it seems that we cannot 
reduce sensory imagination, like perception, to mere perspectival information. 
Sensory imaginings, like percepts, convey self-relative information: they specify the 
type of self who “occupies” the given viewpoint. For example, Emma can imagine 
seeing the Panthéon from the other end of rue Souffl ot from her point of view, but 
also from the point of view of her twin sister and even, going further beyond her 
perceptual capacities, from a virtual or counterfactual fi rst-person perspective—
“in the sense that she is imagining a situation from a spatial perspective that a 
normally-sighted subject would have if she were suitably oriented in the imaginary 
world” (Dokic and Arcangeli 2015b: 4). There are many ways of visually imagining 
one and the same spatial perspective, depending on what self is at stake, and the 
relevant self-relative information cannot be reduced to information about manifest 
properties. Thus, sensory imagination cannot be reduced to mental modelling.

15 Nenad Miščević (1992 and 2007) has also developed an approach to thought 
experimentation based on the notion of mental model. For a more in-depth analysis 
of the positions held by Miščević and Nersessian, as well as model-based views 
relying on other notions of model, see Häggqvist 1996, Arcangeli 2010 and 2017.
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thought experimental narrative (Nersessian 1993: 297; see also Nerses-
sian 2007). Chandrasekharan and colleagues extend this approach to nu-
merical experiments. Elsewhere (Arcangeli 2010 and 2018) I have argued 
that Nersessian overlooks the complexity of the notion of mental simula-
tion and, in focusing on mental models only, she fails to recognise the key 
role played by imagination in thought experimentation.

Thus, what about imagination in the production of thought and nu-
merical experiments, as well as in the production of real experiments? I 
will start with thought experiments.

Imagination is crucial, and more important than mental models, for 
thought experimentation (Arcangeli 2010 and 2018). The reason is to 
be found in the fact that imagination captures something that mental 
modelling does not. Recall that mental mental simulation is better suited 
than objectual mental simulation to capture phenomenological and func-
tional aspects of experiences. Imagination (viz. mental mental simula-
tion) enables us “to project ourselves into another situation and to see, or 
think about, the world from another perspective” (Currie and Ravenscroft 
2002: 11—italics added). Thought experimenters need precisely this: to 
be put in the position to perceive and believe from perspectives that are 
not directly present to their senses. Thought experimenters are like ob-
servers, like real experimenters. Thus, imagination is what gives thought 
experiments an experimental character.16 It does not follow that mental 
models have no role to play in thought experiments. Building a mental 
model of the scenario presented by the thought experiment can help our 
imaginative reasoning within this scenario.

Both imagination and mental models can have a role in the elabora-
tion of numerical experiments. Plausibly, a numerical experimenter, like 
Maria, who is fi guring out the good model to be translated into a software 
that can be run on a computer, can exploit her capacity to mentally model 
different scenarios and to project herself into them in order to examine 
closely how she should proceed. Similar words can also be said about real 
experimenters. Also Sam, in planning his real experiments, can rely on 
mental models of the fl uid-dynamical setup is building and imagine how 
to interact with it in a successful way.

The question is whether mental models and imagination are exploited 
when numerical and real experiments are carried out. It is not clear the 
role that mental models can play when Sam is manipulating the physical 
mechanism that causes shock waves in the fl uid tank and observing what 
happens; or when Maria runs her software on a computer and visualises 
the output. In the case of thought experiments, mentally modelling is a 
way of building the given scenario and, I suggested, an aid to trigger or 
improve the imaginative projection into such a scenario. In the case of 
real and numerical experiments concrete objects or displayed patterns 

16 Now we are in the position to see that calling thought experiments “imaginary 
experiments” does not always convey a negative view of what they are (see 1.1.): 
thought experiments can be positively seen as imagination-based experiments, 
rather than mere imaginary visualisations of experiments.
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seem to play, at least partially, such a role.17 When, for instance, Maria 
visualises the output, her imagination can be triggered: what she visu-
alises can help her reason from the virtual world created by the numeri-
cal experiment. Real experiments are meant to deal with the real world, 
rather than with virtual worlds. However, even real experimenters are 
very often dealing with proxies for their real targets (see fn 7)—e.g., Sam 
is using a fl uid-dynamical setup as representing gasses fl owing into the 
gravity well of a black hole. These proxies can act as props inducing an 
imaginative change in perspective—i.e., Sam imagines dealing with gas-
ses fl owing into the gravity well of a black hole.

Thus, I agree with Chandrasekharan and colleagues in thinking that 
mental simulation is a relevant mechanism in the building (i.e., elabora-
tion and execution) of thought and numerical experiments, and I add real 
experiments, but imagination (i.e., mental mental simulation) seems to 
be more important than mental models (i.e., objectual mental simula-
tion). Moreover, once the production dimension is divided into genuine 
building processes (i.e., elaboration processes) and execution processes, 
we can realise that thought experiments call for mental simulation (espe-
cially imagination) in a way that real and numerical experiments do not. 
We should not underestimate the different nature of the laboratories in 
which these experiments take place: thought experimentation is imple-
mented in the mind, numerical experimentation in the computer, real ex-
perimentation in real laboratory settings.18 Thought experiments do not 
simply involve imagination, they are grounded in it, and this is due to the 
fact that their hardware component is the mind. Both real and numerical 
experiments can involve imagination. Their execution, however, does not 
rely on it, but rather on the relevant instrumental apparatus.

3. The Presentation Dimension
Chandrasekharan and colleagues suggest that mental simulation can 
also be a key to the presentation dimension of thought and numerical 
experiments. They do not go into details of this idea, since they com-
plain that comparisons have mostly taken into account such a dimen-
sion. However, drawing on Nersessian’s previous work, they suggest 
that an important aspect of the presentation dimension is the narrative 

17 I say partially, because there might be a role for mental models in the 
execution of real and numerical experiments, especially when experimenters need to 
strengthen the link between their target and the (concrete or abstract) model they 
are dealing with. For instance, Sam might mentally model how the behaviour of his 
fl uid-dynamical setup can stand for the supersonic gas jets formed when gasses fl ow 
into the gravity well of a black hole. Likewise, Maria might complete, so to speak, 
with mental models the outputs of her software run on a computer in order to better 
see how they can tell her something about the supersonic gas jets formed when 
gasses fl ow into the gravity well of a black hole.

18 Minimising this aspect can lead to consider thought and numerical experiments 
in mere abstract terms, as “abstract entities that can be implemented on different 
kinds of systems” (Humphreys 1993: 220).



 M. Arcangeli, The Hidden Links 17

aspect, which is common to real, thought and numerical experiment.19 
Mental simulation would be the key to this narrative aspect.

Narratives are the means via which the results of an experiment 
(be it real, thought or numerical) are publicly presented. In these nar-
ratives the results are not merely presented, of course, but interpreted, 
that is, they are analysed in light of a theory or a scientifi c hypothesis. 
The narratives can be more or less detailed and rhetorically colourful, and 
include pictures. Nersessian (1993) points out that research in cognitive 
science has underlined the importance of mental simulation (i.e., mental 
modelling) in our comprehension of narratives. Thus, the idea is that the 
narrative aspect of experiments involves mental models. More specifi cal-
ly, the construction of a mental model can be helpful in making the nar-
rative. Objectually mentally simulating what has been found, and how, 
can facilitate the interpretation processes and the writing of the public 
report. Mentally modelling can also be helpful in receiving the nar-
ratives. A reader of the description of the experiment can objectually 
mentally modelling what is described and better grasp the conclusions.

We have seen that the notion of mental simulation has two senses: 
objectual mental simulation (i.e., mental modelling) and mental mental 
simulation (i.e., imagination). What about imagination with respect to 
the narrative dimension of real, thought and numerical experiments? 
It is interesting to notice that also imagination has been identifi ed as 
pivotally involved in our engagement with narratives. Imagination has 
been seen as what enables us to come up with alternative perspectives 
and to access them. Thus, imagination can underlie not only the pro-
duction of narratives, but also their reception. All kinds of narratives 
are props that activate our imagination and enable us to reason in the 
described world, that is, to project ourselves into the described situation 
and to simulate what one would perceive or think from this perspective.

Stressing the role that mental simulation (especially imagination) 
has in the reception of the narrative describing an experiment reveals 
a feature proper to thought experimentation. Thought experiments 
show a re-performing aspect that both real and numerical experiments 
lack. In thought experiments the narrative component acts as a prop 
that induces the recipient to re-perform the given thought experiment, 
and thus to grasp its conclusion. Contrary to real and numerical ex-
periments, thought experiments are executed twice: at the level of 
production, but also at the level of presentation. At the fi rst level a 
thought experiment is privately executed by its author (for example 
by Schrödinger or Poincaré), and at the second level it is presented in 
a narrative form to a public, who is capable to re-execute it. We need 
more than our imagination to re-perform a real or numerical experi-
ment. Here lies the power of thought experimentation. Thought experi-

19 The narrative aspect of thought experimentation is rather neglected in the 
literature (see Gooding 1993; Souder 2003; Swirski 2007), but it has led some 
authors to make a parallelism between thought experiments and literary fi ction, 
which are narrations par excellence (see Arcangeli 2018).
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ments are extremely important because they are intentional products 
related to the gaining, sharing and the spreading of knowledge. They 
do this “in human-friendly and graspable forms” (El Skaf and Imbert 
2013: 3472). For this reason it is hard to think that numerical experi-
mentation outperforms, and will fi nally replace, thought experimenta-
tion. This is not the end of thought experiments.

Conclusion
In conclusion, I agree with (the late) David Gooding:

How do scientists go from the actual to the possible, on the impossible, and 
return to an actual world altered by that journey? The short answer is that 
thought experimentation and real experimentation [and numerical experi-
mentation] have much in common. (Gooding 1990: 70).

What they have in common is the structure of the procedure. After all, 
from a mere philological point of view, an experiment is an operation that 
fi lls our efforts of peering into things, a coming to knowledge through a 
series of trials.20 Real, thought and numerical experimentations proceed 
by involving similar steps and processes. I claimed that we can identify 
two main dimensions: the performance and the presentation dimension. 
While the former involves elaboration and execution processes, the latter 
involves interpretation processes.

There is another hidden similarity between these three scientifi c 
tools, namely mental simulation. Drawing on the literature in philoso-
phy of mind, I pointed out that “mental simulation” can refer to two 
different capacities, namely mental modelling and imagination. Men-
tal models objectually mentally simulate, that is, they simulate states 
of affairs. By contrast, imaginings mentally mentally simulate, that is, 
they simulate mental states. Both types of mental simulation can have 
a role to play in the performance and presentation of real, thought and 
numerical experiments.

However, I stressed that real, thought and numerical experiments 
are differently implemented, and such a difference shows up when we 
focus on execution processes. Thought experimentation depends on men-
tal simulation and cannot be performed without it. This is not the case 
for real or numerical experimentation, which exploit instrumental ap-
paratus. Moreover, I claimed that what is really needed to thought ex-
perimentation is imagination, more than mental modelling, because only 
the former simulates phenomenological and functional aspects of experi-
ences, which are crucial for the thought experimenter to project herself 
into a situation not present to her senses. The fact that thought experi-
ments rely on imagination can explain another important aspect of them, 
that is, their capacity to be re-performed. Considering the presentation 

20 This is what expèrior (ex plus pèrior) means, whereas the suffi x mèntum simply 
indicates the act. These two Latin words taken together form “experimèntum”, the 
Latin word from which “experiment” derives.
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dimension, I stressed that who engages with the narrative presenting a 
thought experiment re-executes it in her mind thanks to her imagination 
(possibly helped by mental models of the scenario described by the narra-
tive). This makes thought experimentation extremely helpful as a means 
to disseminate ideas.

It seems to me that three laboratories and three types of experimenta-
tion are at our disposal for studying the facets of the phenomena. Thought 
experimentation is fundamental to scientifi c research, just like real and 
numerical experimentation, and is not bound to be replaced by the latter, 
given the human-friendly way in which it conveys knowledge.

The analysis I offered here is, of course, just a starting point. The ap-
proach to thought experiments based on the notion of imagination and 
on a solid taxonomy of varieties of imagination should be strengthened. 
Moreover, a bridge is needed between this approach and epistemological 
issues concerning real and numerical experimentation as well.21 I hope to 
have shown, however, that it is worth treating equally, at a methodologi-
cal level, real, thought and numerical experiments, and comparing them 
on the basis of a “process-oriented analysis”.
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The aim of this paper is to point to the analogy between mathematical 
and physical thought experiments, and even more widely between the 
epistemic paths in both domains. Having accepted platonism as the un-
derlying ontology as long as the platonistic path in asserting the possi-
bility of gaining knowledge of abstract, mind-independent and causally 
inert objects, my widely taken goal is to show that there is no need to in-
sist on the uniformity of picture and monopoly of certain epistemic paths 
in the epistemic descriptive context. And secondly, to show the analogy 
with the ways we come to know the truths of (natural) sciences. 

Keywords: Thought experiment, epistemology, philosophy of math-
ematics, natural sciences, descriptive epistemic context.

1. Introduction
To endorse standard platonism in the philosophy of mathematics is 
not to be confi ned to platonic perception, as usually thought. In the 
same way, to defend other, non-standard, versions of platonism is not 
to be limited to some specifi c epistemic paths either. The aim of this 
paper is to show why this is the case and in which sense the plurality 
of epistemic paths in the domain of mathematics is analogous to the 
epistemic routes in the descriptive epistemic context given the domain 
of the natural sciences.
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Standardly, platonism in epistemology is “the view that mathematics 
is about objects of which we have a priori knowledge”, where by “object” 
is meant a mind-independent entity. According to standard or Gödelean 
Platonism we gain mathematical knowledge via platonic perception.

Usually when the background philosophy, i.e. ontology is taken to 
be platonism, the epistemology is concentrated on the discussion about 
the existence of the platonic perception and those who endorse Pla-
tonism but not the Platonist perception, offer alternative epistemic 
routes, in order to avoid platonic intuition, taken to be a mysterious 
and unclear procedure of direct grasp of abstract objects. Given Bena-
cerraf’s argument against Platonism in epistemology, that is against 
the possibility of grasping truths concerning objective, abstract, non 
spatio-temporally located objects, other versions of platonism take 
other routes to have the epistemic monopoly (such as e.g. recarving in 
neo-Fregean platonism) or offer a variety of alternative routes to the 
platonistic intuition (e.g. ante rem structuralism).

In this paper the goal is to redirect the attention on two different 
points: the plurality of platonic epistemic paths and the analogy with 
the epistemic paths in the natural sciences.

I shall try fi rstly to show that there are more than one possible 
epistemic routes of gaining mathematical knowledge compatible with 
platonism (in the sense of grasping mathematical objects and their re-
lations). Secondly, my aim is to show how it is possible to dig up other 
epistemic routes without giving up on platonism and without giving up 
the mathematics-natural sciences analogy.

Within the domain of standard platonism, the idea is hence to both 
dethrone platonistic intuition and situate it amongst other epistemic 
routes, and to show the analogy with the way we gain knowledge in 
the natural sciences. The focus will be on experiments, in particular on 
thought experiments.

2. The historically oriented research
The development of mathematical knowledge as well as the process of 
discovery in the (natural) sciences could be standardly analysed from 
different perspective: if could be analysed within the cognitive science 
oriented research, or within the historical oriented research, o a com-
putationally oriented research, and so on.

In this paper I shall focus on the critical analysis of the mathemati-
cal descriptive epistemic paths as well as the epistemic mathematics-
natural sciences analogy through the prism of the historically oriented 
research.

Even though it might come as a surprise, given that platonism is 
here taken to be the underlying ontology, I take the accepted meth-
odology for epistemology of science and mathematics to be (Kitcher’s) 
pragmatic naturalism, in particular his view that we ought to look at 
the history in order to determine the epistemology since “history is the 
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teacher of epistemology” (italics mine). The underlying idea is hence 
that the epistemological route follows the historical one, and that “the 
epistemological order of mathematics broadly recapitulates the histori-
cal order.” Even though one of the tenets of pragmatic naturalism is the 
denial of a priori knowledge (in the domain of mathematics as much 
as elsewhere), here the idea is rather merely to dethrone platonistic 
intuition and situate it amongst other epistemic routes. And the justi-
fi cation for doing so comes from history itself, which offers reasons for 
endorsing platonist intuition as much as other epistemic modes and 
that thus ironically ends up as a turn-the-table for Platonism. The im-
portance of the historical analysis is threefold: it fi rstly justifi es the en-
dorsement of the platonic perception, secondly it justifi es the plurality 
of epistemic modes in gaining mathematical knowledge, and fi nally it 
justifi es the endorsement of the mathematics-natural sciences analogy.

When talking about different epistemic modes in grasping math-
ematical objects, the mathematics-science analogy it’s imposing itself 
to us and turns out to be particularly strong in such descriptive epis-
temic context. Let us have a look at such mathematics-science epis-
temic analogy in more details.

3. Three modes of epistemic access 
and the mathematics-(natural) sciences link.
I shall propose three main modes of initial epistemic access to both 
mathematical and scientifi c reality (objects and properties): (1) Percep-
tion: Visual and Platonic, (2) Experiment and (3) Introduction (or hypo-
thetical positing) and positing (or categorical positing) of objects.

The epistemological science-mathematics analogy turns out to be 
overall, each epistemic path in science having its counterpart in math-
ematics. The plenitude of such paths is (to be) determined and classi-
fi ed by looking at the history of science, that is mathematics.

Let us hence have a look at the mentioned epistemic paths in the 
given order.

(1) Perception: Visual and Platonic
In scientifi c research, one epistemic way is sensory, primarily visual, 
direct perception of objects and phenomena. The analogy in mathemat-
ics would be the platonic/”pi in the sky”, direct access to the mathemati-
cal objects and statements, often called platonic perception/intuition. 
When talking about it, J. R. Brown points out:

The main idea is that we have a kind of access to the mathematical realm 
that is something like our perceptual access to the physical realm. This 
doesn’t mean that we have direct access to everything: the mathematical 
realm may be like the physical where we see some things, such as white 
streaks in bubble chambers, but we don’t see others, such as positrons. 
(Brown 1999: 13)
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The platonic intuition—visual perception analogy is something stan-
dard platonists traditionally heavily insist on. Brown says:

Just as the mathematical mind can grasp (some) abstract sets, so the sci-
entifi c mind can grasp (some of) the abstract entities which are the laws of 
nature. (Brown 1991)

Gödel in particular famously insists on the analogy while saying that
the assumption of such objects is quite as legitimate as the assumption pf 
physical bodies and there is quite as much reason to believe in their exis-
tence. They are in the same sense necessary to obtain a satisfactory system 
of mathematics as physical bodies are necessary for a satisfactory theory of 
our sense perceptions. (Gödel 1944: 456f)

and, in one of the most famous quotations in the philosophy of math-
ematics, that

despite their remoteness form sense experience, we do have something like 
a perception also of the objects of set theory, as is seen from the fact that 
the axioms force themselves upon us as being true. I don’t see any reason 
why we should have any less confi dence in this kind of perception, i.e. math-
ematical intuition, than is sense perception. (Gödel 1947: 484)

Such an analogy has been criticised by many, and for several reasons. 
Apart from being unnatural and forced, the analogy seems to take the 
existence of the platonic perception for granted while in effect it is most 
contentious. It hence has been heavily criticised by both platonism’s 
friend and foes. Kitcher remarks that 

…what some mathematicians call “intuition” or even (in the case of Ra-
manujan) the visitation of the goddess (Namakiri), can be explained as ‘fi ne-
tuned abilities […] rooted in extant mathematical practice. (Kitcher 2011)

While Shapiro, who is endorsing ante rem structuralism (a version of 
non-standard platonism) follows the same line as Kitcher’s when un-
derlying that

…the axioms do not force themselves on a fi rst (or second, or third) reading. 
For virtually any branch of mathematics, the psychological necessity of the 
axioms and inferences, and the feeling that the axioms are natural and in-
evitable, comes only at the end of a process of training in which the student 
acquires considerable practice working within the given system, under the 
guidance of teachers. (Shapiro 1997: 212)

How to respond to such criticisms?
The main point to be underlined is that mathematical intuitions 

are not just theoretical presuppositions of the philosophers of math-
ematics but are being asserted by working mathematicians themselves 
(Cantor, Gödel, Ramanujan, Hardy etc.). We hence have good reasons 
to transpose this fact from the history of mathematics, right into the 
core of our epistemology. Kitcher’s main point being that what is ex-
plained as platonic perception could easily be explained by invoking 
the mathematicians’ “fi ne-tuned abilities” that are “rooted in extant 
mathematical practice”, instead of being some mysterious faculty of 
the mind. Wanting to have a closer look at Kitcher’s remark, and to 
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see what such “fi ne-tuned abilities” wold amount to, we are to face a 
dilemma. Namely, if what is meant by “fi ne-tuned” is just the perfect 
conformity to the extant practice in the profession, it is diffi cult to see 
how Gödel’s non-conformistic example, not to speak about Ramanujan, 
would fi t in the picture. If, on the other hand, fi ne-tuning refers to an 
impressive ability to reach the truth beyond the extant research para-
digm, then it certainly is compatible with the platonistic account on 
which such a fi ne-tuning (to the mathematical reality) might culminate 
in intuitive insights.

(2) (Thought) Experiment
Experiments have been usually perceived as the lynchpin of empiri-
cal sciences, a method for discovering the facts of nature and hence as 
belonging to the sphere of practical research. Mathematics being an 
armchair activity—how can the mathematical domain be related to any 
experimental epistemic route?

I am using the entry from Stanford Encyclopedia to provide a main-
stream characterisation of the role of experiment:

Physics, and natural science in general, is a reasonable enterprise based 
on valid experimental evidence, criticism, and rational discussion. It pro-
vides us with knowledge of the physical world, and it is experiment that 
provides the evidence that grounds this knowledge. […] It can also call for 
a new theory, either by showing that an accepted theory is incorrect, or by 
exhibiting a new phenomenon that is in need of explanation. Experiment 
can provide […] evidence for the existence of the entities involved in our 
theories. Finally, it may also have a life of its own, independent of theory. 
Scientists may investigate a phenomenon just because it looks interesting. 
Such experiments may provide evidence for a future theory to explain. […] 
a single experiment may play several of these roles at once. (Franklin and 
Perovic 2016)

The standard taxonomy, when talking about experiments, includes the 
distinction between confi rmatory (or demonstrative) on one hand and 
the exploratory experiments on the other. The former having the goal 
of testing theories, while the latter has as the primary goal the experi-
mentation that is not guided by hypotheses but it rather a process or 
searching.

My aim, at this point, is to show that, no matter which of the two 
main sub-species of the experiment we prefer to concentrate on, either 
the confi rmatory or the exploratory (non-demonstrative) one, the anal-
ogy with the mathematical case holds throughout.

If talking about the confi rmatory experiments, there are examples 
from the mathematical practice that could be treated as examples of 
such experiments. Let us here mention the proof that number π is ir-
rational. The number π has been studied for centuries (since ancient 
time) and so was the notion of irrational numbers. Aryabhata appar-
ently hinted at number π being irrational in 500 CE. Such an outcome 
was accepted as a new mathematical result not prior to the 18th cen-
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tury when Lambert (in 1761) proved it to be irrational. And then again, 
in the same paper in which he proved π’s being irrational, Lambert 
conjectured that number π is transcendental too, which was accepted 
in mathematics in 1882, when proved by Lindemann.

Other mathematical results and proofs are analogous to the explor-
atory, non-demonstrative experiments. In such experiments the exper-
imentation is not guided by hypotheses. An example in mathematics 
could be the problem of trisection of an arbitrary angle. The attempts to 
solve the problem, can be seen as an exploratory experiment that had 
been going on for centuries.

Notwithstanding the mentioned mathematical examples, when 
comparing the experiments in science with those in mathematics, we 
might still fi nd the proposed analogy implausible. And basically for two 
reasons: (a) experiments in science are practical procedures, done in 
laboratories, unlike in the mathematical domain, and (b) if anything, 
given the possibility to directly intervene on the objects in scientifi c ex-
periments, which is not possible in the mathematical domain given the 
abstract nature of mathematical objects (and hence their being caus-
ally inert). Let us have a closed look at the possible replies at the two 
just-mentioned reasons.

(a) Experiments in science are practical procedures, done in labo-
ratories, unlike those in the mathematical domain. Well, ought experi-
ments to be practical in the fi rst place? When thinking about, e.g. hight 
school experimentation, than we all have in mind the paradigmatic 
example of the laboratory and the practical procedures that we were 
performing there during the natural-sciences classes. The taxonomy 
however includes three types pf experiments: the real, the imaginary 
and the thought experiments. The real ones are those that have been 
performed, the imaginary are those that haven’t been formed but could 
have been, while the thought experiments are those that those that 
could not be performed due to the lack of technology or because impos-
sible in principle.

And when we look at the way experiments have been perceived by 
scientists through history, there is no uniformity of picture; not even a 
general agreement on experiments being real-world, practical methods 
for acquiring knowledge. Even in Galileo’s writings the distinction be-
tween real and imaginary experiments is not a sharp one and it is, for 
some experiments, a contentious issue. Newton’s bucket experiment is 
another example of an experiment that was originally an imaginary 
experiment but needn’t be. What about thought experiments? Such ex-
periments apparently played a major role in the development of scien-
tifi c theories in the work of Galileo, Newton, Einstein, Heisenberg. Ex-
amples are legion: Galileo’s experiment with the result that all bodies 
fall at the same speed, Schrödinger’s cat, Maxwell’s demon, Einstein 
chasing a light beam, Twin paradox and others.
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Still—and here we shall focus on the above remark (b)—what hap-
pens in experimental science might seem at fi rst sight to be remote 
from the standard mathematical practice.

If anything given the abstract nature of mathematical objects, i.e. 
the fact that they are not spatio-temporally located and are causally 
inert. Any intervention/manipulation on the objects of the domain fails 
to be possible in the case of mathematical experiments, and on abstract 
objects involved. So, while we can, to take the morally controversial 
example of tissue engineering—the Vacanti mouse, implant under the 
skin of a mouse a cartilage structure (and then the cartilage natural-
ly grows by itself), is not clear what the counterpart of such a direct 
manipulation of objects in the case of mathematical experiment would 
amount to.

Could we, fi guratively speaking, have a Vacanti number or a Va-
canti geometric fi gure? Certainly not! Should we (again) infer from 
that that the analogy is, to put it blandly, farfetched and artifi cially 
imposed? Not so fast.

Namely, it is diffi cult to guess in which way we literally manipu-
late (concrete) objects in thought experiments. We actually do not. We 
can hence talk about experiments without presupposing any kind of 
direct manipulation of concrete objects. Let take the example of one of 
the most famous thought experiments: “Maxwell’s demon”. According 
to the Second law of thermodynamics, in any change of state entropy 
must remain the same or increase; it cannot decrease. In laymen’s 
terms, heat cannot pass from a cold to a hot body. Maxwell’s goal in 
the experiment is to show that the Law is to be read in probabilistic 
terms. which means that, in principle, it could be possible for the heat 
to pass from a hot body to a colder one. I order to show how this could 
be possible, Maxwell imagine to have two connected boxes, which the 
Devil at the door that connect those two boxes (see picture). The two 
boxes contain some gas, and in particular the gas in the left box is hot, 
while the gas in the right box is cold. What is to be expected, according 
to the Second law of thermodynamic, is for the heat to pass from the hot 
gas to the cold one. But, during the experiment, the Demon decides to 
let the fast molecules from the cold box into the hot box, and the slow 
molecules from the hot box into the cold one. By letting the fast mol-
ecules from the cold box into the hot box, and the slow molecules from 
the hot box into the cold one, there will be an increase in the average 
speed in the hot box and a decrease in the average speed of molecules 
in the cold. Since, on Maxwell’s theory, heat is just an average speed 
of the molecules, there has been a fl ow of heat from the cold box to 
the hot one—contrary to what is expected according to the Second law 
of thermodynamic. Hence, the Law—and that is precisely Maxwell’s 
point—has to be interpreted probabilistically.



30 M. Trobok, The Mathematics-Natural Sciences Analogy

Maxwell’s demon experiment.
Illustrated by Maja Grčki.

Let us further focus on some aspects of the analogy and the meeting 
points between the thought experiments in the natural sciences and 
some of the basic mathematical procedures. We shall analyse in more 
details the process of representations of abstract objects and the same-
ness of structure of some thought experiments in science with the re-
duction ad absurdum structure in mathematical proofs.

Let us start with some properties that the representations of ab-
stract objects share both in the natural sciences and in mathematics.

The non-concrete objects which we (mentally) “manipulate” during 
imaginary or thought experiments are often related to their spatio-
temporally counterparts. And the way these two kinds of objects are 
related might be analogous to the way in which representations of ab-
stract objects—the subject of manipulations in mathematical experi-
ments—are related to the abstract (mathematical) objects, i.e. their ab-
stract counterparts. In the case of the trisection of an arbitrary angle, 
we do manipulate the representation of an abstract geometrical entity. 

Thought experiments in the natural sciences can also share the 
same structure of standard proof methods in logic and mathemat-
ics. Let us take the example of Stevin’s thought experiment. As well 
known, there are three possible planes: the horizontal, the vertical and 
the inclined plane. If we put a weight on each of these planes than we 
already know that on the horizontal plane the weight remains at rest, 
while on the vertical plane the wight freely falls. What about the in-
clined plane? What happens with a weight if put on an inclined plane?
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Suppose we have a chain with weights and we put it on an inclined 
plane (picture (a)). How does the chain move? Well, there are obviously 
three possible answers:
(1) it remains at rest (in so called static equilibrium)
(2) it moves to the left
(3) it moves to the right.
The right answer is (1), it remains at rest. The next step is to prove it!

Let us suppose not–(1) (notice the reduction ad absurdum structure 
of the proof!)

If not–(1), it means that the force of the left is not balanced by the 
force in the right. Let us now add the links at the bottom so to get a 
closed look (picture (b))

If not–(1) were the case, the look would rotate and hence, we would get 
a perpetuum mobile, which is impossible. Hence, the chain remains at 
rest.

The analogy is better presented in the following table:

Thought experiments in science as (quasi) RAA (reduc  o ad 
absurdum) proofs

example: Stevin’s thought experiment

RAA proving method structure of Stevin’s 
thought experiment

A—the statement that we want to 
prove A—the chain remains at rest

suppose not-A suppose the chain does not remain 
at rest (not-A)

not-A leads to contradic  on
if the chain moved (if not-A), we 
would then have a perpetuum 
mobile—impossible!

hence, A hence, the chain remains at rest (A)

Table showing Stevin’s thought experiment having 
the structure of the reductio ad absurdum deduction rule

Why the “quasi” in the “Thought experiments in science as (quasi) RAA 
(reductio ad absurdum) proofs” title? Well, the reduction ad absurdum 
method of deduction require the initial hypnoses to lead to absurdum, 
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which means to (logical) contradiction, i.e. to a statement of the form A 
and not-A. Technically, a perpetuum mobile is not a logical impossibility 
but a nomic one. Hence it is not a (logical) absurdum. However, the idea 
is here that Stevin’s proof and any reductio ad absurdum one (in logic or 
mathematics) do share the same structure (see the above table).

The natural science-mathematics analogy, rather surprisingly, 
holds even if we decide to concentrate on real experiments in science 
instead of imaginary and thought ones. Such experiments are, in fact, 
in many aspects similar to some examples of manipulative procedures/
proofs in mathematics. Let us have a look at two examples.

The mathematical one is Lakatos’ historical proof case, while the one 
in the natural sciences is Hooke’s observations made with microscope. 
We easily notice the same dynamic language used in both cases, that is 
in both domains. (See the table below.)

Mathema  cs domain
Lakatos’ historical proof case 
V–E+F=2, for any polyhedron

Natural sciences domain
Hooke’s observa  ons made with 
microscope discovery of cells

Dynamic language Dynamic language

– take an arbitrary polyhedron – take a small piece of e.g. onion

– remove one of the faces – remove (peel off ) the membrane
– stretch the remaining fi gure out 
   on fl at surface

– stretch the part you want to 
   analyse on a glass

– remove the lines one at the 
    me, etc.

– add a few drops of water 
   or solu  on, etc.

My conclusion at this point would be that there is a strong analogy be-
tween the experiment in science and some of the central procedures in 
mathematics. However, experiments in science and mathematics repre-
sent just one possible epistemic path in gaining knowledge. Another one 
is the positing of objects, which can be either hypothetical or categorical.
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(3) Introduction (or hypothetical positing) 
and positing (or categorical positing) of objects
In science and mathematics there are objects that we introduce in our 
theories in order to make the overall theory complete and/or to explain 
the appearance of discrepancies, And there again, the mathematics-
science analogy enters the picture.

An example in science might be the discovery of the existence of the 
planet Neptune. After the discovery of Uranus, it was noticed that its or-
bit was not as it should be in accordance with Newton’s laws, which led 
the astronomers to the assumptions that a (still to be discovered) planet 
might be the cause of the discrepancy. Astronomers hence predicted the 
position of an unobserved planet perturbing the orbit of Uranus.

In mathematics a nice example of introducing objects is the one 
concerning the methods of solution of the quadratic and cubic equa-
tions. Negative square roots appeared in Cardano’s Ars Magna (1545) 
that contains the fi rst occurrence of complex numbers. Cardano in-
troduced negative square roots as solutions of the quadratic equation 
x2–10x+40=0. Since it was evident that solving the equation was impos-
sible (in ℝ), Cardano decided to formally introduce the negative square 
roots. As the existence of the planet Neptune was fi rst predicted by 
mathematical calculations and then empirically detected, i.e. seen 
by a telescope which gave the prediction the ontological force, analo-
gously the complex numbers were fi rst introduced formally and then, 
300 years later, a more specifying meaning was attached to them. The 
strategy of introducing planets in the astronomy case corresponds to 
the formal introduction of complex numbers in the mathematical case. 
Similarly, in the following step, the astronomers pass from the hypo-
thetical assumption to the categorical claim concerning the existence 
of the planet, while in the mathematical case, the analogous step goes 
from the formal introduction of negative square roots to the full-blown 
positing of new, complex numbers.

4. The mathematics-natural sciences analogy. 
More aspects concerning the underlying logic
One possible reaction at this point might be: when talking about the 
mathematics—natural sciences analogy, is there an insurmountable 
difference in methodology? Possible complaint: the reasons for assert-
ing the analogy between mathematics and the natural sciences in the 
descriptive epistemic context are marginal. Namely, there is a (much 
more) essential parameter that should be taken into consideration and 
that might make the difference between the epistemic paths in maths 
and the natural sciences come to surface: the underlying methodology.

When referring to the underling methodology, i.e. logic, the stan-
dard view is that in maths, unlike the natural sciences, the basic 
methodology is the axiomatic-deductive method (of the geometric tra-
dition). Contrary to that, in the natural sciences, the logic underlying 
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the research is primarily inductive/abductive. It implies that the two 
domains are profoundly methodologically different given the difference 
at the core, that is at their underlying logic. To that remarks, I fi nd the 
most plausible reply to be the following one.

Proofs/theorem/theories at the fi nal stage (textbook) do not coin-
cide with the heuristics (in the sense of the epistemic paths within the 
context of discovery). The structure of the polished theory and the un-
derlying deductive system do not however correspond to the research 
process in the epistemic descriptive context.

Lakatos nicely underlines the difference between the historical 
development of mathematical results and the procedures we fi nd in 
mathematics textbooks. Such a difference amounts to the difference 
between the preformal development (correlates to the context of dis-
covery, i.e. the epistemic descriptive context we’ve been focused) on and 
the formal articulation (corresponding to the context of justifi cation) of 
a branch of mathematics by offering reasons for asserting that prefor-
mal proofs are not simply drafts of the formal ones but rather heuristic 
explanatory and exploratory tools having a development on their own. 

A very simple yet illuminating example is the one Pólya presents in 
his How to Solve It (Pólya 1945: 114–117). Let us have a closer look at 
it. And let us start by supposing that a mathematician is helping their 
child to write the homework in mathematics, and at some point the 
child is supposed to calculate 1+8+27+64 and solve it rightly by writing 
the result: 100. While waiting for the child to solve the exercise, the 
parent/mathematician notices that all four of the numbers/addends are 
cubs while the result (100) is a square. So that it is possible to write 
the mentioned equation in the form: 13+23+33+43=102. He also notices 
that the mentioned sum is the sum of the cubes of the fi rst four natural 
numbers. And then ask himself if it is a coincidence or it is not an iso-
lated case to have the sum of the cubes of the fi rst n natural numbers 
to be equal to a square. Pólya comments such a situation by comparing 
the parent/mathematician with the naturalist:

In asking this,1 we are like the naturalist who, impressed by a curious plant 
or a curious geological formation, conceives a general question. Our general 
question concerns with the sum of successive cubes 13+23+33+43+…+n3. We 
were led to it by the “particular instance” n=4. (Pólya 1945: 115)

How would the mathematician procede at this point? What would he 
do? Pólya’s answer is that the mathematician would do what the natu-
ralist would do—investigate other special cases! And realise that:
13=12

13+23=9=32

13+23+33=36=62

13+23+33+43=100=102

13+23+33+43+53=225=152

…
1 Pólya here refers to the question as to whether it is a coincidence or a general 

rule that the sum of the cubes of the fi rst n natural numbers is equal to a square.
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The mathematician might subsequently notice that the results on the 
right side of the equations, i.e. the squares, follow a regularity, a cer-
tain patter too. Namely:
12=12

32=(1+2)2

62=(1+2+3)2

102=(1+2+3+4)2

152=(1+2+3+4+5)2

…
Interestingly enough, the sum of the cubes of the fi rst n natural num-
bers is equal to the square of the sum of the fi rst n natural numbers. 
Given that this regularity seems to be general too, the assertion fi nally 
obtains the form:
13+23+3+…+n3 = (1+2+3+…+n)2

This initial procedure, as pointed out by Pólya, is based on observation 
and induction and as such corresponds to the procedures of investiga-
tion in the natural sciences where the naturalist “may also reexamine 
the facts whose observation has led him to his conjecture; he compares 
them carefully, he tries to disentangle some deeper regularity, some 
further analogy” (Pólya 1945: 116).

In mathematics as in the physical sciences we may use observation and 
induction to discover general laws. But there is a difference. In the physical 
sciences, there is no higher authority than observation and induction but in 
mathematics there is such an authority: rigorous proof. (Pólya 1945: 117)

The difference Pólya is referring to is however beyond the scope of this 
article. This idea of the mathematics-natural sciences analogy is meant 
to be confi ned to the epistemic descriptive context, while the disanal-
ogy enters the picture in the context of justifi cation, which I am not 
addressing in this paper.

To summarise, in this paper I have taken the underlying ontology 
to be a version of standard platonism. I choose not to refrain from en-
dorsing the platonic perception as one of the possible epistemic paths 
and hence from endorsing a version of standard platonism since I have 
hopefully showed that platonic perception is not to he banned from the 
epistemology of mathematics domain given that we do have good rea-
sons for endorsing it.

I have then argued that, in the domain of mathematical entities and 
within the descriptive epistemic context, there is however a plurality 
of platonic epistemic paths and that such paths in the mathematical 
domain are analogous to the epistemic paths in the natural sciences.

Last but not least, I analysed the mathematics vs. natural sciences 
analogy from the perspective of the underlying logic. I have claimed the 
importance of keeping in mind the distinction between the context for 
discovery and the one of justifi cation. The former being correlated with 
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the so called preformal development of statements or theories in math-
ematics, while the latter being connected with the formal articulation 
of branches of mathematics. When concentrating on the mathematics-
natural sciences analogy and the underlying logic, it is important to 
take into consideration that the analogy holds in the context of discov-
ery, in which the preformal development plays the major role. Such a 
development is based, both in mathematics and in the natural sciences, 
mostly on induction. It is certainly true that in mathematics the basic 
logical apparatus is deduction and mathematical induction (and that 
differs from the logical apparatus used in the natural sciences). It is 
however crucial to take into account that the logical apparatus based 
on deduction enters the picture not before we take into account the con-
text of justifi cation. The context of justifi cation, however, being outside 
the scope of this paper.

Hence—to conclude—if the claims about analogy hold ground and 
I hope that they do, they vindicate both a pluralist view on the episte-
mology of mathematics and a thorough analogy between the epistemic 
paths in mathematics and in the natural sciences (given the descriptive 
epistemic context). Given that the underlying ontology is taken to be 
(a version of standard) Platonism, the presented mathematics-science 
epistemic analogy will hopefully offer a new perspective in the platonis-
tic epistemology debate.
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The ongoing epistemological debate on scientifi c thought experiments 
(TEs) revolves, in part, around the now famous Galileo’s falling bodies 
TE and how it could justify its conclusions. In this paper, I argue that 
the TE’s function is misrepresented in this a-historical debate. I retrace 
the history of this TE and show that it constituted the fi rst step in two 
general “argumentative strategies”, excogitated by Galileo to defend two 
different theories of free-fall, in 1590’s and then in the 1638. I anal-
yse both argumentative strategies and argue that their function was to 
eliminate potential causal factors: the TE serving to eliminate absolute 
weight as a causal factor, while the subsequent arguments served to ex-
plore the effect of specifi c weight, with confl icting conclusions in 1590 
and 1638. I will argue thorough the paper that the TE is best grasped 
when we analyse Galileo’s restriction, in the TE’s scenario and conclu-
sion, to bodies of the same material or specifi c weight. Finally, I will 
draw out two implications for the debate on TEs.

Keywords: Scientifi c thought experiments, Galileo’s falling bodies, 
De Motu (1590) and Discorsi (1638), eliminating causal factors, ab-
solute and specifi c weights, medium’s resistance.

1. Introduction
Galileo’s Discorsi (1638) falling bodies TE has become a key case study 
in the epistemological literature on TEs, especially since Brown (1986) 
famously claimed that it is canonical case of what he labelled “platonic 
TE”: it is both destructive and constructive. It is destructive since it re-
futes an old theory (i.e. Aristotle’s theory of free-fall), it is also construc-
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tive since it establishes, in a priori fashion, a new law of nature (i.e. in 
void, all bodies free-fall at the same speed). Brown’s analysis was met 
by Norton (1996) who denied this “platonic” power of the TE and ar-
gued that it is reducible to a deductive argument, a TE-argument, that 
is an argument with irrelevant and even eliminable particulars. Both 
Norton and Brown agree that the TE perfectly leads to its destructive 
conclusion in a deductive manner. In addition, if the TE leads to its 
constructive conclusion, Norton claims that the TE-argument could de-
ductively lead to this conclusion as well. However, Norton argues that 
the TE-argument shows us that the TE only leads to its constructive 
conclusion if we add the following hidden assumption 8a: the speed 
of a falling body depends only on its weight (see 4). Which for Norton 
amounts to assuming vacuum, something Galileo could not do in the 
context of the TE, and thus this constructive conclusion is “at worst, a 
fallacious inference to a falsehood [when assumption 8a does not hold]; 
or, at best, valid only insofar as it is invoked in special cases in which 
assumption 8a holds, such as the fall of very heavy, compact objects in 
very rare media. This fi nal step now looks more like a clumsy fudge or 
a stumble than a leap into the Platonic world of laws.” (Norton 1996: 
345, my emphasis).

Norton’s concluding remark, apart from being in tension with his 
“elimination thesis”1, since he seems to grant some important role for 
the particulars involved it this TE, elicit the need to analyse the func-
tion of the particulars involved in Galileo’s TE: very heavy, compact 
spherical objects of the same material falling in a rare medium such as 
air. More generally, the literature on TEs suffers from a major omission 
in analysing this TE: it does not tackle Galileo’s restriction, in the TE’s 
scenario and conclusion, to bodies of the same material. This omission 
is not proper to the Norton/Brown debate but is found in most of the lit-
erature. Of course, we fi nd here and there some mention. For instance, 
Gendler underlines in a footnote the “somewhat unfortunate practice of 
considering this thought experiment outside of both its historical and 
textual contexts” (Gendler 1998: 402, ft 8). She then briefl y mentions 
this restriction, however without analysing it, since she believes that 
for the purpose of her discussion “this constraint is irrelevant” (403, ft 
13). Even if she rightly concludes that the TE’s function is refutation-
al and claims that she doesn’t “think that the thought experiment in 
question shows anything more than that natural speed is independent 
of weight” (419), this restriction should not be left unanalysed if we 
want to understand the function and limit of Galileo’s TE and its role 
in both argumentative strategies.

1 “Thought experiments are arguments which contain particulars irrelevant to 
the generality of the conclusion. Thus any conclusion reached by a good thought 
experiment will also be demonstrable by an argument which does not contain these 
particulars and therefore is not a thought experiment” (Norton 1991: 131).
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This restriction has even puzzled many Galilean scholars. For in-
stance, at the end of his historical analysis of Galileo’s arguments and 
TEs (“experiences imaginaires”) since the De Motu (1590), Alexandre 
Koyré states that “Galileo’s mention of specifi c gravity—and this, in 
a reasoning in which it has nothing to do—is extremely curious. And 
even, historically, very important.”2 More recently, Palmieri (2005) and 
Van Dyck (2006) analysed the historical development of this TE and 
its restriction to bodies of the same material, which brought Palmieri 
to conclude that “[p]erhaps we need a new approach to the question of 
thought experiment, capable of integrating results from different dis-
ciplinary areas, such as, for instance, the history and philosophy of 
science and cognitive science. […] The all too clean baby of today’s de-
bate on the most beautiful thought experiment in the history of science 
[Galileo’s TE] should defi nitely be thrown out, and the bathwater care-
fully analyzed.” (Palmieri 2005: 238). Regrettably, this was not taken 
into account by most philosophers working on TEs. For instance, we 
still fi nd in the Stanford entry on TEs (2017, substantively updated in 
2014) and in Brown’s second version of his book (2010), that “Galileo 
showed that all bodies fall at the same speed with a brilliant thought 
experiment” (my emphasis).

I am in total agreement with Palmieri that history of science should 
play a central, at least a much greater role in the philosophical debate 
on TEs. Indeed, we have the general impression that the epistemologi-
cal literature on scientifi c TEs is mainly built on a-historical analysis 
of case studies. This is especially lamentable for Galileo’s falling bodies 
because the epistemological literature takes this TE as a canonical case 
study, while the a-historical analysis of this TE yields wide disagree-
ments about its conclusion(s), leading to divergences pertaining to its 
epistemic function. Thus, leading the epistemological literature on TE 
astray and turning an important debate into a red herring: the Norton/
Brown debate on TEs revolves, in part, around how Galileo’s TE jus-
tifi es its conclusions, by direct a priori access to laws of nature or by 
being a deductive argument. Nevertheless, the TE’s function is misrep-
resented as revealing and justifying a law of nature (Brown since 1986 
and even in a sense in Norton’s 1996 reply).

The philosophical literature is thus in need of a more careful histor-
ical analysis of Galileo’s TE and the following questions answered, be-
fore trying to analyse if and how the TE could justify its conclusion(s): 
What is the TE’s function (or intended conclusion) for Galileo? What is 
its role in Galileo (1590 and 1638)’s argumentative strategies? What is 
the function of the particulars involved in its scenario? What are the 
idealisations involved? Are these idealisations justifi ed? Since vacuum 
could not be explicitly assumed in the TE and thus its scenario takes 

2 “La mention par Galilée de la gravité spécifi que — et ce, dans un raisonnement 
où elle n’a que faire — est extrêmement curieuse. Et même, historiquement, très 
importante.” (my emphasis and translation, Koyré 1960: 203).



40 R. El Skaf, The Function and Limit of Galileo’s Falling Bodies TE

place in plenum, then how did Galileo take into account the multiple ef-
fects of the medium’s resistance? In case we assume vacuum (for mod-
ern readers), what conclusion could the TE lead to? Is this conclusion 
justifi ed? All these questions could be easily answered once we tackle 
the more general one: why is the TE restricted to bodies of the same 
material?

This paper aims at analysing the function and limit of Galileo’s fall-
ing bodies TE, which will provide answers to these questions. First in 
(2), I show that the TE’s function is only refutational; it aims at refut-
ing Aristotle’s theory of free-fall, one of its two principles to be precise, 
by showing that the falling body’s absolute weight could not cause di-
vergences in the speed of free-falling bodies. I thus retrace Galileo’s TE 
to its fi rst occurrence in the De Motu (1590) which explicitly indicates 
Galileo’s intention of “seeking causes of effects”. Second in (3), I analyse 
Galileo’s both argumentative strategies that led him to two incompati-
ble theories of free-fall. It will be shown that the TE’s restriction to bod-
ies of the same material is best understood when placing the TE in both 
1590 and 1638 argumentative strategies. I will argue that both strate-
gies aimed at exploring potential causal factors affecting divergences 
in speed of free-falling bodies: the TE aimed at eliminating absolute 
weight as a causal factor, which explains Galileo’s restriction to bodies 
of the same material, while both 1590 and 1638 subsequent arguments 
aimed at exploring specifi c weight as a causal factor, with confl icting 
conclusions. Third in (4), I analyse one small effect of the medium’s 
resistance that could not be taken into account in the TE, even by Gali-
leo’s choice of particulars; i.e. the medium’s disproportionate effect on 
the free-falling body’s surface to absolute weight ratio. This shows that 
the TE only works either if we can assume vacuum or by placing the 
TE in the whole argumentative strategy, where this small effect of the 
medium’s resistance is subsequently explained (which Galileo does in 
1638) and thus could be ignored in the TE. Finally in (5), I summarize, 
draw out two implications for the debate on TEs and restate answers 
to the above questions.

2. Absolute weight in the De Motu (1590) 
and the Discorsi (1638): same TE, same conclusion
Galileo3 fi rst introduced his TE in the De Motu, an unpublished manu-
script usually dated from the 1590’s. The TE appears in a larger argu-
mentative strategy intended to fi rst refute Aristotle’s theory of free-fall 
and then defend Galileo’s own early theory.

Galileo starts by clarifying the concepts of “heaviness” and “light-
ness”. He stresses that both should be understood by what we could 

3 Prior to Galileo, we fi nd a similar TE in the work of Jean Baptiste Benedetti 
(1553) who imagines a scenario involving the fall of two equal bricks, by themselves 
and then attached (cf. Koyré 1960: 203).
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call “specifi c weight” (even if Galileo is comparing equal volumes, not 
unit volumes of bodies), without explicitly defi ning the concept in the 
De Motu. Indeed, Galileo tells us that “a thing should be called heavier 
than another, if when a piece of it is taken, equal to a piece of the other, 
it is found to be heavier than the piece of the other” (Galileo 1590: 1).

Then Galileo distinguishes different ways in which “greater or less-
er swiftness of [natural] motion comes about” (Galileo 1590: 14). This is 
best understood when we divide, following Galileo, Aristotle’s theory of 
free-fall into two principles4: (i) natural speed is proportional to weight, 
(ii) natural speed is inversely proportional to the medium’s resistance 
or “density”:

[I]nequalities in the slowness and swiftness of motion occur in two ways: 
for either the same mobile is moved in different media [i.e. according to 
Aristotle’s principle (ii), the speed of a mobile is inversely proportional to 
the medium’s resistance]; or the medium is the same, but the mobiles are 
different [i.e. according to Aristotle’s principle (i), the speed of the mobile is 
proportional to its weight]. We will demonstrate shortly that in both cases 
of motion the slowness and swiftness depend on the same cause, namely, 
the greater or lesser heaviness [i.e. specifi c weight] of the media and of the 
mobiles; but fi rst we will show that the cause of such an effect which has 
been conveyed by Aristotle is insuffi cient. (Galileo 1590: 14, my emphasis5)

Galileo’s aim is to be found in this passage: he is seeking the causes of 
inequalities of slowness and swiftness of motion. He fi rst aims at show-
ing that the causes conveyed by Aristotle are either false—principle 
(i)—or insuffi cient—principle (ii). Galileo then aims to propose an early 
theory of free-fall, according to which the speed of a free-falling body 
is proportional to its specifi c weight (to be precise, minus the specifi c 
weight of the medium, see 3.1). This is how he proceeds.

Galileo starts by arguing against principle (ii) which states “that 
the cause of the slowness of motion is the thickness of the medium, and 
that of the speed, its subtlety” (p.14). Galileo aims at showing that this 
cause is insuffi cient, and he demonstrates this by appealing to exam-
ples where bodies, such as an infl ated bladder, fall slowly downwards 
in air, but fl y very swiftly upward when let go from deep in water. 

Then Galileo moves to principle (i), which is the purpose of the TE. 
4 This division will be again introduced in the Discorsi. For instance when 

Simplicio explains Aristotle’s argument against motion in void, he claims that 
Aristotle: “fi rst supposes bodies of different weights to move in the same medium; 
then supposes, one and the same body to move in different media. In the fi rst case, 
he supposes bodies of different weight to move in one and the same medium with 
different speeds which stand to one another in the same ratio as the weights; so that, 
for example, a body which is ten times as heavy as another will move ten times as 
rapidly as the other. In the second case he assumes that the speeds of one and the 
same body moving in different media are in inverse ratio to the densities of these 
media; thus, for instance, if the density of water were ten times that of air, the speed 
in air would be ten times greater than in water.” Galileo 1638/1914: [105–106] of the 
National Edition.

5 All emphasis in the subsequent quotes from the De Motu and the Discorsi are 
mine.
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This principle aims at describing the speed of mobiles falling in the 
same medium. For these mobiles, Galileo further distinguish between 
two cases:

[D]ifference between two mobiles can happen in two ways: for either they are 
of the same species, as, for example, both lead, or both iron; and they differ in 
size: or they are of different species, e.g. one iron, the other wood; they then 
differ from one another either in size and heaviness, or in heaviness and not 
in size, or in size and not in heaviness. (Galileo 1590: 15)

This distinction is crucial for what follows. Galileo will fi rst limit 
his arguments against Aristotle to the fi rst case; to bodies of the 
same species that differ only in size. For these bodies the difference 
in size is directly translated into a difference in absolute weight 
and most—not all (see 4)—of the effects of the medium’s resistance 
are the same. While for bodies of different species things are more 
complicated; they could differ in the three different ways enumer-
ated above (see Fig.1). After his TE, Galileo will analyse bodies of 
different specifi c weights and bodies falling in different media si-
multaneously (see 3.1).

Fig.1:Galileo’s De Motu analysis of the different ways 
inequalities in speed could come about

For bodies of the same species differing only in size (bottom left of 
Fig.1), Galileo starts by explicitly stating Aristotle’s principle (i):

Concerning those mobiles that are of the same species Aristotle has said, 
that the larger is moved faster [...] Aristotle wants mobiles of the same ge-
nus to observe between themselves in the speed of motion the ratio of the 
sizes that these mobiles have: and he says that very openly […], by affi rm-
ing that a large piece of gold is carried more swiftly than a small one. (Gali-
leo 1590: 15–16)
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For bodies of the same species, principle (i) amounts to saying that 
the speed of a free-falling body is proportional to its volume or ab-
solute weight. Galileo fi rst dismisses this principle on empirical, or 
semi-empirical observations:

How ridiculous this opinion is, is clearer than daylight: for who will ever 
believe that if, for example, [...] from a high tower, two stones, one being 
double the size of the other, were thrown at the same moment, that, when 
the smaller was at mid-tower, the larger would already have reached the 
ground?” (Galileo 1590: 16) 

Then Galileo moves away from empirical examples to several argu-
ments, the last one being his famous TE. Galileo starts by explaining 
his preference to appealing to non-empirical arguments in “seeking the 
causes of effects”:

[I]n order that we may always make more use of reasons than of examples 
(for we are seeking the causes of effects, which are not reported by experi-
ence), we will bring forth our way of thinking, whose confi rmation will result 
in the downfall of Aristotle’s opinion. (Galileo 1590: 16)

Galileo’s entire thought process is somehow nested in two Archime-
dean analogies. The fi rst concerns bodies fl oating on water, while the 
second concerns bodies heavier than water and thus sinking (see 3.1). 
Concerning the fi rst Archimedean analogy, Galileo claims that the rea-
son why bodies of the same species fall at the same speed is analogous 
to why a large beam and a small piece of wood fl oat on water:

We say, then, that mobiles of the same species (let those things be said to 
be of the same species that are constituted of the same material, such as 
lead or wood, etc.), though they may differ in size, are however moved with 
the same swiftness, and a larger stone does not go down more swiftly than 
a smaller one. Those who are surprised by this conclusion will also be sur-
prised that a very large beam can fl oat on water, just as well as a small piece 
of wood: for the reasoning is the same. (Galileo 1590: 16–17)

Before introducing his TE, Galileo fi rst proposes a three steps argu-
ment6 to explore this Archimedean analogy against Aristotle’s prin-
ciple (i):

In the fi rst, Galileo invites us to think about the behaviour of a 
wooden beam and a stick of the same wood fl oating on the surface of 
the water. Galileo asks to imagine that the water’s specifi c weight de-
creases to the point that it becomes lighter than the wood’s. Then he 
asks, “who would ever say that the beam would go down fi rst or more 
swiftly than the small piece of wood?” (Gal ileo 1590: 17).

In the second stage, Galileo reverses the strategy of the fi rst. In-
stead of the medium’s specifi c weight decreases, now the body’s specifi c 
weight increases. He asks to imagine a volume of wax that is gradually 
fi lled with sand until the mixture’s specifi c weight becomes bigger than 
the water’s. Galileo then asks: “who would ever believe, if we took a 
particle of such wax, say one hundredth of it, either that it would not 

6 Cf. Palmieri (2005: 226–227) for a similar analysis
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go down or that it would go down a hundred times more slowly than the 
totality of the wax?” (Galileo 1590: 17)

These analogies show Galileo’s emphasis on specifi c weight rather 
than absolute weight when analysing the speed of free-falling bodies. 
This is especially refl ected in the third stage, where he explores the 
analogy between a balance and bodies fl oating on water:

And it will be possible to experience the same thing in the balance: for if 
very large, equal weights are placed on each side, and then to one of them 
something heavy, but only modestly so, is added, the heavier will then go 
down, but not any more swiftly than if the weights had been small. And 
the same reasoning holds in water: for the beam corresponds to one of the 
weights of the balance, while the other weight is represented by an amount 
of water as great in size as the size of the beam: if this amount of water 
weighs the same as the beam, then the beam will not go down; if the beam 
is made slightly heavier in such a way that it goes down, it will not go down 
more swiftly than a small piece of the same wood, which weighed the same 
as an [equally] small part of the water, and then was made slightly heavier. 
(Galileo 1590: 17)

This third step can be interpreted as an exploration of the analogy be-
tween the role of absolute weight on the balance7 and the role of specifi c 
weight in the fl oatability of bodies on water:

In the fi rst case, the equilibrium of the balance is broken if one 
adds a weight on one arm of the balance in equilibrium. Whatever the 
material of these two weights or the added weight, what matters is the 
difference between the absolute weight that is already on the scale and 
the added weight. The mobile “falls”, so to speak, on an arm of the bal-
ance when an extra weight is added. This speed of fall does not depend 
on the initial body’s absolute weight, but on the difference between the 
absolute weight of the initial body and that of the added body. 

In the second case when analysing bodies sinking in water, this dif-
ference must be understood in terms of specifi c weight. It is when one 
changes the body’s specifi c weight that the equilibrium, which existed 
between the body and the water, is broken, and the fl oating body then 
sinks. It sinks with the same speed, whatever its volume or absolute 
weight, a beam or a stick of wood. The speed of fall does not depend on 
the initial body’s absolute weight, but on the difference between the 
specifi c weight of the fl oating body and the specifi c weight of the added 
body. Galileo will indeed defend at the end of his argumentative strat-
egy that the speed of a free-falling body is proportional to the specifi c 
weight difference between the mobile and the medium (see 3.1). But 
fi rst, Galileo will argue against Aristotle’s principle (i) with his TE.

7 Galileo will separate, in the Discorsi, from the idea that we could understand 
falling bodies by analogy to what happens in a balance, since bodies become 
weightless during their fall, a balance falling with a body cannot measure its weight. 
cf. Van Dyck 2006 for the analysis of the evolution of the role of the balance in 
Galileo’s reasoning on free-fall.
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2.1 The TE in the De Motu
Galileo introduces his TE as follows “[b]ut it is pleasing to confi rm this 
by another argument”. Its scenario is almost the same as that of the 
Discorsi, fi ve decades later. The difference is in Galileo’s justifi cation of 
the following mediativity principle:

And fi rst, let the following be presupposed: namely, if there are two mobiles, 
one of which is moved faster than the other, the combination of the two is 
moved more slowly than that part which was moved faster than the other, 
but more swiftly than the remaining part, which, alone, was carried more 
slowly than the other. (Galileo 1590: 17–18)

In the Discorsi, Galileo justifi es this supposition with the following 
theoretical axiom “each falling body acquires a defi nite speed fi xed by 
nature, a velocity which cannot be increased or diminished except by 
the use of force” (Galileo 1638/1914: [107]). In the De Motu, this sup-
position is justifi ed by appealing to two examples taken from empirical 
observations: the fi rst concerns two mobiles ascending in water8, while 
the second concerns two mobiles of different material falling in air: 

[I]f [...] two mobiles go down, one of which is carried more slowly than the 
other, as, for example, if one is wood, the other a bladder, which go down in 
air, the wood more swiftly than the bladder, we presuppose this: if they are 
combined, the combination will go down more slowly than the wood alone, 
but more swiftly than the bladder alone. For it is manifest that the swift-
ness of the wood will be retarded by the slowness of the bladder, while the 
slowness of the bladder will be accelerated by the speed of the wood; and 
similarly a certain motion intermediate between the slowness of the bladder 
and the swiftness of the wood will result. (Galileo 1590: 18)

Note that this justifi cation may seem to be out of place in the context 
of the TE, since Galileo considers, as in the version in the Discorsi, two 
bodies of the same material. Nevertheless, this mediativity supposi-
tion is not weakened: Galileo, through these examples, seems to give 
it an empirical, or semi-empirical justifi cation resulting from our daily 
experience.

Galileo then aims, with the following TE’s scenario, at showing an 
inconsistency between this mediativity principle and Aristotle’s prin-
ciple (i):

Let there be two mobiles of the same species, the larger a, and the smaller b; 
and, if it can be done, as our adversaries hold, let a be moved more swiftly 
than b. There are then two mobiles one of which is moved more swiftly than 

8 “As, for example, if we understand two mobiles, such as a piece of wax and an 
infl ated bladder, both of which are carried upward from deep water, but the wax 
more slowly than the bladder, we ask that it be conceded, that if they are combined, 
the combination will go up more slowly than the bladder alone, but more swiftly 
than the wax alone. Indeed this is very clear: for who doubts that the slowness of the 
wax will be diminished by the speed of the bladder, and, on the other hand, that the 
speed of the bladder will be retarded by the slowness of the wax, and that a certain 
motion intermediate between the slowness of the wax and the speed of the bladder 
will result?” (Galileo 1590: 18).
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the other; hence, according to what has been presupposed, the combination 
of the two will be moved more slowly than a alone: but the combination of 
a and b is larger than a alone: hence, contrary to our adversaries’ view, the 
larger mobile will be moved more slowly than the smaller; which would 
certainly be unsuitable. (Galileo 1590: 18)

That is in unfolding9 the TE’s scenario according to these two prin-
ciples, we arrive at an absurd result describing the composite body fall-
ing, at the same time, both faster and slower than the larger body a. 
Which brings Galileo to conclude:

Accordingly, let it be suffi ciently confi rmed that there exists no cause, per 
se, why mobiles of the same species should be moved with unequal speeds 
but there certainly is one why they should be moved with equal speed. But if 
there were some accidental cause, such as, for example, the shape of the mo-
bile, it must not be classifi ed amongst the causes per se. (Galileo 1590: 18)

This I submit is the function of the TE which is refl ected in Galileo’s 
own words in the De Motu: Galileo is isolating absolute weight in order 
to analyse it as a potential factor that could cause divergence in speed 
of free-falling bodies. He concludes, from his TE, that absolute weight 
could not be a causal factor and thus, contrary to Aristotle’s principle 
(i), bodies of the same material do not fall proportionally to their abso-
lute weight. Thus, bodies of the same material will fall with the same 
speed, if all “accidental” causes are accounted for. However, the TE re-
mains silent concerning the effects of other causal factors, in particular 
specifi c weight.

I add that the TE’s function will remain the same in the Discorsi 
(see 4), 5 decades later. The difference between these two occurrences 
of the same TE is to be found in the subsequent arguments that aimed 
at exploring specifi c weight as a potential causal factor, with two con-
fl icting conclusions. To see that, let us compare how Galileo defended 
two incompatible theories of free-fall with two different argumentative 
strategies in 1590 and then in 1638.

3. Specifi c weight in the De Motu (1590) 
and the Discorsi (1638): two argumentative strategies, 
two theories of free-fall
In this section I aim at showing how Galileo defended two different 
theories of free-fall with different arguments that followed the same 
TE. I will show that this difference could be traced to Galileo’s treat-
ment of specifi c weight as a causal factor. I will fi rst expose Galileo’s De 
Motu second Archimedean analogy which led him to defend his early 
theory of free-fall: in void all bodies fall with a speed proportional to 

9 Cf. El Skaf and Imbert (2013) for a defence of unfolding as a general task 
of science involved in several tools (computer simulations, real experiments and 
TEs). Cf. El Skaf Rawad (2016) ch.7 for an account of how TE reveal and resolve 
inconsistencies through a common structure which involves mentally unfolding TEs’ 
scenarios.
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their specifi c weights. Second, I will expose how in the Discorsi, Galileo 
eliminated specifi c weight as a causal factor to defend his fi nal theory 
of free-fall: in void, all bodies of any material, fall at the same speed. 

3.1 De Motu’s Archimedean analogy: 
specifi c weight is a causal factor
The De Motu provides a very interesting manuscript to understand the 
evolution of Galileo’s thought process, the limited function of his TE 
and his struggle with the causal role of specifi c weight, especially when 
compared with the Discorsi’s argumentative strategy. In the De Motu, 
having eliminated absolute weight as a causal factor with the TE, by 
restricting its scenario to bodies of the same material, Galileo now 
wants to show that for bodies of different species, Aristotle’s principle 
(i) is also false. First, Galileo—by building on the equality of speed for 
mobiles of the same species differing only in size—reduces his analysis 
of mobiles of different species, which differ in the three ways listed in 
Fig. 1, only to those differing “in heaviness and not in size”. He argues 
that “if the ratio of the motions of those mobiles that differ only in 
heaviness and not in size is given, the ratios of those that differ in any 
other way are also given” (Galileo 1590: 19). Then Galileo tackles both 
principles simultaneously:

And so, in order that we may fi nd this ratio and, against Aristotle’s way of 
thinking, show that in no way do mobiles observe the ratio of their heavi-
nesses, even if they are of different species, [i.e. principle (i)] we will demon-
strate things on which depends the answer not only to this investigation, 
but also to the investigation of the ratio of the motions of the same mobile 
in different media [i.e. principle (ii)]; and we will examine both questions 
simultaneously. (Galileo 1590: 19)

Galileo will examine both principle simultaneously with his second Ar-
chimedean analogy. Recall the fi rst (see 2) Archimedean analogy con-
cerned a large beam and a small piece of wood fl oating on water and 
Galileo used it to refute principle (i) for bodies of the same material. 
Galileo will build on the following second analogy to refute both prin-
ciples and to defend his early theory of free-fall:

[A]ll these things will easily be drawn from the following demonstration. I 
say, then, that a solid magnitude heavier than water is carried downward 
with as much force as that by which a quantity of water, having a size equal 
to the size of the same magnitude, is lighter than this magnitude.” (Galileo 
1590: 23)

Galileo provides several proofs of this latter claim (cf. Palmieri 2005: 
229) and then concludes following this Archimedean analogy and con-
trary to principle (ii) that:

[T]he same mobile going down in different media, observes in the swiftness 
of its motions, the ratio to one another of the excesses of its own heaviness 
over the heavinesses of the media: thus if the heaviness of the mobile is 8, 
but the heaviness of a size of one medium, equal to that of the mobile, is 6, 
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then the swiftness of this body will be 2; if the heaviness of an amount of 
the other medium, equal to the size of the mobile, is 4, then the swiftness 
of the mobile, in this medium, will be 4. It is therefore evident that these 
swiftnesses will be to one another as 2 and 4; and not as the thicknesses or 
the heavinesses of the media, which is what Aristotle wanted, which are to 
one another as 6 and 4 (Galileo 1590: 24)

Galileo then applies the same reasoning to the fall of different bodies in 
the same medium, and concludes contrary to principle (i):

Similarly the answer to the other question is evident: namely, what ratio 
the speeds of mobiles equal in size, but unequal in heaviness, observe with 
one another in the same medium. For the speeds of such mobiles will be to 
one another as the excesses by which the heavinesses of the mobiles exceed 
the heaviness of the medium: thus, for example, if two mobiles are equal in 
size, but unequal in heaviness, the heaviness of one being 8, and of the other 
6, but the heaviness of an amount of the medium, equal in size to the size 
of one of the two mobiles, is 4, then the swiftness of the former mobile will 
be 4, and that of the latter will be 2. Hence these speeds will observe the 
ratio of 4 to 2; and not that which is between the heavinesses, namely 8 to 
6. (Galileo 1590: 24)

Put differently, Galileo’s early theory describes the speed of free-falling 
bodies as an Archimedean ratio (a subtraction), not geometric (a divi-
sion) as Aristotle’s wanted: The speed is not W/R (Weight/Resistance), 
but proportional to Wb—Wm (Wb and Wm being the specifi c weights of 
the body and the medium respectively)10. Thus, according to this early 
theory, in void where Wm = 0, mobiles fall proportionally to their spe-
cifi c weight:

Thus, in a void also a mobile will be moved in the same way as in a plenum. 
For in a plenum a mobile is moved swiftly according to the excess of its own 
heaviness over the heaviness of the medium through which it is moved; and 
thus in a void it will be moved according to the excess of its heaviness over 
the heaviness of the void: since this is null, the excess of the heaviness of the 
mobile over the heaviness of the void will be the total heaviness of this same 
mobile; thus it will be moved swiftly according to its own total heaviness. 
(Galileo 1590: 32)

That is in the De Motu, Galileo defends that specifi c weight is a causal 
factor affecting speed, even in void. In addition, this theory is consis-
tent with the TE since specifi c weight is a mediative property. That is 
combining in the TE’s scenario two bodies of different specifi c weights 
results in a body whose specifi c weight lies between the specifi c weights 
of the two constituent bodies. Which means that—according to the me-
diativity principle, but also according to the De Motu’s theory—the 
combined body should fall at an intermediate speed. To see this, con-
sider Gendler’s reconstructed argument which aims at revealing a con-
tradiction between 3 premises; i.e. (1) speed is mediative, (2) absolute 
weight is additive (3) natural speed is directly proportional to absolute 
weight. This shows a contradiction since a “mediative property cannot 

10 Cf. Koyré (1960) and Van Dyck (2006) for a similar formula.
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be directly proportional to one that is additive” (Gendler 1998, p.404). 
But we can rewrite the argument as follows without any contradic-
tion: (1) speed is mediative, (2) specifi c weight is mediative (3) natural 
speed is directly proportional to specifi c weight. As we will see (3.2), in 
the Discorsi Galileo needed additional arguments to eliminate specifi c 
weight as a causal factor.

Finally, it should be noted that Galileo, immediately after defend-
ing the Archimedean ratios in plenum, notes that “a very great dif-
fi culty arises here: it will be found that these ratios are not observed 
by one who has made a test.” However, without exploring this further, 
since he is convinced that “[i]t is necessary fi rst to examine certain 
things which have not yet been inspected. For it is necessary, fi rst, to 
see why natural motion is slower at the beginning.” (Galileo 1590: 24)

3.2 Discorsi’s limiting case argument: 
specifi c weight is probably not a causal factor
Five decades later, the same TE was reused by Galileo for the same 
purpose. However, the TE now constituted the fi rst step of a more 
complex argumentative strategy which spans for 30 pages. Following 
the TE, Galileo will now propose two additional arguments, which will 
bring him to eliminate specifi c weight as a causal factor and to defend 
his fi nal theory of free-fall: in void, all bodies fall at the same speed. 
This is how he argued. Following the TE, the second step consisted of a 
limiting case argument:

SALV. [...] in a medium of quicksilver, gold not merely sinks to the bottom 
more rapidly than lead but it is the only substance that will descend at all; 
all other metals and stones rise to the surface and fl oat. On the other hand 
the variation of speed in air between balls of gold, lead, copper, porphyry, 
and other heavy materials is so slight that in a fall of 100 cubits a ball of 
gold would surely not outstrip one of copper by as much as four fi ngers. Hav-
ing observed this I came to the conclusion that in a medium totally devoid 
of resistance all bodies would fall with the same speed. (Galileo 1638/1914: 
[116])

It is thus this “observation”, not the TE, that brought Galileo to the 
conclusion that in void, all bodies would fall at the same speed. Hav-
ing observed that the variation of speed, of bodies of different specifi c 
weights, becomes less and less important with the ratifi cation of the 
medium, we could extrapolate what will happen at the limit in a me-
dium totally devoid of resistance:

[...] if we fi nd as a fact that the variation of speed among bodies of different 
specifi c gravities is less and less according as the medium becomes more 
and more yielding, and if fi nally in a medium of extreme tenuity, though not 
a perfect vacuum, we fi nd that, in spite of great diversity of specifi c gravity 
[peso], the difference in speed is very small and almost inappreciable, then 
we are justifi ed in believing it highly probable that in a vacuum all bodies 
would fall with the same speed. (Galileo 1638/1914: [117])
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But, as it is made explicit by Galileo, we are justifi ed in believing that 
in void all bodies fall at the same speed, only as “highly probable”11. In 
fact, this is the case since this limiting case argument is also consistent 
with the De Motu early theory: at the limit, and therefore in a vacuum, 
the differences in speed between two falling bodies with different spe-
cifi c weights could only be small, not null. As shown in Palmieri’s dia-
grams (Fig.2), both Galilean theories predict divergences in the speed 
of falling bodies of different materials in plenum. In addition, both 
theories are consistent with this limiting case argument since they 
also predict that this divergence decreases with the ratifi cation of the 
medium. However, in void, the two theories give two different predic-
tions: in the diagram to the left, with the “restricted” De Motu’s theory, 
when the resistance of the medium becomes null, there will always be 
a small difference in the speed of falling bodies of different material. In 
void, the sphere made of gold falls faster than the one made of gold + 
silver, since specifi c weight is a causal factor according to the De Motu’s 
theory. While in the diagram on the right, with the “general” Discorsi 
theory, the speed of all falling bodies will be identical in void, since 
specifi c weight is no longer a causal factor.

Fig.2: Inequalities in speed according to both theories 
(Palmieri 2005: 234)

Galileo needed one additional step in his argumentative strategy in 
order to pass from “highly probable” to “confi rming” his theory of free-
fall. Which will provide him with a way to choose between his early and 
fi nal confl icting theories, that is to make a theoretical choice. Galileo 
will provide an argument which aims at eliminating specifi c weight as 
a causal factor affecting the speed of free-falling bodies in void.

3.3 Discorsi’s constant cause, constant effect argument or fall from 
small and high altitudes: specifi c weight is not a causal factor
Galileo starts by setting up the stage for his analysis of different bodies 
falling from different altitudes. Salviati fi rst raises and answers the 
following question:

11 This is also explicit in Galileo’s Postils to Rocco (ca. 1634–1635) where he also 
uses the same TE and arguments as in the Discorsi (cf. Palmieri 2005: 232–233).
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SALV. [...] Now, Simplicio, if we allow these two bodies [an infl ated bladder 
and a mass of lead having the same size] to fall from a height of four or six 
cubits, by what distance do you imagine the lead will anticipate the blad-
der? You may be sure that the lead will not travel three times, or even twice, 
as swiftly as the bladder, although you would have made it move a thousand 
times as rapidly. (Galileo 1638/1914: [117])

To which Simplicio agrees, but adds that if they fall from a high alti-
tude the difference will be bigger:

SIMP. It may be as you say during the fi rst four or six cubits of the fall; but 
after the motion has continued a long while, I believe that the lead will have 
left the bladder behind not only six out of twelve parts of the distance but 
even eight or ten. (Galileo 1638/1914: [117])

Which will provide Salviati with the opportunity to analyse this diver-
gence in speed of fall from different altitudes, all the while confi rming 
that specifi c weight could not be a causal factor:

SALV. I quite agree with you and doubt not that, in very long distances, 
the lead might cover one hundred miles while the bladder was traversing 
one; but, my dear Simplicio, this phenomenon which you adduce against 
my proposition is precisely the one which confi rms it. (Galileo 1638/1914: 
[117–118])

Galileo passes thus from “highly probable” following his limiting case 
argument, to “confi rms” now. Here is how he argues with a constant 
cause, constant effect argument12:

SALV. [...] Let me once more explain that the variation of speed observed in 
bodies of different specifi c gravities is not caused by the difference of specifi c 
gravity but depends upon external circumstances and, in particular, upon 
the resistance of the medium, so that if this is removed all bodies would fall 
with the same velocity; and this result I deduce mainly from the fact which 
you have just admitted and which is very true, namely, that, in the case of 
bodies which differ widely in [specifi c] weight, their velocities differ more 
and more as the spaces traversed increase, something which would not oc-
cur if the effect depended upon differences of specifi c gravity. For since these 
specifi c gravities remain constant, the ratio between the distances traversed 
ought to remain constant whereas the fact is that this ratio keeps on in-
creasing as the motion continues (Galileo 1638/1914: [118])

That is, when observing two bodies of different specifi c weights free-
falling from a small and a high altitude, we realize that from a small 
altitude the difference in speed is so small that is barely observable, 
while from a high altitude the difference in their speed increases as the 
spaces traversed increase. Since from a constant cause we should get a 
constant effect, differences in specifi c weights, which remains constant, 
should cause the same variation of speed from small and high alti-
tudes. Having observed that this variation of speed is not constant, but 
increases during the fall, we could conclude that differences in specifi c 
weights cannot cause this variation of speed, which should be caused 
by external factors; i.e. the resistance of the medium. Thus in void, 

12 Cf. Koyré (1960: 213) for a similar analysis
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when the medium’s resistance is removed, all bodies would fall with 
the same speed.

But Simplicio remains unpersuaded that this difference in speed 
should be caused by the medium’s resistance, in such a way that if 
removed, all bodies would fall at the same speed. He will thus question 
the reason as to why the same medium produces different effects with 
the increase of the altitude of fall. Since the medium does not change 
as well, it should also produce a constant effect:

SIMP. Very well: but, following your own line of argument, if differences of 
weight in bodies of different specifi c gravities cannot produce a change in 
the ratio of their speeds, on the ground that their specifi c gravities do not 
change, how is it possible for the medium, which also we suppose to remain 
constant, to bring about any change in the ratio of these velocities? (Galileo 
1638/1914: [118])

Which provides Galileo the opportunity to meet this “clever” objection 
by explaining how the effect of the medium’s resistance increases with 
acceleration:

SALV. […] There is […] an increase in the resistance of the medium, not 
on account of any change in its essential properties, but on account of the 
change in rapidity with which it must yield and give way laterally to the 
passage of the falling body which is being constantly accelerated. (Galileo 
1638/1914: [119])

That is, the medium’s resistance is treated differently in the De Motu 
and the Discorsi: In the latter, the medium not only makes the body 
lighter as in the De Motu, it also has a frictional effect, which keeps 
on increasing until the falling body reaches its terminal velocity: “the 
speed [of the falling body] reaches such a point and the resistance of the 
medium becomes so great that, balancing each other, they prevent any 
further acceleration and reduce the motion of the body to one which is 
uniform and which will thereafter maintain a constant value.” (Galileo 
1638/1914: [118]).

The effect of specifi c weight is also treated differently in the De 
Motu and the Discorsi, in plenum and in void. In the former, the young 
Galileo defended that speed of fall is proportional to the specifi c weight 
difference between the mobile and the medium, which brought him to 
conclude that in void, where the medium’s specifi c weight is null, speed 
is proportional to the mobile’s specifi c weight. While in the Discorsi, 
the difference in speed that we observe in plenum for two free-falling 
bodies, of different specifi c weights, does not translate to a difference 
in speed in void, since:

[Specifi c] weight is the means employed by the falling body to open a path 
for itself and to push aside the parts of the medium, something which does 
not happen in a vacuum where, therefore, no difference [in speed] is to be 
expected from a difference of specifi c gravity. (Galileo 1638/1914: [118])

Put differently, while the De Motu’s theory could be written as follows 
V ~ Wb – Wm (see 3.1), the Discorsi’s theory could be written as follows: 
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V = Vo [Wb – Wm]/Wb (Wb and Wm are as before the specifi c weights of 
the body and the medium, Vo is the speed in void)13. Thus in void where 
Wm = 0, all bodies fall at the same speed Vo.

Finally, Galileo will provide an empirical test: since measuring this 
variation in speed of two bodies falling from small heights was tech-
nically impossible at his time, and so “if there be a difference it will 
be inappreciable”, Galileo will propose to substitute these observations 
by observations on pendulums with equal bobs made from different 
material. In these experiments Galileo could “repeat many times the 
fall through a small height” in such a way that they become “not only 
observable, but easily observable” (Galileo 1638/1914: [128]). But this, 
as Palmieri notes, is a different story.

4. Ignoring the medium’s resistance 
without assuming vacuum
We could now answer the question asked in the introduction, why is 
the TE restricted to bodies of the same material, as follows: Galileo, in 
restricting his TE’s scenario to bodies of the same material, was able 
to isolate and eliminate absolute weight as a causal factor and to post-
pone his analysis of specifi c weight and the medium’s resistance. That 
is, Galileo in his TE only addressed principle (i), without making any 
reference to the effects of the medium’s resistance, which is described 
in Aristotle’s principle (ii). In this section I aim to analyse if Galileo 
was justifi ed in ignoring the medium’s resistance, without assuming 
vacuum. In fact, this assumption which is usually legitimate if the con-
text were different, could not be explicitly made by Galileo: the TE ap-
pears in a larger discussion concerning the existence of vacuum and the 
possibility of motion in void, which makes any explicit assumption of 
vacuum inadmissible in the TE.14

Atkinson and Peijnenburg (2004) set out to analyse the speed (ac-
celeration and terminal velocity) of fall of bodies in different situations: 
bodies of different material falling in plenum and in void, from the 
same altitude and different altitudes, from small and high altitudes, 
etc. This analysis, even it is irrelevant to and consistent with Galileo’s 
TE as analysed here (since I defend that Galileo’s TE is only refutation-
al15), remains interesting in its own right: it shows the complexity of 

13 Cf. Koyré (1960) and Van Dyck (2006) for a similar formula.
14 Indeed, assuming vacuum at this point in the TE could invite the Aristotelian 

to reject the TE on the ground that void is impossible. cf. El Skaf (2016) ch.7 for an 
analysis of how TEs could fail and El Skaf (2017) for an analysis of the notion of 
possibility at play in TEs.

15 Which seems in line with Atkinson and Peijnenburg analysis as summarized 
in 2007: “As a destructive thought experiment, refuting the Aristotelian theory of 
falling bodies, we deem Galileo’s thought experiment to be unparalleled, one of the 
best. But as a constructive thought experiment, claiming that all bodies fall at the 
same rate, it has a serious fl aw. For it fails to make explicit a hidden assumption 
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taking into account all relevant causal factors—known (e.g. medium’s 
resistance in plenum) or even unknown (e.g. inhomogeneous gravita-
tional fi eld of the earth, even in void) by Galileo—that could affect the 
speed of free-falling bodies.

Some interesting parts of this analysis, which are directly related 
to Norton’s quote in the introduction concerning Galileo’s “hidden” as-
sumption 8a—i.e. speed of fall depends only on the body’s weight –, are 
in fact explicitly addressed by Galileo in the Discorsi. This is fi rst re-
fl ected in Galileo’s choice of particulars involved in his TE’s scenario—
bodies made of the same material and have the same shape differing 
only in size—and second by Galileo’s analysis of a small effect of the 
medium’s resistance affecting even these particulars. 

First, directly after the TE, Galileo underlines that:
Aristotle declares that bodies of different weights, in the same medium, 
travel (in so far as their motion depends upon gravity) with speeds which 
are proportional to their weights; this he illustrates by use of bodies in 
which it is possible to perceive the pure and unadulterated effect of grav-
ity [i.e. absolute weight], eliminating other considerations […] which are 
greatly dependent upon the medium which modifi es the single effect of grav-
ity alone (Galileo 1638/1914: [109]) (Galileo 1638/1914: [109]) 

Put  differently, Galileo is making Norton’s hidden assumption 8a but 
without assuming vacuum. By his choice of particulars Galileo is con-
sidering a situation, like Aristotle did, in which absolute weight is the 
only causal factor and it is possible to perceive its pure and unadulter-
ated effect. But Galileo is not making this assumption to argue from his 
TE that all bodies fall at the same speed, as in Norton’s TE-argument 
(Norton 1996: 341–343)—since even assuming 8a, bodies could fall pro-
portionally to their specifi c weights as we have seen in (3.1) –, but to 
show that absolute weight could not be a causal factor, contrary to Ar-
istotle’s principle (i) or any other theory linking differences in speed to 
differences in absolute weight.

Second and more subtly, Galileo knew that even for these bodies, 
most, not all of the effects of the medium’s resistance could be taken 
into account in his TE. Most, not all since one small effect of the me-
dium’s resistance remains disproportional for larger and smaller bod-
ies. Indeed, just before the above quote, Galileo makes reference to this 
small effect when he claims that “[y]ou fi nd, on making the experiment, 
that the larger outstrips the smaller by two fi nger-breadths” and then 
dismisses this difference on the account that Simplicio would “not hide 
behind these two fi ngers the ninety-nine cubits of Aristotle”.

Finally and most importantly, at the end of his argumentative strat-
egy Galileo comes back to this small effect and sets out “to explain how 
one and the same medium produces such different retardations in bodies 
which are made of the same material and have the same shape, but dif-

that is not always applicable, namely that the rate of fall of a body depends only on 
its weight, and on nothing else.” (207)
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fer only in size” (Galileo 1638/1914: [132]). For Galileo this explanation 
“requires a discussion more clever than” the previous explanations of 
the different effects of the medium’s resistance. Galileo’s solution lies in:

[T]he roughness and porosity which are generally and almost necessarily 
found in the surfaces of solid bodies. […] in the motion of falling bodies these 
rugosities strike the surrounding fl uid and retard the speed; and this they 
do so much the more in proportion as the surface is larger, which is the case 
of small bodies as compared with greater. (Galileo 1638/1914: [132])

That is, the medium affects disproportionally even the two falling mo-
biles involved in the TE’s scenario. The medium’s resistance is more 
important the bigger the mobile’s surface to absolute weight ratio is. 
The medium thus affects less the speed of fall of the larger mobile than 
that of the smaller one, since the former have a smaller surface to ab-
solute weight ratio than the latter (for which Galileo provides a geo-
metrical proof, Galileo 1638/1914: [133–134]). The larger mobile will be 
less retarded by the medium and thus will have a greater speed. Which 
means that, in the context of the TE where Galileo is in no position to 
assume vacuum, the larger mobile falls faster than the smaller one. If 
we take this effect into account in the TE’s scenario, then it is hard to 
see how even the destructive conclusion could be obtained. Galileo thus 
needed to ignore this small effect of the medium’s resistance in order to 
refute Aristotle’s principle (i).

If we don’t ignore this effect of the medium’s resistance, then 
how should we analyse the TE. One option, which rather complicates 
things, is to analyse how the two bodies are tied together: are they 
merely united or smelted together. This point has already been raised 
by Gendler (1998) and Atkinson and Peijnenburg (2004). In analys-
ing Norton’s hidden assumption 8a and Gendler’s reconstructed argu-
ment, Atkinson and Peijnenburg correctly explain that if we take into 
account this small effect of the medium’s resistance, then things get 
complicated, since “two lead spheres of different weights (and therefore 
with different volumes), will have different terminal velocities. If they 
are tied together side-by-side, the terminal velocity of the united sys-
tem will lie between the terminal velocities of the constituents [... and 
Galileo is justifi ed in refuting Aristotle’s principle (i)]. If, on the other 
hand, the spheres are melted and recast as one sphere of weight equal 
to the sum of the weights of the two original spheres, then the terminal 
velocity of the united system will be greater than those of either of the 
constituents. The reason [as we saw Galileo was aware] is that the re-
tarding viscous force is a function of both the velocity and of the surface 
area of the falling body. The smelted sphere falls more quickly than the 
united spheres because the surface of the former is smaller than the 
combined surfaces of the latter.” (p. 123) In this latter case, Galileo is 
no longer able to refute Aristotle’s principle (i), since the smelted body 
falls faster than its constituents. That is, the mediativity principle no 
longer applies for smelted bodies.
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I submit that there is no need to complicate the TE’s analysis: Gali-
leo is in a position to ignore this small effect of the medium’s resistance 
since the TE appears in a larger argumentative strategy in which Gali-
leo comes back to this effect and explains it.

5. Conclusion
Let us summarize and conclude. In this paper I aimed at clarifying the 
reasons behind Galileo’s restriction, in the TE’s scenario and conclu-
sion, to bodies made of the same material. This restriction turned out 
to be of central importance to understanding the function and limit of 
the TE. I retraced the history of this TE to its fi rst occurrence in the De 
Motu and showed that the TE is only refutational; it aimed at refuting 
Aristotle’s principle (i) by showing that absolute weight could not be a 
causal factor.

I then exposed how Galileo, following the same TE, defended two 
incompatible theories of free fall and I argued that both theories could 
be traced to Galileo’s analysis of specifi c weight: following a hasty Ar-
chimedean analogy, the young Galileo maintained specifi c weight as 
a causal factor and defended an early theory of free-fall according to 
which speed is proportional to specifi c weight, even in void. Five de-
cades later and with two new arguments, Galileo eliminated specifi c 
weight as a causal factor and defended his fi nal theory of free-fall ac-
cording to which in void, all bodies fall at the same speed.

I fi nally showed that Galileo, in the TE, needed to ignore one small 
effect of the medium’s resistance affecting even the kind of particulars 
involved in the TE’s scenario: bodies made of the same material and 
having the same shape, differing only in size. This effect either compli-
cates the TE if it is taken into account, or Galileo is justifi ed in ignor-
ing it only when we analyse the TE as part of a general argumentative 
strategy in which Galileo comes back to this small effect and explains it.

In conclusion, we could draw out from this historical analysis at 
least the following two implications for the debate on TEs.

First contra Norton’s “irrelevant particulars” and elimination thesis 
(see ft 1), in appraising TEs it seems crucial to analyse the function(s) of 
some of the details involved in their scenarios, instead of trying to elimi-
nate them. Indeed, some particulars involved in a TE’s scenario have 
a crucial function. In Galileo’s TE, they permit to isolate the effect of 
absolute weight without assuming vacuum. Of course some particulars 
are irrelevant, for instance the two falling bodies could be yellow or blue, 
weight 8 and 4 kg or 12 and 6 kg, however they should be made of the 
same material and have the same shape, if not absolute weight could no 
longer be isolated as a causal factor. In addition, following the TE and 
Norton’s quote in the introduction, the equality in speed only applies to 
“special cases”, that is to the kinds of particulars involved in the TE’s 
scenario for which we could ignore the effect of the medium’s resistance. 
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Which is not the case for any two free-falling bodies, even of the same 
material. For instance, for bodies having a different shape, such as a 
nugget of gold and a leaf of gold (example given by Galileo), the medium’s 
resistance could no longer be ignored without assuming vacuum.

Second contra Brown, it is clear that Galileo’s TE could not, and 
even did not reveal, and a fortiori justify a law of nature—i.e. in void, all 
bodies fall at the same speed—platonically or otherwise. For the simple 
reason that following the TE, and even if we assume vacuum, we still 
don’t know if bodies fall proportionally to their specifi c weight (1590) or 
not (1638). The TE, restricted to bodies of the same material having the 
same shape, allows Galileo to isolate and eliminate absolute weight as 
a causal factor, but remains silent concerning other causal factors, in 
particular specifi c weight (see 3). At most, the TE could lead to a weaker 
reading of the law; i.e. all bodies of the same material fall at the same 
speed. However, this conclusion follows if the medium’s resistance is the 
only remaining causal factor (see answer to the last question below) and 
if we are justifi ed in idealizing all of its effects, in such a way that we 
could say, following the TE, that a nugget of gold falls at the same speed 
than a leaf of gold, which amounts to assuming vacuum.

Finally, answers to the questions formulated in the introduction 
are found explicitly throughout the paper, let me restate them brief-
ly here for clarity: What is the TE’s function (or intended conclusion) 
for Galileo? To show that absolute weight is not a causal factor, thus 
refuting Aristotle’s principle (i). What is its role in Galileo (1590 and 
1638)’s argumentative strategies? To eliminate absolute weight as a 
causal factor, thus paving the way to analyse specifi c weight and the 
medium’s resistance. What is the function of the particulars involved 
in its scenario? To isolate absolute weight in order to eliminate it as a 
causal factor. What are the idealisations involved? Void is not explicitly 
assumed, but one small effect of the medium’s resistance is ignored. 
Are these idealisations justifi ed? Yes, if we analyse the TE in the gen-
eral strategy where this small effect is subsequently explained. Since 
vacuum could not be explicitly assumed in the TE and thus its scenario 
takes place in plenum, then how did Galileo take into account the mul-
tiple effects of the medium’s resistance? Most of them were taken into 
account by Galileo’s choice of particulars, one small effect was ignored 
but then later explained. In case we assume vacuum (for modern read-
ers), what constructive conclusion could the TE lead to? At most, the 
TE could lead to the following: in void, all bodies of the same material 
fall at the same speed. Is this conclusion justifi ed? Yes, if there are no 
remaining causal factors. But as shown in Atkinson and Peijnenburg 
(2004: 124–125) and unbeknown to Galileo, different causal factors 
could affect speed, even in void. For instance, the earth inhomogeneous 
gravitational fi eld affects disproportionally the acceleration of bodies of 
the same material when they are dropped from different heights.
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Numerous philosophers have recently tried to defend physicalism regard-
ing phenomenal consciousness against dualist intuitions, by explaining 
the existence of dualist intuitions within a purely physicalist framework. 
David Papineau, for example, suggested that certain peculiar features 
of some of our concepts of phenomenal experiences (the so-called “phe-
nomenal concepts”) led us to commit what he called the “Antipathetic 
Fallacy”: they gave us the erroneous impression that phenomenal expe-
riences must be distinct from purely physical states (the “intuition of 
distinctness”), even though they are not. Papineau’s hypothesis has been 
accepted, though under other names and in different forms, by many 
physicalist philosophers. Pär Sundström has tried to argue against Pap-
ineau’s account of the intuition of distinctness by showing that it was 
subjected to counterexamples. However, Papineau managed to show that 
Sundström’s counterexamples were not compelling, and that they could 
be answered within his framework. In this paper, I want to draw inspi-
ration from Sundström, and to put forth some refi ned counterexamples 
to Papineau’s account, which cannot be answered in the same way as 
Sundström’s. My conclusion is that we cannot explain the intuition of 
distinctness as the result of a kind of “Antipathetic Fallacy”.

Keywords: Consciousness, dualism, physicalism, introspection, 
concepts, intuition.

Introduction
Many philosophers recognize that phenomenal consciousness seems 
to pose a metaphysical problem. On the one hand, we have various 
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reasons to suppose that physicalism is true. Physicalism is the thesis 
that phenomenal states are fully identical with physical states (broadly 
construed, as to include physically realized functional states), such as 
brain states. On the other hand, the identity of phenomenal states and 
physical states appears very counter-intuitive. This is rendered mani-
fest when we focus introspectively on one of our current experiences: 
how can this (say, this sensation of pain) be the same thing as some 
electrochemical activity that takes place in my brain? 

Some dualist philosophers have argued that this intuition, once 
elaborated and transformed into arguments, simply shows that phe-
nomenal states are really distinct from physical states. Others have 
tried to defend physicalism against this intuition, by giving an expla-
nation of this intuition in a purely physicalist framework. For example, 
they have tried to show that this intuition is a by-product of certain 
(purely physical) features of some of our concepts of phenomenal states 
–concepts of phenomenal states which are notably applied through in-
trospection, and which are called “phenomenal concepts”. 

One particular line of thought has emerged as especially popular: 
some philosophers, such as David Papineau (Papineau 1993, 2002, 
2007), have tried to explain this dualist intuition (which Papineau la-
belled the “intuition of distinctness”) as being the result of a peculiar 
feature of phenomenal concepts. These concepts, according to Papine-
au, display a “use/mention feature”: whenever a subject uses them, she 
tends to activate the very experience thought about via this concept, or 
at least a “faint copy” of this experience. For this reason, when we think 
about phenomenal experiences qua experiences, i.e. with phenomenal 
concepts, our thought has a distinctive feeling, which it has not when 
we think about the same states qua brain states, using purely physical 
concepts. We then succumb to a fallacy that Papineau calls the “Anti-
pathetic Fallacy”, when we infer that this phenomenological difference 
between the two thoughts indicates that the thing thought about with 
a phenomenal concept must be itself different from the thing thought 
about with a purely physical concept.

Pär Sundström (Sundström 2008) addressed an objection to this 
physicalist account of the intuition of distinctness. He tried to show, 
on the basis of an imaginary counterexample, that this account cannot 
be correct, as it makes false predictions. It predicts that an intuition of 
distinctness should arise in a case in which it obviously doesn’t. David 
Papineau answered this objection, by showing that it was possible to 
reinterpret Sundström’s counterexample in order to make it harmless 
for his own account. In this paper, I want to draw inspiration from 
Sundström. I will formulate new counterexamples, inspired by Sund-
ström’s, which I think cannot be answered in the same way. I will then 
use these counterexamples to make a case for the idea that we cannot 
explain the intuition of distinctness as resulting from the “Antipathetic 
Fallacy” described by Papineau.
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In a fi rst section, I will explain how, in Papineau’s theory, the anti-
pathetic fallacy is supposed to account for the existence of the intuition 
of distinctness in a physicalist framework. In a second section, I will 
expose Sundström’s criticism, as well as Papineau’s answer to this criti-
cism. In a third section, I will present two thought experiments, one of 
which is a clear counterexample to Papineau’s account but cannot be 
answered in the same way as Sundström’s objection. In a fourth section, 
I will present more thought experiments—with the aim of showing that 
the intuition of distinctness really has little to do with a hypothetical 
“use/mention” feature of phenomenal concepts. In a fi fth section, I will 
consider one possible response to my argument, and I will try to counter 
it. The sixth section will be devoted to concluding remarks

1. The antipathetic fallacy 
and the intuition of distinctness
Phenomenal states are states such that there is something it is like to 
be in these states. A headache, a visual sensation of red, an olfactory 
sensation of honeysuckle, are typical examples of phenomenal states. 
These states are said to be endowed with phenomenal properties, which 
are properties in virtue of which these states are such that there is 
something it is like to be in them, and which are properties that deter-
mine what it is like to be in these states. Being a visual sensation of red, 
for example, that we can also label “phenomenal redness”, is a typical 
example of a phenomenal property.

We have numerous reasons to think that these properties must be 
wholly identical with physical properties—broadly construed, as to in-
clude physically realized functional properties.1 However, we are often 
deeply puzzled when we focus on our phenomenal states, and when 
we then try to think that they are fully identical with physical states, 
merely endowed with physical properties. How can this (thought by 
focusing, say, on a current visual sensation of red) be the same thing as 
a certain electrochemical activity in my visual cortex? Many of us, even 
convinced physicalists, admit that it seems to be a mystery. It has been 
said that in this kind of situation we face an explanatory gap (Levine 
1983, 2001). David Papineau described this situation by saying that, in 
these cases, we encounter a strong intuition of distinctness (Papineau 
2002): the intuition that our phenomenal states are not identical with 
physical states,2 but truly are distinct from them. This explanatory gap 

1 These reasons have generally mostly to do with causal considerations (Levine 
2001: Chapter 1; Papineau 2002, Chapter 1). I won’t expound them here, as my goal 
is not to argue in favor of physicalism.

2 I take these two descriptions of the issue to be roughly equivalent. This is 
confi rmed by Levine’s own words: “Whether we think of [the explanatory gap] as 
an explanatory gap or a distinctness gap, the problem is really the same” (Levine 
2007: 148). Also see (Papineau 2011) for the idea that the explanatory gap has to be 
interpreted as constituted by the intuition of distinctness.
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(or intuition of distinctness) fuels, in one way or in another, many anti-
physicalists arguments regarding phenomenal consciousness (Chalm-
ers 1996; Jackson 1982; Kripke 1980).

Some physicalists have suggested that it is possible to defend physi-
calism against this intuition, and against the arguments that it sup-
ports, by providing an explanation of this intuition within a physical-
ist framework. This explanation is supposed to rely on certain special 
features of some of the concepts we use to think about our phenomenal 
experiences. These concepts are called “phenomenal concepts”, and 
they are the concepts we notably (but not only) use when we focus in-
trospectively on our phenomenal experiences. In this view, phenom-
enal states indeed seem distinct from physical states. However, this 
happens merely in virtue of some features of the way in which we think 
about phenomenal states—features which are themselves purely phys-
ical. And, from a metaphysical point of view, phenomenal states really 
are identical with physical states. This kind of defense of physicalism 
has been labelled the “Phenomenal Concept Strategy” (Stoljar 2005). 
Numerous versions of this Strategy have been developed in the recent 
years (Aydede and Güzeldere 2005; Balog 2012; Hill 1997; Levin 2007; 
Loar 1997; Papineau 2002; Sturgeon 1994; Tye 1999).

Many of the theories belonging to the Phenomenal Concept Strat-
egy have a common way to tackle the intuition of distinctness. They 
interpret it as a result of what David Papineau called the “Antipa-
thetic Fallacy” (Papineau 1993, 2002, 2011). According to Papineau 
indeed, the intuition of distinctness arises because of a special feature 
of phenomenal concepts. Phenomenal concepts present a “use/mention 
feature”: each occurrence of a given phenomenal concept involves the 
instantiation of the phenomenal property (identical to a physical prop-
erty) this concept refers to, or at least of a property resembling it. This 
means that every time I think about a type of phenomenal experience 
using phenomenal concepts, I crucially activate a version of this experi-
ence, or at least what Papineau calls a “faint copy” of this experience. 
Phenomenal concepts, in this view, are peculiar because they make use 
of the property they mention.3

Why does this feature give rise to an intuition of distinctness? The 
explanation, according to Papineau, goes as follows. When we try to 
consider that a given phenomenal state (say, a visual experience of 
red) and a given physical state are identical, we make use of two dif-
ferent concepts. The fi rst of them, being a phenomenal concept, brings 
the instantiation of phenomenal redness whenever we use it, while the 
other does not. Therefore, the phenomenal way of thinking about this 
property has itself a distinctive “feeling”: it is like something to think 
about phenomenal redness with a phenomenal concept. On the other 
hand, there is no distinctive feeling when I think about one of my brain 

3 The details of this theory have changed over the years in Papineau’s work 
(Papineau 1993, 2002, 2007), but the general idea has remained the same.
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states using physical concepts. So, according to Papineau, “there is an 
intuitive sense in which exercises of material concepts ‘leave out’ the 
experience at issue. They ‘leave out’ […] the technicolour phenomenol-
ogy, in the sense that they don’t activate or involve these experiences” 
(Papineau 2002: 170). And this is where we commit what Papineau 
calls the “Antipathetic Fallacy”: we can’t help thinking that the fact 
that our physical conception “leaves out” something when compared 
with our phenomenal conception shows that these two conceptions sim-
ply are not about the same thing. This is why it seems to us that phe-
nomenal states and physical states are distinct; this is how we get the 
intuition of distinctness.

Although David Papineau has been an early and a forceful defender 
of this kind of explanation, he is not the only one who has proposed 
something in the vicinity. An explanation of this type can indeed be 
found in the work of numerous philosophers proponents of the Phe-
nomenal Concept Strategy. Brian Loar, one of the other main defend-
ers of this Strategy, writes:

A phenomenal concept exercised in the absence of the phenomenal quality it 
stands for often involves, not merely a recognitional disposition, but also an 
image. And so, as a psychological state in its own right, a phenomenal con-
cept—given its intimate connection with imaging—bears a phenomenologi-
cal affi nity to a phenomenal state that neither state bears to the entertain-
ing of a physical-theoretical concept. When we then bring phenomenal and 
physical-theoretical concepts together in our philosophical ruminations, 
those cognitive states are phenomenologically so different that the illusion 
may be created that their references must be different. (Loar 1997: 605)

Even if this feature is not the only feature that is supposed to account 
for the explanatory gap in Loar’s account, it still plays an important 
role. Besides, the Antipathetic Fallacy, though not by this name, also 
plays a role in Michael Tye’s and Katalin Balog’s theories of phenom-
enal concepts (Balog 2012: 30–31; Tye 1999: 712–713). For reasons of 
simplicity, I suggest to call the hypothesis according to which the An-
tipathetic Fallacy (or something roughly equivalent) explains the birth 
of the intuition of distinctness the “Antipathetic Fallacy Hypothesis”. 
I think that it is safe to say that this hypothesis constitutes one of 
the major lines of thought developed by proponents of the Phenomenal 
Concept Strategy in order to account for the explanatory gap in a physi-
calist framework.4

4 The other aspect that proponents of the Phenomenal Concept Strategy usually 
insist upon is the conceptual independence of phenomenal concepts and physical 
concepts, which cause an absence of conceptual derivation from physical truths to 
phenomenal truths. Papineau does not insist upon this trait in his theory, however, 
as he does not think that the explanatory gap is primarily a matter of lack of 
conceptual derivation (Papineau 2011). I tend to agree with him as well as with 
Joseph Levine (Levine 2001, 2007: 200) on this point, even though I won’t talk about 
it here.
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2. Sundström’s counterexample 
and Papineau’s response
The Antipathetic Fallacy Hypothesis has been subjected to many criti-
cisms. One of them, that I fi nd quite compelling because it does not 
bear on many theoretical assumptions, relies on counterexamples. It 
has been developed by Pär Sundström (Sundström 2008).

The general idea of Sundström’s criticism, as I understand it, can 
be exposed as follows. Let’s accept that, as the Antipathetic Fallacy Hy-
pothesis says, the use/mention feature of phenomenal concepts causes 
the intuition of distinctness.5 If this is the case, then we should expect 
that, whenever we consider an identity statement of a certain kind 
(which I will describe in detail), an intuition of distinctness arises.

The relevant identity statements are statements which relate two 
conceptions of the same phenomenal property (identical with a physical 
property, given that the hypothesis is physicalist), with only one con-
ception being systematically accompanied by the instantiation of this 
very phenomenal property. Let’s call statements of this kind “phenom-
enologically contrasted identity statements”. So, if the Antipathetic 
Fallacy Hypothesis is true, whenever we consider phenomenologically 
contrasted identity statements, we should have an intuition of distinct-
ness concerning the two things identifi ed in the statement.

Sundström then shows that there are cases that can intuitively 
count as counterexamples to this prediction: cases in which we do con-
sider phenomenologically contrasted identity statements and yet do not 
have an intuition of distinctness. Sundström puts forth two examples 
of this kind. The fi rst one essentially relies on some particular details 
of Papineau’s account of phenomenal concepts, and notably Papineau’s 
hypothesis that there are “derived” phenomenal concepts.6 The second 
counterexample seems to me to be more compelling, as it does not bear 
on any specifi cs of the targeted theory, and therefore could apply to any 
theory that tries to explain the intuition of distinctness in a similar 

5 Papineau seemed at fi rst to imply that the Antipathetic Fallacy was the only 
cause of the intuition of distinctness, but he later explicitly stated that it was likely 
to be just one cause of this intuition amongst others (Papineau 2011: 17–19).

6 Roughly: Papineau says that there are, aside from “full-blown” phenomenal 
concepts, derived phenomenal concepts (Papineau 2007: 127–128). They are mental 
representations that are informationally deeply connected to “genuine” phenomenal 
concepts, so that they can refer to the same property, but whose instantiations do not 
necessitate the instantiation of the phenomenal property referred to (these concepts 
are required in order for me to be able to think thoughts such that: “I am not having 
an experience of this kind right now”). Sundström then builds a counterexample to 
Papineau’s theory, crucially using these concepts. In a nutshell, his counterexample 
goes like this (Sundström 2008: 141): he notes that any identity statements relating 
a derived phenomenal concept and a genuine phenomenal concept will constitute 
what I called a phenomenologically contrasted identity statement, and then should 
cause an intuition of distinctness. However, according to him, this is obviously not 
the case.
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manner as Papineau’s—even one which is not committed to the exis-
tence of “derived” phenomenal concepts. For this reason, I will focus on 
this particular counterexample.7

The counterexample goes like this (Sundström 2008: 141–142). Con-
sider an identity statement such as “My brother’s most salient current 
experience = an experience of white”. Let’s say that the second half of 
the identity statement is thought while focusing on my current experi-
ence of the whiteness of the background of my Word document. On the 
other hand, if we consider the fi rst half of the identity statement, it 
seems that it can be thought without any instantiation of phenomenal 
whiteness. After all, I can think about my brother’s most salient current 
experience without having in mind a particular experience—even with-
out knowing what kind of experience it is. Therefore, this identity state-
ment is a phenomenologically contrasted identity statement. If the Anti-
pathetic Fallacy Hypothesis is true, an intuition of distinctness should 
arise. But, according to Sundström, it is obviously not the case. I have 
no trouble entertaining the hypothesis that my brother’s most salient 
current experience is an experience of white. I am in no way puzzled by 
this statement—while I am puzzled when I think that an experience of 
white is a certain neural activation in my sensory cortex. So, this coun-
terexample seems to show that the Antipathetic Fallacy Hypothesis 
makes false predictions, and should therefore be abandoned.

Papineau later responded to this counterexample (Papineau 2011: 
16–17). Acknowledging that Sundström’s point is “well-taken”, he 
seemed to agree with most of the premises of Sundström’s objection. 
He notably seemed to accept that the Antipathetic Fallacy Hypothesis 
predicts that, when we face a phenomenologically contrasted identity 
statement, an intuition of distinctness should arise. He also recognized 
that we do not face such an intuition when we consider the identity 
statement: “My brother’s most salient current experience = an experi-
ence of white”.

His defense strategy against Sundström’s objection amounted to 
arguing that this identity statement is not a phenomenologically con-
trasted identity statement after all. Maybe, he says, we “tend surrepti-
tiously to activate the experience” of white when we think the fi rst half 
of the identity statement. Or maybe we don’t activate the experience 
of white when we think the second half of the identity statement—for 
example, because we are making use of a derived phenomenal concept 
instead of a “genuine” phenomenal concept in order to think about the 
experience of white. We just have to stipulate that one of these two pos-
sibilities is the case in order for the Antipathetic Fallacy Hypothesis to 
be protected against Sundström’s objection.

7 I also fi nd it more interesting to focus on this counterexample as it is the only 
one (to the best of my knowledge) which has received an explicit response from 
Papineau.
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Is this defense successful? I think that it can partially succeed, 
as one of the two possibilities described by Papineau could indeed be 
the case. It could be that, when I think about “My brother’s most sa-
lient current experience” (and then try to equate it to an experience 
of white), I “tend surreptitiously to activate” an experience of white. 
Nothing, in Sundström’s description of this situation, can guarantee 
that this is not the case. As for the other possibility, I don’t think (pace 
Papineau) that it constitutes a way out for the defender of the Antipa-
thetic Fallacy Hypothesis. Indeed, Sundström explicitly supposed that, 
when I thought the second half of the identity statement, I focused on 
my current experience of the whiteness of the background of my Word 
document. It couldn’t be the case then that my thinking is not accom-
panied by an experience of white.

However, one possibility is enough to protect the Antipathetic Fal-
lacy Hypothesis against Sundström’s counterexample. Therefore, I 
think that it allows Papineau to block Sundström’s objection.

My opinion is that Sundström’s point is mostly right, and that the 
Antipathetic Fallacy Hypothesis does not constitute a satisfying ex-
planation of the intuition of distinctness. My goal is to draw on Sund-
ström’s proposal and to propose some refi ned counterexamples, which 
do not allow for the same kind of defense move as the one suggested by 
Papineau. I will devote the rest of this paper to the description of these 
refi ned counterexamples.

3. A refi ned counterexample 
to the Antipathetic Fallacy Hypothesis
Suppose that I am sitting on a couch with my sister Elise, facing a large 
TV screen. Both of us have our eyes open, and we are visually paying 
attention to the screen. A computer feeds the screen with images—
let’s say, for reasons of simplicity, that they are only images of colored 
geometrical shapes: a red triangle, a blue square, a green rectangle, 
etc. In my hand, I hold a remote control. Every time I press a button 
on the remote control, the image on the screen changes. The software 
that runs in the computer makes it so that the succession of images is 
“random”, in the sense that I have absolutely no way to predict what 
the next image will be.

I will now expose a few thought experiments which all use this de-
vice. Let’s start with a rather innocuous one. Suppose that I am trying 
to consider a kind of naïve version of representationalist physicalism 
concerning consciousness, which states that when I have a conscious 
experience of an object, this conscious experience is identical with the 
physical state of my brain when it detects this object. Say that I am try-
ing to decide if such a position is plausible while I am facing the screen—
which, at the time, displays an image of a blue square. So: while visually 
focusing on the square, I consider the identity “My experience of this 



 F. Kammerer, Is the Antipathetic Fallacy Responsible for the Intuition 67

blue square = The state of my brain when it detects this blue square”. 
Let’s stipulate that I think the fi rst half of the identity statement by 
introspectively focusing on my experience of the blue square, and that, 
when I think the second half, I think the “blue square” component on 
the basis of my visual perception of it, by focusing on it. That means that 
the identity statement I am considering is not a phenomenologically 
contrasted identity statement. Indeed, my thinking of both halves of the 
identity statement crucially relies on me instantiating the phenomenal 
property associated with an experience of a blue square. But I take it 
that, in this case, I will still have a clear intuition of distinctness: I will 
be puzzled, as in any other case, by the fact that my experience could 
be identical with a certain state of my brain. I think that it shows that 
phenomenologically contrasted identity statements are not necessary 
for intuitions of distinctness to arise8, which in turn shows that the An-
tipathetic Fallacy, if it can be a cause that gives rise to such intuitions, 
clearly cannot be their only cause. This point, as noted previously, has 
been clearly recognized by Papineau himself in recent papers.

Let’s turn to a second thought experiment. Let’s say that, still fac-
ing the screen, I close my eyes, and then press the button of the remote 
control. I now know that a new image is being displayed on the screen, 
and I know that my sister is visually experiencing it. However, I have 
no idea what the image is. Now let’s say that, with my eyes still closed, 
I start thinking about “My sister Elise’s most salient current experi-
ence”. I assume that this experience is the experience that she is cur-
rently having as she watches the screen. However, given that I have 
my eyes closed, I have no idea what this experience is. This guarantees 
me that, when I think about Elise’s most salient current experience 
with my eyes closed, I am not (surreptitiously or not) activating an 
experience of the same kind.9 Let’s say that I now prepare myself to 
entertain the hypothesis that Elise’s most salient current experience, 
about which I am thinking with my eyes closed, is type-identical with 
the experience that I would myself get if I opened my eyes. I then con-
sider that Elise’s most salient current experience is identical with… 
(and here I open my eyes) an experience of a purple hexagon (where this 
part is thought with a phenomenal concept, and while focusing on the 
very experience I got as soon as I opened my eyes).

In this situation, do I have an intuition of distinctness? I take it to 
be obvious that I don’t. Of course Elise’s experience can be an experi-
ence of a purple hexagon. Of course she can be in a state that feels like 

8 Sundström also put forth a thought experiment aiming at showing that, though 
it relied on the details of Papineau’s account regarding derived phenomenal concepts 
(Sundström 2008: 141).

9 Except if (1) I am imagining what this experience could be and, by chance, I just 
got it right—but this would happen only very rarely; or (2) We suppose that I am able 
to activate together and at the same time hundreds of different visual experiences (of 
a blue square, of a red diamond, of a yellow star, all in different sizes and hues, etc.). 
I take this to be completely implausible.
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this. But here is the point: the identity statement I was considering 
was a phenomenologically contrasted identity statement, and it seems 
very diffi cult to deny it. Indeed, I forced myself to think about Elise’s 
current experience without any possibility of knowing what this experi-
ence was, so that I was obviously not activating a copy of this experi-
ence (even “surreptitiously”). That guarantees that the fi rst half of the 
identity statement was thought about without activating an experience 
of a purple hexagon. And then I forced myself to think about the experi-
ence of a purple hexagon by introspectively focusing on the very experi-
ence I got when I opened my eyes—which guarantees that, this time, 
I instantiated the corresponding phenomenal property when I thought 
about the experience.

So, in the situation described in the thought experiment, I consider 
a statement, which is quite certainly a phenomenologically contrasted 
identity statement, and I nonetheless get no intuition of distinctness. 
This case therefore constitutes a counterexample to the Antipathetic 
Fallacy Hypothesis, which draws inspiration from Sundström’s case 
but cannot be answered in the same way.

4. Pulling apart the intuition of distinctness and 
the phenomenologically contrasted identity statements
I have shown previously, in my fi rst thought experiment, that phenom-
enologically contrasted identity statements are not necessary for an 
intuition of distinctness to arise. This is something Papineau himself 
recognized. I then presented a thought experiment that gives a reason 
to think that they are not suffi cient for an intuition of distinctness. I 
tend to think that this shows that we should pull apart the issue of in-
tuitions of distinctness, and the issue of phenomenologically contrasted 
statements. I now want to quickly present a few more thought experi-
ments that could bring our intuition in the same direction.

Suppose that I am still facing the same screen, with my sister Elise 
still by my side. I then close my eyes and press the button of the remote 
control. At this point I know that my sister is looking at an image, but 
I don’t know which image it is. Let’s say that, my eyes closed, I start 
thinking about “the current state of Elise’s visual cortex”. I then decide 
to consider the fact that it is identical with… (and then I open my eyes) 
the state of Elise’s visual cortex when she looks at this—where this is, 
say, a red oval, about which I think on the basis of my visual perception 
of it. Do I then have an intuition of distinctness? I take it to be obvi-
ous that I don’t: the identity I am considering seems perfectly reason-
able. Of course the current state of her cortex can be identical with a 
certain state of her cortex! But the identity statement I was trying to 
consider at the time was nonetheless a phenomenologically contrasted 
identity statement. This also shows that the phenomenological con-
trast between two conceptions is not suffi cient to create an intuition of 
distinctness concerning the two objects referred to by the conceptions.
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Now, let’s consider one more thought experiments in which an in-
tuition of distinctness does arise while I consider a phenomenologically 
contrasted identity statement, but in such a way that it does not fi t 
well with the Antipathetic Fallacy Hypothesis. Let’s say that, while I 
am in the same kind of situation as described previously, I think, with 
my eyes closed, about Elise’s most salient current experience. Again, I 
have no idea what it is at the time. I then consider that this experience 
is identical with… (and then I open my eyes) the state of Elise’s visual 
cortex when she looks at this—where this is, say, a blue spiral, about 
which I think on the basis of my visual perception of it.

I take it that, in that case, an intuition of distinctness would arise: 
how could Elise’s experience be identical with a state of her cortex? This 
identity statement would seem as strange as any other physico-phe-
nomenal identity statement. I may believe it, but I will fi nd it puzzling 
nonetheless. In that case, the identity statement I consider happens to 
be a phenomenologically contrasted identity statement. However, we 
can see here that the phenomenologically loaded conception, which is 
in the second half of the identity statement, is not at all the conception 
that seems to refer to an irreducibly phenomenal entity. In fact, that 
is exactly the contrary. The intuition of distinctness arises, but what 
strikes me as being irreducibly phenomenal is the thing thought about 
in a non-phenomenologically loaded way: eyes closed, and while not 
knowing what kind of experience is thought about.

Our previous examples had shown that phenomenologically con-
trasted identity statements were not necessary, nor suffi cient, for intu-
itions of distinctness to arise. The further examples I just put forth are 
cases in which the two relevant factors (the intuitions of distinctness in 
the one hand, the phenomenologically contrasted identity statements 
on the other hand) can vary quite independently from each other. I hope 
they will incite the reader to completely pull apart these two things. An 
intuition of distinctness can arise, whether or not we are considering 
a phenomenologically contrasted identity statement, and I don’t think 
that we have solid reasons to believe that one causes the other.

I don’t intend to assert here that the specifi c way in which we grasp 
our phenomenal experiences through introspection is not crucial when 
it comes to explaining the arising of the intuition of distinctness. I ac-
tually think that our introspective grasp of consciousness has special 
features, which explain this intuition. But the Antipathetic Fallacy hy-
pothesis, understood as one particular way to interpret in what way 
our introspective grasp of experiences contributes to the presence of 
this intuition, is mistaken. It is not true that we are reluctant to equate 
a phenomenal experience (thought about introspectively) with a purely 
physical state (thought about with purely physical concepts) because 
the fi rst thought activates the concerned experience (or a copy of this 
experience), while the other doesn’t.
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5. Objection: can we really separate 
two steps in our thinking of identity statements?
The counterexamples I just presented may be subject to objections. I 
would like to consider one of them, and then try to answer it.

In order for my counterexamples to be immune to the kind of an-
swer that Papineau gave to Sundström’s objection, I had to describe 
them in such a way that it is guaranteed that the identity statements 
considered are indeed phenomenologically contrasted identity state-
ments. This crucial task was fulfi lled thanks to some specifi c features 
of the situation described in the counterexamples.

It is especially crucial to the counterexamples that the fi rst half 
of the identity statements considered is always thought with the eyes 
closed (while ignoring the image displayed on the screen), and that the 
other half is thought with the eyes open, and on the basis of the visual 
perception I then get. But one could object the following: when we con-
sider an identity statement, our thought cannot be temporally divided 
in such a clear and cut way. Thought is not like speech, in this respect. 
In fact, whenever we consider an identity statement, we have to think 
the two conceptions of the two things that are being identifi ed at the 
same time, and thus bring together these two conceptions in our mind, 
so to speak. For this reason, when we look at the counterexamples I just 
described, there is no sense in saying that we only think the fi rst half 
of the identity “the eyes closed”, and without activating the relevant 
experience, because we also have to think it with the eyes open. Indeed, 
it is only when we have the eyes open that we can properly think the 
second half of the identity statement, and then “assemble” in our minds 
the fi rst half and the second half of the identity statement. Therefore, 
when we think the relevant identity statement, we must think even 
the fi rst half of the identity statement with our eyes open, visually at-
tending at the screen, which means that we must think it while hav-
ing the relevant experience. This means that the identity statements 
we are considering in the counterexamples are not phenomenologically 
contrasted identity statements after all. Therefore, they are not coun-
terexamples to the Antipathetic Fallacy Hypothesis.

This objection has a certain appeal. However, I don’t think that a 
defender of the Antipathetic Fallacy Hypothesis could make use of it 
in order to defend her theory against the counterexamples I put forth. 
Indeed, this objection crucially relies on the thesis that, when we think 
an identity statement, we have to activate at the same time the two 
conceptions (of the two things we try to identify) in order to “bring them 
together” in our mind. But this would destroy the very possibility of 
phenomenologically contrasted identity statements. For this would 
mean that, anytime I think a given identity statement, I have to enter-
tain the two conceptions thought about at the same time, which means 
that, at least at that moment, both conceptions would be accompanied 
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by whatever phenomenology accompanies the other. That means that I 
could never think an identity statement in such a way that my thinking 
of one part of the statement would be accompanied by a given phenom-
enology, while my thinking of the other part would not. But, if there are 
no such things as phenomenologically contrasted identity statements, 
then the explanans posited by the Antipathetic Fallacy Hypothesis 
does not exist. Therefore, this hypothesis is false.

For this reason, even if this objection can seem appealing, I don’t 
think a defender of the Antipathetic Fallacy Hypothesis can make use 
of it in order to repeal my counterexamples.

6. Concluding remarks
In this paper, I have devised thought experiments in order to show 
(conclusively, I hope) that phenomenologically contrasted identity 
statements are neither necessary, nor suffi cient, for intuitions of dis-
tinctness to arise. The counterexamples I designed to show that they 
are not suffi cient were inspired by Pär Sundström’s counterexample 
to Papineau’s theory. I tried to construct them in such a way that it 
was not possible to answer them in the same way Papineau answered 
Sundström’s. I also tried to put forth a variety of cases, in which these 
two features of the situations (whether or not the identity statements 
considered are phenomenologically contrasted, and whether or not 
they create an intuition of distinctness) vary independently. My goal 
was to incite the reader to pull apart these two features of the situa-
tion: the phenomenological contrast that can exist between two halves 
of an identity statement, and the birth of an intuition of distinctness 
vis-à-vis the two objects identifi ed in the statement.

In this paper, I argued against the Antipathetic Fallacy Hypothesis, 
which is a hypothesis that aims at defending physicalism against the 
dualist intuition (the “intuition of distinctness”), by giving an explana-
tion of this intuition within a physicalist framework. However, I did 
not plan to argue against physicalism. I did not even plan to argue 
against the Phenomenal Concept Strategy, if we understand it as the 
general attempt to defend physicalism against dualist intuitions (such 
as the intuition of distinctness) by appealing to some physically ex-
plainable features of our way of thinking about conscious experience 
in order to explain the birth of this intuition. I therefore think that nu-
merous versions of the Phenomenal Concept Strategy (Aydede and Gü-
zeldere 2005; Hill 1997; Levin 2007; Sturgeon 1994) are left untouched 
by my argument. My own point of view is that physicalism is true, and 
that we can account for the intuition of distinctness within a purely 
physicalist framework, by showing how this intuition arises as a conse-
quence of some of the features of our introspective grasp of conscious-
ness. However, as I tried to show, the Antipathetic Fallacy Hypothesis 
does not give us a satisfying explanation of this intuition. My own view, 
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for which I did not argue here, is that the only satisfying physicalist 
theory of our introspective grasp of consciousness is an illusionist one, 
according to which we introspectively represent ourselves as conscious 
even though consciousness does not really exist (Frankish 2016). Illu-
sionist views of consciousness escape the objection made here, as well 
as objections usually made against the Phenomenal Concept Strategy. 
Of course, they encounter problems of their own, whose solution may 
not be trivial (Kammerer 2018, 2016).
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McGinn (1989) claims, among other things, that we cannot understand 
the theory that explains how echolocationary (or batty) experiences 
arise from the bat’s brain. One of the infl uential arguments McGinn 
develops for this claim appeals to the fact that we cannot know in prin-
ciple what it is like to have batty experiences. According to Kirk (1991), 
McGinn’s argument fails because it rests on an illegitimate assump-
tion concerning what explanatory theories are supposed to accomplish. 
However, my main aim in this note is to show that Kirk’s objection 
misfi res because he misapprehends McGinn’s argument. The objection 
that I will consider is somewhat old but I hope this does not by itself 
detract from its signifi cance. The sort of misunderstanding of McGinn’s 
argument that is encapsulated in Kirk’s objection has not been suf-
fi ciently recognized in the literature, which might explain at least in 
part the general tendency many philosophers seem to have of rejecting 
McGinn’s overall account out of hand. After answering Kirk’s objection, 
I will articulate and briefl y assess some ways in which McGinn’s argu-
ment can be blocked.
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1. It is widely assumed that we human beings cannot know in prin-
ciple what it is like to have batty experiences. There is a clear sense in 
which the characteristic qualitative aspect, or the phenomenal charac-
ter, of the experiences bats have when they navigate the environment 
by using their echolocationary techniques appears to be irredeemably 
beyond our cognitive grasp. Batty experiences will never be intelligible 
to us, it seems, in the way our experiences like smelling a skunk or 
tasting coffee are.1

What follows from our lack of access to batty experiences? In par-
ticular, does our failure to access batty experiences provide any support 
for the following thesis?
(T) We cannot understand the theory that explains how batty expe-

riences arise from the bat’s brain.
McGinn argues that (T) is supported by the fact that we cannot access 
the phenomenal character of batty experiences:

Call this type of experience [batty experience] B, and call the explanato-
ry property that links B to the bat’s brain P1. By grasping P1 it would be 
perfectly intelligible to us how the bat’s brain generates B-experiences, we 
would have an explanatory theory of the causal nexus in question…But 
then it seems to follow that grasp of the theory that explains B-experiences 
would confer a grasp of the nature of those experiences: for how could we 
understand that theory without understanding the concept B that occurs 
in it? How could we grasp the nature of B-experiences without grasping 
the character of those experiences?...Our concepts of consciousness just are 
inherently constrained by our own form of consciousness, so that any the-
ory the understanding of which requires us to transcend these constraints 
would ipso facto be inaccessible to us. (McGinn 1989: 355–6)2

McGinn’s argument here is, roughly, this: (fully) understanding a the-
ory that explains how B-experiences arise from the bat’s brain requires 
us to grasp the concept B that (ineliminably) occurs in that theory,3 
which in turn requires us to grasp the character of those experienc-
es; however, we just cannot grasp the character of those experiences; 
therefore, we cannot understand the theory that explains how B-expe-
riences arise from the bat’s brain.

In a more explicit form, the argument runs as follows:
(1) Understanding a particular theory requires grasping all the con-

cepts that occur in that theory.
1 Nagel’s seminal paper (1974) played the main role in forcefully bringing to the 

attention of philosophers the signifi cance of our epistemic position with respect to 
batty experiences for the mind-body problem.

2 All McGinn references are to this work.
3 McGinn does not explicitly state but presumably takes for granted that 

the qualifi cations in the parentheses (‘fully’ and ‘ineliminably’) are necessary 
for the argument to get off the ground. If understanding were taken as partial 
understanding, or if B were a concept that eliminably occurs in the theory, the fi rst 
premise of McGinn’s argument would be obviously false. Having noted that, I will 
suppress these qualifi cations in the remainder of the paper.
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(2) The concept B occurs in the theory that explains how B-experi-
ences arise from the bat’s brain. 

From (1) and (2), it follows that 
(3) Understanding the theory that explains how B-experiences arise 

from the bat’s brain requires grasping the concept B. 
We also independently have the following:
(4) We can grasp the concept B only if we can grasp the character of 

B-experiences.
(5) We can grasp the character of B-experiences only if we can have 

B-experiences.4

(6) We cannot have B-experiences.5

From (3)–(6), it follows that
(T) We cannot understand the theory that explains how B-experi-

ences arise from the bat’s brain.
Let’s call (1) the grasping requirement (GR); and, by taking special note 
of (1), let’s call this argument the argument from grasping.6

How is the argument from grasping related to the argument Mc-
Ginn develops for the sort of “mysterianism” he is best known for? 
According to McGinn’s mysterianism, we cannot understand (or are 
“cognitively closed” with respect to) the theory that explains how our 
experiences arise from our brains. Clearly, a straightforward adjust-
ment of the argument from grasping cannot support McGinn’s mys-
terianism simply because we possess concepts of our experiences and 
thereby know what our experiences are like. McGinn’s argument for 
his mysterianism, which I call the closure argument by elimination, 
runs roughly as follows: introspection and perception are the “two pos-
sible avenues open to us in our aspiration to identify P [the brain prop-
erty that is responsible for our consciousness]” (397), and neither can 
help us identify P—therefore, we cannot identify P, in which case we 
cannot solve the mind-body problem in the case of humans. The argu-
ment from grasping is presented by McGinn as “a further point” (355) 
in (and hence it is a digression from) his main discussion of whether 
introspection can enable us to get to P; and as such it stands on its 
own and is independent of the closure argument by elimination. Given 
the implications of its conclusion, the closure argument by elimination 

4 It is clear that the argument could have been stated by simply having ‘We 
can grasp the concept B only if we can have B-experiences’ as a premise instead of 
having both (4) and (5). However, I here stick with the way McGinn seems to prefer 
to state it.

5 Premises (5) and (6) are not explicitly stated in the passage quoted from McGinn, 
but the context surrounding the passage leaves no doubt that McGinn holds them.

6 I claim that the argument from grasping is one plausible and textually 
supported interpretation of McGinn’s argument in the relevant passage, while I do 
not wish to claim that it is the correct one. Thanks to an anonymous reviewer for 
pressing on this issue.
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is bound to be more controversial than the argument from grasping7; 
however, it seems to me that the latter also brings out some interesting 
issues and deserves a separate and focused investigation.

What, one might reasonably wonder, if the argument from grasping 
succeeds in establishing (T)? What is the signifi cance of the purported 
truth that we cannot understand the theory that explains how B-expe-
riences arise from the bat’s brain? As McGinn sees it, nothing less than 
the possibility of our achieving “a general solution to the mind-body 
problem” (356) is at stake. If (T) is true, then, according to McGinn, 
“even if we could solve [the mind-body problem] for our own case, we 
could not solve it for bats or Martians” (356). Of course, such a result 
would be especially worrisome for a variety of reductionist views on 
consciousness: if B-experiences are nothing but some physical features 
of the bat’s brain, as physicalism claims them to be, or if they are noth-
ing but some causal-role properties of the bat’s brain, as functionalism 
claims them to be, then what can possibly obstruct our path to solving 
the mind-body problem for bats? The question, I believe, is forceful: it 
certainly seems that the truth of (T) would be a mystery if some form 
of reductionism were true.

I believe McGinn’s account has not received the due attention it 
deserves, and I am largely in agreement with Kriegel’s following obser-
vation: “The literature on mysterianism has so far been somewhat dog-
matically dismissive. Critical discussions of the merits and demerits of 
the view are few and far between. In particular, McGinn’s argument is 
rarely if ever engaged” (2009: 455). The current paper may be read as a 
modest attempt to remedy this unfortunate situation by focusing on a 
particular but signifi cant strand in McGinn’s position. In what follows, 
I will argue against the objection Kirk develops against McGinn’s argu-
ment. Once a misunderstanding like Kirk’s is eliminated, the ground 
is cleared for drawing out the full implications of McGinn’s argument. 
I will conclude by suggesting a trilemma, one that captures the options 
available for resisting the argument and thereby functions as an invi-
tation for the potential dissidents to clarify their stand.
2. Kirk argues that McGinn’s argument in the passage quoted above 
assumes that “a satisfactory theory of explaining the nature of sub-
jective experience must be capable of actually conferring concepts of 
experience on those who start off without them” (Kirk 1991: 20).8 Let 
us call this assumption the conferring requirement (CR). So, we have 
the following:

(CR) A theory of conscious experience is explanatorily satisfactory for us (or 
for cognitive beings in general) only if it is capable of conferring a grasp of 
the concepts of conscious experience involved in that theory to (those of) us 
(or cognitive beings in general) who start off without (or who do not have an 
independent grasp of) them. 

7 For a critical discussion of McGinn’s mysterianism, see Sacks (1994).
8 All Kirk citations are to this work.
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By Kirk’s lights, CR “is illegitimate” (19) because it requires the ex-
planatory theory to achieve something no theory can possibly achieve 
and can therefore be reasonably expected to achieve. Grasping concepts 
of experience requires “an actual sort of experience of the right sort,” 
which is “something no theory could supply” (19). Holding that the ex-
planatory theory should confer a grasp of such concepts as B is, Kirk 
argues, setting up “an insuperable hurdle” (21) for that theory; and, if 
we fail to get over it, then it is not our cognitive powers but that very 
hurdle itself that should deserve the blame.9

According to Kirk, if CR were legitimate, i.e. if it were required for 
a satisfactory theory of conscious experience that it confer concepts of 
experience on those who start off without them, then the proper conclu-
sion to be drawn would be that no theory can meet that requirement 
and hence there cannot be such a satisfactory theory, one that is a pos-
sible object of our understanding. Therefore, Kirk fi nds it “puzzling” 
(19) that McGinn assumes the legitimacy of that requirement while 
holding that there is a satisfactory theory of conscious experience.

Let us assume, for the moment, that McGinn endorses CR. How, 
then, would the argument for (T) proceed? It is evident that in the pas-
sage above, McGinn’s main intention is to develop an argument for (T), 
but it is not at all clear how the argument can possibly be intended 
to move from CR. CR states that the explanatory theory in question 
should confer a grasp of the concept B, and (T) states that we cannot 
understand that theory. However, if the explanatory theory confers a 
grasp of B, as CR says it must, then what reason can we possibly have 
to think that (T) is true? If anything, just the opposite appears to be 
correct: holding CR provides a good reason for thinking that (T) is not 
true. That the explanatory theory confers a grasp of B supports the 
conclusion that we can understand that theory.

The moral is that if McGinn were really to endorse CR, then what 
is, from his point of view, a formidable obstacle to our understanding 
the theory explaining batty experiences (namely, our apparent failure 
to grasp the concept B that occurs in that theory) would be overcome 
by what that theory confers. So, assuming that McGinn endorses CR 

9 I would like to note in passing that Patricia Churchland attributes to McGinn 
some other requirement that is relevantly similar to CR. In a rather belligerent 
response to McGinn’s (2014) review of her (2013), Churchland writes that McGinn’s 
account suffers from “a whopping fl aw” and that “no causal explanation for a 
phenomenon…should be expected to actually produce that phenomenon” (2014, 
emphasis original). On a natural interpretation, Churchland attributes to McGinn 
the requirement that a satisfactory explanation of a particular subjective experience 
must actually produce that experience in those who understand that explanation 
(the producing requirement, PR). PR follows from CR on the reasonable assumption 
that an explanation of a particular subjective experience can confer concepts of 
experience on those who start off without them only if that explanation can produce 
that subjective experience in them. I will not discuss Churchland’s attack on 
McGinn’s position separately but I am confi dent that what I have to say below about 
Kirk’s critique applies mutatis mutandis to it.
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faces the diffi culty of giving a reasonable (and charitable) account of 
how McGinn’s argument for (T) can possibly proceed.

The argument intended by McGinn for (T), I claim, is the argument 
from grasping, and as such, it has nothing much to do with (more spe-
cifi cally, neither assumes nor needs to assume) CR. So, regardless of 
whether Kirk shows the illegitimacy of CR, he fails to properly address 
McGinn’s argument from grasping. Furthermore, if McGinn neither as-
sumes nor needs to assume CR in his argument for (T), then there need 
not be anything “puzzling” in McGinn’s commitment to the thesis that 
there is a satisfactory theory of conscious experience.10

3. Despite what I have argued for above, there is a particular statement 
in the passage above that might well give the impression that McGinn 
endorses CR. To quote again, McGinn writes: “it seems to follow that 
grasp of the theory that explains B-experiences would confer a grasp 
of the nature of those experiences.” Kirk (19) places a special emphasis 
on this statement and takes it as evidence for the claim that McGinn 
endorses CR.

However, McGinn’s statement at hand can be interpreted in a dif-
ferent way, and in a way that gives further support to interpreting Mc-
Ginn’s argument along the lines of the argument from grasping. In the 
relevant passage, McGinn can be plausibly taken as raising the follow-
ing question: “Assuming that we cannot have B-experiences, how can 
we possibly understand the theory that involves the concept B?” Having 
B-experiences would enable us to form the concept B that occurs in that 
theory. Barring that, McGinn argues, the relevant explanatory theory 
can be understandable by us only if it confers the concept B on us. Ac-
cording to McGinn, we can understand a theory only if we can grasp the 
concepts it involves (GR); and, if we do not have an independent grasp 
of some of those concepts (i.e. if we do not have a grasp of those concepts 
prior to our exposure to the theory), then we can understand the theory 
only if it confers on us such a grasp. That theories must confer on us a 
grasp of some concepts that we do not have an independent grasp of if 

10 It might be objected that McGinn is committed to the thesis that CR holds 
(if not for us) at least for some beings (e.g., those beings that are “cognitively open” 
to the relevant theory) and therefore that Kirk’s objection to McGinn’s account 
stands untouched by my point above. However, there is at least one good reason to 
think that McGinn is not committed to the idea that CR holds for some beings. It is 
important here to note the distinction McGinn makes between absolute and relative 
cognitive closure: “A problem is absolutely cognitively closed if no possible mind 
could resolve it; a problem is relatively closed if minds of some sorts can in principle 
solve it while minds of other sorts cannot” (360). McGinn also writes: “It certain 
seems to be at least an open question whether the problem is absolutely insoluble; 
I would not be surprised if it were” (361). Now, if McGinn grants the possibility of 
absolute cognitive closure, as he clearly does, then there might well be no minds that 
are cognitively open to the theory that explains B-experiences. However, given that 
McGinn holds that there is such a theory, then from his point of view, there being 
such a theory has nothing to do with its potential to endow some beings with a grasp 
of B because there might well be no such beings.
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they are to be understandable by us follows from GR (more on this be-
low). Therefore, GR is the claim that Kirk needs to attack if he wishes 
to undermine McGinn’s argument for (T).11 What McGinn has to say 
about conferring ultimately depends upon the GR he takes for granted.

Under this interpretation, the statement that Kirk focuses on does 
not commit McGinn to CR. CR is a requirement that theories that in-
clude some concepts that we don’t have an independent grasp of must 
satisfy in order for them to be explanatorily satisfactory. According to 
Kirk, McGinn commits “the error of assuming that a satisfactory theory 
must actually endow us with concepts for characterizing experience” 
(22, emphasis mine). However, McGinn’s statement at hand is about 
a requirement that those theories must satisfy in order for them to be 
understandable by us (the understandability requirement, UR). So, we 
have the following:

(UR) A given theory is understandable by us (or cognitive beings in general) 
only if it is capable of conferring a grasp of those concepts involved in that 
theory to (those of) us (or cognitive beings in general) who start off without 
(or who do not have an independent grasp of) them.

From UR, we can derive the following as one of its specifi c instances: 
(URE) A theory of conscious experience is understandable by us (or cogni-
tive beings in general) only if it is capable of conferring a grasp of those 
concepts of conscious experience involved in that theory to (those of) us (or 
cognitive beings in general) who start off without (or who do not have an 
independent grasp of) them.

For McGinn, if a theory that includes some concepts that we don’t have 
an independent grasp of does not confer a grasp of those concepts on us, 
then that theory is not understandable by us. However, the fact that 
a theory is not understandable by us does not mean that it does not 
satisfactorily explain what it is intended to explain. So, a theory that 
does not confer on us a grasp of the concepts that we do not have any 
independent grasp of, according to McGinn, is not understandable by 
us but might still be explanatorily satisfactory.12

11 Interestingly, Kirk explicitly accepts at one point GR. He writes: “Having 
concepts such as B is necessary in order to understand the theory that explains the 
character of B-experiences” (21). Given this, one might fi nd it “puzzling” that Kirk 
accepts GR but still attacks what McGinn has to say about conferring. Of course, 
the puzzle dissolves once we realize that what McGinn has to say about conferring 
has nothing much to do with the CR Kirk attributes to him. This provides further 
support to my claim above that Kirk has misapprehended McGinn’s statement on 
conferring.

12 One might wonder what the argument from grasping would look like once 
McGinn’s UR (or URE) is taken on board. The revision required is minimal: replace 
(5) above by (5′) We can grasp the character of B-experiences only if either we 
can have B-experiences or the theory can confer on us a grasp of the character of 
B-experiences, and add as a new premise (7) The theory cannot confer on us a grasp 
of the character of B-experiences.
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4. As stated above, Kirk’s principal reason against CR is that there 
are no theories on conscious experiences that can possibly fulfi ll and 
can therefore be reasonably expected to fulfi ll it. Since McGinn does 
not embrace CR, I will not spend time on Kirk’s argument against it. 
However, one might develop an analogous argument against URE and 
argue that because there are no theories on conscious experiences that 
can possibly fulfi ll and can therefore be reasonably expected to fulfi ll 
URE, it is illegitimate. If Kirk’s reason against CR is forceful, and if it 
works equally effectively against URE, as one might reasonably argue, 
then pointing at the fact that Kirk misidentifi es the requirement Mc-
Ginn embraces does not fully circumvent the problem that Kirk thinks 
affl icts McGinn’s account. If so, it might be maintained that the real 
issue with McGinn’s position has not yet been brought into relief.

By Kirk’s lights, CR is “illegitimate” because it requires an explana-
tory theory of conscious experience to achieve something no theory of 
conscious experience can possibly achieve and can therefore reason-
ably expected to achieve: given that no explanatory theory can confer 
on us concepts of conscious experience we do not have an independent 
grasp of, then CR sets an “insuperable hurdle” for such an explanatory 
theory to be satisfactory, which renders it illegitimate. The question I 
am concerned with now is how compelling an objection to URE, which 
is similar in spirit and form to Kirk’s objection to CR, would be. The 
objection is this: given that no theory of conscious experience that in-
volves some concepts of conscious experience that we do not have an 
independent grasp of can confer a grasp of those concepts on us, URE 
sets up an “insuperable hurdle” for such a theory to be understandable 
by us. Therefore, the objection goes, URE cannot be a requirement that 
we can reasonably expect theories of conscious experience should meet 
in order for them to be understandable by us.13

In response to this, I would like to concede two points. First, it is 
reasonable to derive the illegitimacy of a particular requirement from 
the fact that it cannot possibly be met by those on which it is placed 
as a requirement. This is, roughly, for the familiar reasons why many 
philosophers hold that ought entails can. Second, there are no theories 
on conscious experiences that can possibly satisfy URE. It is also worth 
noting that McGinn does not make any claim contradicting the former 
point and, more importantly, explicitly grants the latter point (p. 356) 
(just as would be expected given his intention to argue for (T): if there 
were theories that confer on us such a grasp, then that would be a rea-
son for thinking that (T) is not true).

However, I would like to argue that it does not follow from these two 
concessions that URE is illegitimate. The crucial point here is that URE 
is derived from UR and UR is intended to be a general requirement for 
all theories but not a local requirement solely for theories on conscious 

13 I would like to thank an anonymous reviewer for the comment that led to a 
clearer statement of this objection.
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experiences. And, as such, the central rationale for UR derives from an 
eminently plausible general requirement about the conditions under 
which a theory is understandable by us, viz. GR: if we can understand 
a theory only if we can grasp all the concepts that occur in it (GR), 
then we can understand a theory that contains some concepts we do 
not have an independent grasp of only if it confers such a grasp on us 
(UR). Hence, pointing at the putative fact that there are no theories on 
conscious experiences that can possibly satisfy a particular instance of 
UR (viz. URE) cannot by itself show that UR as a general principle or 
URE as a specifi c instance of UR is illegitimate. The argument for the 
illegitimacy of URE needs to target the general principle from which it 
is derived (viz. UR) and needs to demonstrate that there are no theo-
ries on any areas of inquiry that can possibly satisfy it. And, the puta-
tive fact that UR cannot be satisfi ed by theories on a particular area 
cannot show that UR is illegitimate just as the fact that a particular 
person is incapable of fulfi lling a particular moral requirement cannot 
show that the requirement is illegitimate. If Dexter has an irresistible 
urge to commit murder and is incapable of acting in accordance with 
a commandment like ‘Thou shall not kill!’, then the proper conclusion 
to be derived is not that the commandment is illegitimate. Similarly, 
if theories on conscious experiences cannot satisfy the relevant specifi c 
version of UR (viz. URE), then the proper conclusion to be derived is 
not that that specifi c version is illegitimate.

Further, there are certainly theories that satisfy UR. Take for in-
stance Galileo’s theory of motion, where, on a standard history of sci-
ence, the concept acceleration is clearly introduced for the fi rst time 
in physics by distinguishing it from velocity. Assuming that we do not 
have an independent grasp of the concept acceleration, we can under-
stand Galileo’s theory of motion only if it confers on us a grasp of that 
concept that occurs in it. And the theory actually confers on us such a 
grasp by defi ning it in terms of some concepts that we already have an 
independent grasp of such as velocity and time.14 Plainly, examples can 
easily be multiplied indefi nitely.

The moral I draw is that UR is a general requirement that is sup-
ported by GR, which is itself another general requirement, and there-
fore, from the fact that there are no theories on conscious experiences 
that can satisfy one of its specifi c instances, it does not follow that that 
specifi c instance is illegitimate.

14 In this particular case, conferring takes the form of defi ning: the theory confers 
a grasp of a particular concept on the subject through defi ning it in terms of some 
of its other concepts. An interesting question is whether there are other forms the 
conferring relation in question might take, i.e., whether a theory can fulfi ll UR 
without defi ning the problematic concepts in terms of some other concepts. I myself 
cannot conceive any other way. That being said, however, I can fortunately sidestep 
the question for the purposes of this paper.
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5. Let me highlight the central points that have emerged in our discus-
sion. Firstly, the CR that Kirk thinks McGinn endorses is not an as-
sumption of the argument intended by McGinn, namely the argument 
from grasping. The argument from grasping stands untouched even if 
Kirk is right that CR is illegitimate. Secondly, there is good reason to 
think that McGinn does not endorse CR. The truth of CR would count 
against the truth of (T). Thirdly, McGinn holds UR, i.e., that a theory 
that involves some concepts we do not have an independent grasp of is 
understandable by us only if understanding it confers on us a grasp of 
those concepts. The constraint placed here by McGinn on theories con-
cerns their understandability by us and can be plausibly taken as fol-
lowing from GR; and as such, it does not entail CR. Fourthly, McGinn 
holds that there are not any theories of conscious experience that can 
satisfy UR.

The upshot is that McGinn does not endorse the CR Kirk attributes 
to him but endorses UR. Further, McGinn does not think the latter 
requirement is satisfi ed by theories on conscious experiences. All in all, 
Kirk’s attack leaves McGinn’s argument for (T) unscratched. 
6. I would now like to close the paper with articulating and assessing 
the ways I fi nd most plausible to block McGinn’s argument from grasp-
ing. Despite its sketchiness, I believe that this will be of value for at 
least one good reason. The discussion below will further attest to the 
force of the argument from grasping and invite the potential dissidents 
to clarify their stand.

It is clear that the argument is valid. Further, I hold that premises 
(1) and (6) are virtually unassailable—any attempt to block the argu-
ment by denying one of these premises is too desperate:
(1) Understanding a particular theory requires grasping all the con-

cepts that occur in that theory.
(2) We cannot have B-experiences.
This leaves us with premises (2), (4) and (5) as possible targets:
(3) The concept B occurs in the theory that explains how B-experi-

ences arise from the bat’s brain. 
(4) We can grasp the concept B only if we can grasp the character of 

B-experiences.
(5) We can grasp the character of B-experiences only if we can have 

B-experiences.
There are basically two different ways to attack these premises. First, 
one might deny (2). The most plausible way of attacking (2) is, it seems 
to me, to argue that it is based on the mistaken assumption that there 
are “concepts of consciousness” (McGinn) such as B. Concepts of con-
sciousness, as McGinn conceives them, are formed through the intro-
spective attention of the experiencing subject to the qualities of her ex-
periences. One might reasonably endorse eliminativism about concepts 
of consciousness and argue that there are no concepts satisfying the 
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conditions McGinn articulates15 (perhaps because, one might say, the 
whole idea of concepts of consciousness stems either from a mistaken 
picture of introspection as “turning one’s gaze inward” or from a faulty 
view about the qualities of experiences).16

Another way to attack the argument from grasping is to deny what 
is entailed by (4) and (5), viz. that we can grasp the concept B only if 
we can have B-experiences. According to this objection, there are con-
cepts of consciousness, as McGinn takes them to be, but grasping them 
does not require having the experiences that they refer to. The most vi-
able version this objection might take, I believe, endorses reductionism 
about concepts of consciousness and maintain that those concepts can 
be analyzed in terms of some other concepts the grasping of which does 
not require one to have any specifi c experiences. Take, for instance, 
those varieties of functionalism according to which there are causally-
based synonyms of concepts of consciousness. On such views, grasping 
a concept of consciousness is nothing more mysterious or demanding 
than grasping a concept describing a causal role. And, since grasping 
causal-role concepts does not require one to have any specifi c experi-
ences, as one might reasonably argue, phenomenal concepts qua caus-
al-role concepts do not also require one to have any specifi c experiences 
(including those experiences that they refer to). That is, if functional-
ism (or some form of reductionism about concepts of consciousness in 
general) is true, then either (4) or (5) is false.

So far as I can see, there are no other objections to the argument 
from grasping that are even remotely plausible. What I suggest, then, 
is a trilemma: either eliminativism or reductionism about concepts of 
consciousness, or (T). In slightly different words, if there are concepts 
of consciousness such as B that cannot be analyzed in terms of some 
other concepts that we possess, then (T) is inevitable—or so I have ar-
gued.17

15 An alternative way of denying premise (2) is to maintain that there are 
concepts of consciousness but they are not part of the relevant theory. As I see it, 
the idea here is not substantially different from eliminativism that I mention above. 
More specifi cally, this attack on (2) is eliminativism so far as the theory that explains 
how B-experiences arise from the bat’s brain is concerned. Therefore, at least for the 
purposes of this paper, the difference between the claim that there are phenomenal 
concepts but they are no part of the relevant theory and the claim that there are no 
concepts of consciousness tout court is not big enough to justify a separate treatment 
of the former. 

16 Note what McGinn says about how concepts of consciousness are related to 
introspection: “Our acquaintance with consciousness could hardly be more direct; 
phenomenological description thus comes (relatively) easily. ‘Introspection’ is the 
name of the faculty through which we catch consciousness in all its vivid nakedness. 
By virtue of possessing this cognitive faculty we ascribe concepts of consciousness to 
ourselves; we thus have ‘immediate access’ to the properties of consciousness” (354). 
McGinn’s description of “introspectively ascribed concepts” (354) is anything except 
uncontroversial. See, for instance, Dennett (1988).

17 It is worth noting that the trilemma in question raises a serious challenge for 
a popular physicalist strategy to block various arguments for dualism, often called 
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“the Phenomenal Concept Strategy” (PCS), a defi nitive thrust of which is a rejection 
of both conceptual eliminativism and conceptual reductionism (see for instance Loar 
(2004), Papineau (2004), Stoljar (2005), and Demircioglu (2013)). The challenge for 
PCS is to show either that the trilemma I have just stated is a false one (i.e., it does 
not exhaust all the (plausible) options that one might have concerning the argument 
from grasping) or that, despite appearances, (T) can be adequately accommodated by 
a sort of physicalism, a doctrine that has enough bite to deserve that title. It appears 
that in either way, PCS faces a tall order.
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Ever since the term ‘thought experiment’ was coined by Ørsted, phi-
losophers have struggled with the question of how thought experiments 
manage to provide knowledge. Ernst Mach’s seminal contribution has 
eclipsed other approaches in the Austrian tradition. I discuss one of 
these neglected approaches. Faced with the challenge of how to recon-
cile his empiricist position with his use of thought experiments, Moritz 
Schlick proposed the following ‘Sinnkriterium’: a thought experiment is 
meaningful if it allows to answer a question under discussion by imag-
ining the experiences that would confi rm that the thought experimental 
scenario is actual. I trace this view throughout three exemplary thought 
experiments of Schlick’s.

Keywords: Thought experiment, Schlick, imagination, counterfac-
tual, empiricism, verifi cationism.

Thought experiments are many and varied in science and philosophy. 
However, it is not so well understood how they contribute to our knowl-
edge of the world. Unlike real experiments, they do not seem to interact 
with the world in a way that would allow us to gather new information. 
This concern is aggravated if one subscribes to a broadly empiricist 
view. According to such a view, any knowledge is eventually due to 
our more or less direct experiential contact with reality. Hence it is 
especially interesting to see how philosophers with a strong empiricist 
creed react to the practice of thought experimenting. In this article, 
I shall discuss one classical position within the movement of logical 
positivism which has hitherto been eclipsed by the contributions of con-
temporaries like Ernst Mach: Moritz Schlick’s proposal of how to make 
sense of thought experiments.
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1. What is a Thought Experiment?
I shall start with a fi rst take on thought experiments. The notion was 
coined in German by the physicist Hans-Christian Ørsted (1822), who 
used the word ‘Gedankenexperiment’ to refer to Kant’s account of ge-
ometry in terms of the a priori use of imagination. Philosophers like 
Ernst Mach (1897) greatly expanded the scope of the term, including 
the scientifi c standard cases which also stand out in current debate, 
Galilei’s falling bodies experiment, Newton’s bucket experiment, and 
so on. Mach also gave a fi rst empiricist account of how thought experi-
ments can provide new knowledge. It makes tacit constraints imposed 
on imagination in the course of human evolution explicit. The role of 
retrieving and rearranging tacit knowledge plays a role in many recent 
accounts of thought experiments (e.g. Miščević 1992).

Thought experiments do not only pervade science, they also abound 
in philosophy. I shall attempt at outlining some structural features of 
a typical philosophical thought experiment.
1) Ther e is a question under discussion QUD.
2) An (as if) individual situation is described.
3) The situation is invented: we do not care whether it is actual.
4) Intuition: what would be the case in the situation?
5) The intuition is instrumental in answering the QUD.
Of course, this structure is only minimal. The aim is not to give nec-
essary and suffi cient conditions of thought experiments, but only to 
provide a fi rst idea. I shall illustrate the structure by an example from 
the philosophical debate, so-called Gettier cases. I choose this example 
because it is one of the few successful thought experiments in philoso-
phy, and it is used in many metaphilosophical debates (e.g. Williamson 
2007). 
1.  Q UD: Is knowledge justifi ed true belief (JTB)?
2.–3. Invented scenario:
GC: At 8:28, Smith looks at a clock to see what time it is. The 
clock is broken; it stopped exactly twenty-four hours previously. 
Smith believes, on the basis of the clock’s reading, that it is 8:28.(cf. 
Williamson 2009)
4. Intuition: 

GC is possible.
If GC were actual, would Smith have JTB?—Yes!
If GC were actual, would Smith have knowledge?—No!
5. Hence knowledge is not (just) JTB.
This is only a schematic presentation of main structural features. If we 
look for a sound logical argument, the following formalization is plau-
sible (Williamson 2007: 195):
(i) Necessarily, for any subject S and proposition p, S knows p if 

and only if S has justifi ed true belief in p.
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(ii) Possibly, some S is in GC.
(iii) If some S were in GC, some S would have justifi ed true belief in 

some p without knowing p.
(iv) It is possible that some S has justifi ed true belief in some p with-

out knowing p.
Thus: not (i)

Having outlined a preliminary idea of thought experiments, I shall 
address what might be their most puzzling feature. In ‘normal’ experi-
ments, we settle a question about independent reality by observation. 
Experiments are more sophisticated versions of observational practice. 
One arranges for standard observational conditions which are ideal 
for answering a question, and then one observes what happens under 
these conditions. For instance, in order to test whether there are Higgs 
bosons, physicists built a large hadron collider in which particles were 
accelerated until they had almost light speed. Under these conditions, 
Higgs bosons could be observed. 

In thought experiments, one main ingredient of normal experi-
ments is lacking. We do not observe an independent reality. One may 
try to frame thought experiments as observations of one’s own reac-
tions to certain considerations, but in my view this would be mislead-
ing. Thought experiments simply do not aim at observation in the way 
normal experiments do. The question becomes how merely imagined 
scenarios can be informative. Relatedly, when does it make sense to 
answer a question by using such a scenario?

Although there is a huge literature on thought experiments, these 
questions have not yet found a wholly satisfactory answer. Instead of 
trying to present one of my own, I shall consider an answer dating back 
to the fi rst half of the 20th century. I fi nd this answer interesting not 
only because it has been somewhat neglected in the literature but also 
because of the peculiar dialectical situation. While the point of thought 
experiments is diffi cult to appreciate in principle, the diffi culty is much 
aggravated in a strongly empiricist framework. The answer I shall con-
sider is bound to such a framework.

2. Schlick’s ‘Sinnkriterium’ for Thought Experiments
Moritz Schlick is famous for being the founder of one of the most in-
fl uential groups of philosophers to have fl ourished in the 20th century, 
the Vienna Circle. Schlick was also one of the main authors to set the 
circle’s agenda. Among his tenets ranks the famous ‘Sinnprinzip’: the 
meaning of a statement consists in the conditions of its empirical ver-
ifi cation. He also endorsed his own version of logical positivism, the 
view that any meaningful question has to be settled either by analysing 
one’s use of language or by empirical means. Given these key convic-
tions, it comes barely as a surprise that Schlick seems highly critical of 
thought experiments as far as they  draw on merely invented scenarios:
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…the philosopher is barely interested in merely fancied, invented objects; 
it is the real world that poses the big problems for him. ([1929] GAI/6: 162; 
all translations are mine)

The context of this passage from Schlick’s 1929 article Erkenntnistheo-
rie und moderne Physik (Erkenntnistheorie and modern physics) is the 
following: Schlick contends that the task of epistemology is complete if 
it can account for scientifi c knowledge of reality. There is no need for it 
to consider objects which are not actual. Now this seems precisely what 
thought experiments like Gettier’s do: they make us consider invented 
situations which are not actual. Thus, Schlick seems to say that phi-
losophers should not bother about thought experiments.

However, there are also remarks which point in the opposite direc-
tion, in particular the one originally in French from which I took the 
title of this article:

The representation of worlds departing from the real one requires a seri-
ous effort of imagination… But is fancy a privilege of poets? Don‘t we have 
a right to suppose it in philosophers? ([1935] GA I/6: 607)

Here Schlick seems to say that philosophers can be expected to use 
their imagination just as poets to represent worlds which are different 
from the real one. The context of this passage, the thought experiment 
to be considered in section 3.2. below, makes clear that Schlick does 
not oppose but endorses certain efforts of philosophers to come up with 
fi ctive scenarios which diverge from reality. The question becomes how 
to reconcile these two remarks.

There is one obvious way of reconciling the two quotes. The reconcil-
iatory proposal is that philosophers may consider non-actual scenarios 
as long as considering them contributes to answering questions about 
reality, the ones philosophers are interested in. Howe ver, this require-
ment leads to new concerns: given Schlick’s empiricist creed, we access 
reality by experience. We make observations and theorize about them. 
This is how we answer questions about reality. How could fi ctive sce-
narios contribute to such an access? 

In order to solve this problem, I shall take inspiration from a key 
verifi cationist tenet of Schlick. Thought experiments should contribute 
to answering questions about reality. Schlick imposes a verifi cationist 
constraint on meaningful questions:

A question is in principle answerable (I should like to say: it is a „good ques-
tion“) if we can imagine the experiences which we would have to have in 
order to give the answer. ([1932] GA I/6: 404)

A question has to be answerable, perhaps not here and now, but in 
principle. Otherwise it would miss its point as a question. A suffi cient 
(and presumably necessary) condition for a question to be answerable 
is that we can anticipate the experiences which would allow to answer 
it in imagination.

In assigning the role of anticipating experience to imagination, 
Schlick seems to subscribe to a simulationalist view of imagination. 
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Here is a classical statement of this view:
Imaginative projection involves the capacity to have, and in good measure 
to control the having of, states that are not perceptions or beliefs 
or decisions or experiences of movemen ts of one’s body but which are in 
various ways like those states—like them in ways that enable the states 
possessed through imagination to mimic and, relative to certain purposes 
to substitute for perceptions, beliefs, decisions, and experiences of move-
ments. (Currie and Ravenscroft 2002: 11)

In this quote, Currie and Ravenscroft present the imagination as a ca-
pacity of recreating or simulating mental states, among them percep-
tual states as we enjoy them in experience. Schlick assigns a key role 
to such a recreative imagination. The ability of using imagination is a 
prerequisite of our ability to ask and answer questions and thus of any 
intellectual activity. In order to grasp a question, we must be able to 
use imagination in anticipating the possible experiences which would 
serve to answer the question.

The notion of imagination needs to be clarifi ed, though. Many phi-
losophers bind imagination to a capacity to conjure up qualitative 
states like visual imagery as contrasted to states with purely non-qual-
itative content like propositions, concepts, and the like (cf. Kind 2001). 
Schlick seems to agree. This leads him to a qualifi cation of his condition 
for meaningful questions:

I do  not think, for instance, that we can be charged with talking 
nonsense if we speak of a universe of ten dimensions, or of beings 
possessing sense organs and having perceptions entirely different from 
ours; and yet it does not seem right to say that we are able to imagine 
such beings and such perceptions, or a ten-dimensional world. But we must 
be able to say under what observable circumstances we should assert 
the existence of the beings or sense-organs just referred to. ([1936] GA 
I/6: 730)

In this quote, Schlick seems to acknowledge that we can ask meaningful 
questions about a universe of ten dimensions or beings with completely 
different sensory experiences than ours. Such topics go far beyond our 
reality. Our reality might eventually turn out to be one with ten dimen-
sions or beings with completely different sensory experiences, but we 
cannot simply presuppose that it will. Judging from Schlick’s criterion 
for good questions, we should be able to imagine experiences which 
would make us answer the question whether such scenarios are real in 
the affi rmative. However, we cannot imagine ten dimensions or what 
it would be like to have completely different sense perceptions, says 
Schlick. The reason, I surmise, is that imagination is bound to quali-
tative states we are in a position to recreate. We cannot qualitatively 
represent ten dimensions or sense experiences which are completely 
different from ours.

One may wonder why Schlick emphasizes these limits of imagina-
tion. One answer is that he considers the claim that we would have to 
imagine a universe with ten dimensions or beings with different sense 
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organs in order to imaginatively anticipate the experiences we would 
have to make to posit the existence of such items. This claim seems 
doubtful. After all, we might posit these objects by broadly abductive 
reasoning, i.e. as theoretical entities which explain experiences with 
quite a different qualitative content. Anything else would amount to an 
implausibly radical empiricism, according to which theoretical concepts 
somehow have to be built from qualitative experiences. Although there 
are some indications that Schlick at a certain point in his career fl irted 
with such a radically empiricist view of conceptual content (Oberdan 
1996: Sec. 2), I shall not further discuss this aspect of Schlick’s work. 
Suffi ce it to say that, judging from the above quote, Schlick does not 
hold that we would have to imagine objects like a ten-dimensional uni-
verse or alien perceptions directly.

In order to make room for meaningful questions about a universe 
with ten dimensions etc., we do not have to imagine a universe with 
ten dimensions or what creatures with alien sense organs experience 
directly but only which experiences of ours would lead to positing such 
items by way of theorizing on our experiences, for instance by inference 
to the best explanation. For instance, the best explanation of our actual 
observations of the physical realm may be to posit ten dimensions, even 
if we can only perceive three of them. And the best way of accounting 
for the function of dog whistles may be to claim that dogs can hear 
sounds in the ultrasonic range, even if we cannot imagine hearing such 
sounds. Taking into account such indirect ways of imagining the perti-
nent experiences, we can uphold a defi nition of meaningful questions 
in terms of imagination.

In how far do these fi ndings on meaningful questions bear on dis-
cerning useful thought experiments? I venture a constructive proposal: 
a thought experiment is useful precisely if it contributes to answering 
a meaningful question about reality. For a question to be meaningful, 
we have to be able to imagine the experiences which would allow us to 
answer it. I suggest that there is an analogous condition for thought 
experiments:
Sinnkriterium: a thought experiment is meaningful only if we can 
imagine the experiences which would confi rm to us that the experi-
mental scenario is real.
This is a constructive proposal. In order for us to use a thought ex-
periment, it must contribute to answering a meaningful question about 
reality. A question is meaningful precisely if we can imagine the ex-
periences that would lead to answering it. It does not follow that we 
have to consider the experiences which would confi rm that the thought 
experimental scenario is real. Alternatively, one may think of a more 
indirect relationship between experience and the scenario, in particu-
lar that experience only confi rms the scenario to be possible in some 
sense. This alternative seems even more plausible, or at least better 
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in tune with our current ways of thinking about thought experiments. 
However, Schlick’s practice of thought experimenting supports that he 
indeed had something like my constructive proposal in mind. One may 
feel uncertain about my broad use of ‘meaningful’. Shouldn’t the notion 
be restricted to linguistic meaning? I suggest that we think of thought 
experimental descriptions which have a linguistic meaning and thus 
can be assessed as to whether they are meaningful.

I shall now present three thought experiments discussed by Schlick 
in which I see the sinnkriterium at work. In order to perform a good 
thought experiment, we have to imagine the experiences which would 
confi rm that the experimental scenario is real. Moreover, this imagina-
tion should bear on answering the question about reality which the 
thought experimenter set out to answer.

3. Three Exemplary Applications
3.1. Poincaré’s Thought Experiment
My fi rst example is a thought experiment which Schlick adapts from 
the physicist Henri Poincaré. The question to be answered is whether 
physical magnitudes are absolute or only relative to other magnitudes, 
in particular whether there is absolute space as Newton had it. To an-
swer this question, Poincaré invites us to imagine all spatial structures 
to suddenly grow by the same proportion:

Imagine that all bodies in the world over night grow to huge size, their di-
mension is enlarged by the factor 100… I am a Goliath of 180m and use a 
15m fountain pen to draw letters on the paper which are several me-
ters high, and in an analogous fashion all other magnitudes in the 
universe have changed, such that the new world, though enlarged, 
geometrically resembles the old one. ([1917] GA I/2: 198–199)

Schlick devotes a lengthy discussion to the precise general formulation 
of this thought experiment. As it stands, it does not answer Poincaré’s 
question. It leaves open key issues like whether the masses of objects 
also change. Schlick eventually settles for a formulation in terms of a 
suitable mapping of spacetime points which is in tune which his phi-
losophy of physics. These subtleties do not matter for my general topic. 
I shall consider the case as originally described under the simplify-
ing assumption of a static universe which only undergoes the sudden 
transformation described by Poincaré. Moreover, all our measuring de-
vices are assumed to be geometrical ones.

According to the sinnkriterium, in order to deal with this thought 
experiment, we have to imagine the experience which would confi rm 
the scenario to be real, Schlick notes:

What would I feel like after such a change? I wouldn‘t notice the change. 
Since all objects have participated in the enlargement, all objects and in-
struments, we would lack any means to fi gure out the imagined change. 
([1917] GA I/2: 199)



94 D. Dohrn, Schlick on a ‘Sinn kriterium’ for TE

There can be no experience which would confi rm that we are in Poin-
caré’s scenario, says Schlick, adding:

This whole change exists only for those who mistakenly argue as if 
space were absolute… Hence  the enlarged universe is not only indistin-
guishable from the original one, it simply is the same universe, there is no 
sense in talking of a difference as the absolute size of a body is nothing ‘real’. 
([1917] GA I/2: 199)

Schlick’s remarks show that we need to be careful in applying the 
sinnkriterium. Originally, one would have thought that a meaningful 
thought experiment requires to imagine the experiences which confi rm 
that the scenario is real. In contrast, Poincaré’s thought experiment 
seems to work precisely by our inability to imagine such experiences. 
How could that be?

Here is my proposal how to construe the dialectics of Poincaré’s 
thought experiment. Poincaré describes a scenario which his opponent 
who believes in absolute space is committed to accept as a meaningful 
thought experiment: all spatial magnitudes might change proportion-
ally although we would be unable to detect that they do. It is not Poin-
caré but his opponent who must be prepared to perform this thought 
experiment. Applying the sinnkriterium, we notice that the scenario is 
not meaningful. For we cannot imagine the experiences which would 
confi rm that the scenario is real. This shows that the idea of abso-
lute space leads to absurd consequences: one must accept a scenario 
as meaningful which does not make sense. Poincaré’s opponent would 
have to answer which experiences would confi rm that the scenario is 
real, but there is no positive answer to this question.

I note that there is also a weaker interpretation of the dialectics. 
Sometimes it seems as if Schlick had only in mind that unobservable 
change is nothing that makes sense to a physicist, who underlies stron-
ger obligations of supporting her claims by observation. I grant that 
Schlick at this point may not yet invoke a general sinnkriterium. But 
if we consider how to embed his take on Poincare’s experiment into 
his overall philosophical position, the more ambitious interpretation 
seems plausible.

3.2. Private Psychological States
My second example can be dubbed the thought experiment of private 
psychological states. Schlick envisions a scenario in which mental 
states are completely isolated from physical ones. The initial question 
which motivates this thought experiment is the following: can state-
ments on mental states be reduced to statements about physical 
states? The question is motivated. Many pundits nowadays say things 
like ‘the brain feels, thinks…’. If we reason this claim through, we may 
end with the claim that my state of, say, being in pain, is identical or 
reduces to a certain physical state of my brain. A related claim is that a 
sentence like ‘some being is in pain’ is a sentence about a certain iden-
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tifi able physical state. Against this claim, Schlick develops his thought 
experiment. He imagines a scenario in which there are beings with quali-
tative mental states. They experience what it is like to be in such a state. 
But there is no correlation between these qualitative states and anything 
physical. To Schlick, true sentences about the qualitative states of these 
beings are not sentences about anything physical. This shows that state-
ments about mental states do not in principle reduce to statements about 
physical facts.

My interest is not so much the success or failure of this thought ex-
periment, but how the experiment is presented by Schlick. In Schlick’s de-
scription of the experiment, we can see the sinnkriterium at work. Schlick 
says about his scenario:

We should perhaps talk of two realms, one physical, public, common, 
the other private, psychological, consisting entirely of monologues… the 
two worlds would be parallel but they remain connected. ([1935] GA I/6: 
607, m.e.)

The fi nal sentence is puzzling. Why do the two worlds, the physical 
and the psychological one, have to be connected? In what way are they 
connected? And how does this connection square with Schlick’s stipula-
tion that there is no correlation between private mental and physical 
states?

In my view, the answer again lies in the sinnkriterium. In order to 
perform the experiment, we have to ask which experiences would con-
fi rm that there are the two separate realms, the physical and the psy-
chological one. Experience would have to confi rm to one and the same 
cognizer both that there is the physical realm and the isolated psycho-
logical realm. This can only be done if the cognizer herself has access 
both to the physical and the psychological realm. The cognizer must on 
the one hand have suitable experiences of the physical world. These 
experiences must be systematically correlated with physical facts. On 
the other hand, she must also have a range of experiences which so 
completely lack any systematic correlation with physical states that 
she cannot even communicate them to others.

To illustrate the point, assume that there is a community of re-
searchers who lack eyesight. However, only one of them, Mary, addi-
tionally has intense psychedelic colour experiences which occur ran-
domly. Since the others do not have colour experiences and there are 
no physical correlates to Mary’s experiences, there is no way she could 
communicate to the others what she is experiencing. At best the others 
could notice (if they take her avowals seriously) that she has a random 
pattern of experiences which they have no further access to.

One may question the experiment by doubting that one can have a 
private language to be used for monologues about private experiences. 
More importantly, one may ask what modal status we have to assign to 
the scenario for it to say something about psychological sentences in our 
language. Perhaps all true psychological statements in our language 
are perfectly correlated with physical statements. As a consequence, 
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one may wonder why the theoretical alternative of psychological state-
ments which are not correlated in this way with physical statements 
matters if our main interest is to settle questions about reality. But it 
is not my purpose here to assess the success or failure of the thought 
experiment. My interest is only to show how Schlick’s metatheory of 
thought experiments drives his interpretation of his own experiment. 
The combination of access to the physical and the private realm in one 
and the same cognizer is a direct result of the sinnkriterium.

3.3. Immortality
My third example is interesting especially due to its aftermath in the 
history of 20th century philosophy. It illustrates Schlick’s empiricist 
take on the age-old question of human immortality. To appreciate the 
standing of the question: when we nowadays read Descartes’s Medita-
tions, we are primarily interested in his Cogito ergo sum, his radical 
doubt, his mind-body dualism. But Descartes himself titled the Medita-
tions ‘Meditations on the fi rst philosophy, in which the existence of God 
and the immortality of the soul are demonstrated’ (Descartes 1641). The 
question of immortality seems to have been a primary preoccupation of 
Descartes. Moreover, he approached the question by purely intellectual 
inquiry, detached from all sense experience.

As an empiricist, Schlick must take a completely different approach. 
He addresses the question by asking what experience might contribute to 
answering it. To Schlick, the main contribution would concern empirical 
evidence that one has survived one’s own bodily death. Here is what this 
evidence might be like:

In fact I can easily imagine, e.g., witnessing the funeral of my own body 
and continuing to exist without a body, for nothing is easier than to describe 
a world which differs from our ordinary world only in the complete absence 
of all data which I would call parts of my own body. ([1936] GA I/6: 731–733)

Again Schlick develops a thought experimental scenario, one’s survival 
of one’s own death, by asking which experiences might confi rm that this 
scenario is real. He envisions the experience of attending his own funer-
al without having any experiences confi rming that he has a body. It is 
an interesting question how Schlick could imagine watching his funeral 
without thereby having data about his having an embodied perceptual 
system standing in physical contact with his physical surroundings. It 
also sounds strange to talk of parts of the body as data. A realist may 
insist that parts of the body are not simply bits of information, they are 
material beings out there. But again, my purpose is not to discuss the 
minutes of Schlick’s experiment. Instead I note that, to Schlick, the sce-
nario of surviving one’s own death makes sense only if we can imagine 
the experiences which would confi rm that the scenario is real.

Schlick’s empirical twist of the issue of immortality has sparked 
criticism by Bernard Williams. Williams says:
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Schlick f amously claimed that survival after death must be a con-
tingent matter, because he could imagine watching his own funeral. In 
order to make good this claim, Schlick would have had to give a coher-
ent account of how, as participant at his own funeral, he could be himself, 
Schlick; all the problems of continuity, personal identity, and so forth are 
called up. (Williams 1973: 40)1

Williams notes that Schlick took survival of one’s own death to be a 
contingent matter, as contrasted, for instance, to Descartes, who con-
sidered it a consequence of the necessary metaphysical structure of the 
world, not to be ascertained by observation but by purely intellectual in-
quiry.2 I do not think that Schlick aimed at establishing the contingency 
of survival after death, though. Rather he wanted to bring out the only 
way to make sense of the very question of immortality: by telling how 
we could fi nd out whether we are immortal by empirical means.

Williams’s second criticism is more interesting: Schlick might have 
devised a scenario of a subject watching Schlick’s funeral, but what 
could confi rm to the subject that it is the same person, Schlick, who 
is being buried and watching his funeral? I think that this criticism, 
whatever its ultimate plausibility, is telling. It shows the limitations 
imposed on thought experiments by Schlick’s sinnkriterium. Either the 
question whether it is he himself, Schlick, who observes his funeral, 
is a meaningful question. Then the question must be principally an-
swerable by experience, for instance by the experienced continuity of 
psychological states. Or the question does not make sense because it 
cannot be answered empirically. In this case, Williams criticism might 
still apply. It might just show that Schlick’s thought experiment did 
not live up to his own standards. He would not have devised conditions 
that could empirically confi rm his surviving his own bodily death. And 
this failure might indicate that the whole question of immortality be-
comes meaningless by Schlick’s standards.

4. In Conclusion
I have illustrated Schlick’s sinnkriterium for thought experiment by 
several applications. But what are we to make of this account? Is it just 
a curious footnote in the history of logical positivism? I shall close with 
two remarks.

On the one hand, Schlick’s criterium surely imposes strong limi-
tations on thought experiments. Nowadays these precise limitations 
do not seem overwhelmingly plausible. For instance, we presumably 
can conceive a universe which exists although there is no way of as-
certaining its existence by observation, for instance our universe as 

1 Thanks to Bernhard Thöle for bringing this passage from Williams to my 
attention.

2 More precisely, Descartes thought that the soul is necessarily immortal as far 
as its continuous existence only depends on God’s continuous support and not on 
anything physical.
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it would have been if there had been no intelligent life. This thought 
experiment tells us something about our reality, as witnessed by the 
discussion of the so-called anthropic principle among scientists. The 
argument from the anthropic principle roughly goes as follows: there is 
nothing remarkable about the universe giving rise to conscious life. If 
it were different, we would simply be unable to observe it. The opposite 
impression is just due to selection bias. The thought experiment makes 
sense. But if we apply Schlick’s sinnkriterium, we would have to ask 
which observations could confi rm the existence of a universe devoid of 
intelligent life, and, of course, there can be no such observations.

Moreover, there are doubts that Schlick’s sinnkriterium elucidates 
our standard way of tackling thought experiments. For instance, surely 
we can answer which experiences would confi rm us that a Gettier case 
is real. As for GC, we have to observe a person looking at a clock, ob-
servation must confi rm us that the clock stopped precisely 24h earlier, 
and so on. But this answer is trite. It does not really capture anything 
that matters in dealing with this thought experiment. In particular, 
Schlick offers nothing like the sophisticated apparatus of alethic mo-
dalities which structures the current debate of thought experiments. 
This leaves us somewhat clueless about how merely imagining experi-
ence which might be arbitrarily unlikely to become real could tell us 
anything about our reality. The problem already surfaced at the end of 
section (3.2.). Schlick does not offer an answer to the crucial question 
how mere imagination can generate new information as Mach did in 
his proposal that tacit empirical constraints are written into our minds 
by evolution.

On the other hand, in recent times, empiricist tendencies in modal 
epistemology are on the rise (e.g. Bueno and Shalkowski 2015, Mar-
tínez 2015, Fischer and Leon 2017). Philosophers have become suspi-
cious of lofty possibility claims which are not somehow grounded by 
empirical science. The same goes for thought experiments. Notwith-
standing huge differences in detail, empirically-minded philosophers 
may be inspired by Schlick’s thoroughly empiricist attitude, which also 
becomes manifest in his account of thought experiments.
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1. Introduction
Are there any thought experiments in law? If we look for an answer 
to this question in the recently published prestigious The Routledge 
Companion to Thought Experiments (hereinafter RCTE), we will not 
fi nd one. Its Part II contains discussions on thought experiments in 
particular disciplines, such as political philosophy, economics, theol-
ogy, ethics, physics, biology and mathematics, but not in law.1 Neither 

1 The editors of RCTE advocate a further expansion of the discussion to thought 
experiments in other disciplines, including law (see Stuart, Fehige and Brown (2018: 
3, 5)).
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does the ambitious work on the history of philosophy and theory of 
law, their orientations and main topics, A Treatise of Legal Philosophy 
and General Jurisprudence (hereinafter TLPGJ) in 12 volumes, con-
tain a discussion on thought experiments in law. It uses the expression 
“thought experiment” twice: fi rst, to refer to Otfried Höffe’s state of 
nature thought experiment (Hofmann 2016: 335) and, second, to refer 
to F. K. von Savigny’s idea of the process of statutory interpretation 
(Chiassoni 2016b: 584). However, when discussing the contribution 
to the legal theory of the two great contemporary philosophers, John 
Rawls and Jürgen Habermas, TLPGJ fails to inform us that the origi-
nal position of the fi rst and the idealized speech situation of the second 
are also thought experiments (Riley 2009). Considering that these two 
publications, each highly respectable in its fi eld of research, are silent 
or scarcely informative about thought experiments in law, any further 
information about the topic is welcome.

I will be focusing here on H. L. A. Hart’s The Concept of Law, (here-
inafter CL), (1961 [1994]). It is an  important and infl uential work in 
the modern philosophy and theory of law.2 In CL, Hart introduced 
an  d discussed, among other things, several imaginary scenarios: the 
absolute monarchy under the Rex dynasty (52–66); the pre-legal soci-
ety governed by primary rules of obligation (91–99); and the worlds in 
which rules would be different f rom those in our actual worl d (193–200). 
These imaginary scenarios are designed by Hart to dismiss the theo-
ries of law of some other authors, such as John Austin (1832 [1954]),3 
and to present some of the main ideas of his own theory. First, in his 
discussion of the imaginary absolute monarchy under the Rex dynasty, 
Hart demonstrates the inad equacy of the central notions of Austin’s 
theory of law, those of sovereignty and general habit of obedience, and 
the indispensability of the idea of rules for the understanding of law. 
Then, in his discussion of the imaginary pre-legal society governed by 
primary rules of obligation and the imaginary worlds in which rules 
would be different from those in our actual world, Hart presents two 
other main ideas of his theory of law, in addition to the idea of rules, 
that is, the idea of law as the union of primary rules of obligations and 
secondary rules of power, and the idea of mi nimum content of natural 
law. Thus, all the three main ideas of Hart’s theory of law turn around 
imaginary scenarios.

Although Hart did not use the expression “thought experiments” 
in CL, some of Hart’s interpreters refer to his imaginary scenarios 
as thought experiments and/or suggest that the method of thought 
experimentation is coequal to linguistic methods in his work. For ex-

2 On Hart’s life and work, see the following books and collections of essays in 
English: d’Almeida, Edwards and Dolcetti (2013); Postema (2011); Simpson (2011); 
Kramer, Grant, Colburn and Hatzistavrou (2008); MacCormick (2008); Lacey (2004); 
Colema n (2001); Bayles (1992); Leith and Ingram (1988); Gavison (1987); Moles 
(1987); Hacker and Raz (1977). For other works on Hart’s CL, see references.

3 He should not be confused with Hart’s philosopher colleague J. L. Austin.
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ample, Nicos Stavropoulos argues that Hart in CL, in addition to an 
examination of the semantics of imperatives,4

… further employs less obviously linguistic methods, namely, the pursuit 
of philosophical argument as to the true content of the key concepts, by 
means of the familiar techniques of drawing distinctions and defending 
them through thought experiments. (2001: 67)

Another author, Pierluigi Chiassoni, claims that “Hart regards the meth-
od of philosophical imagination as a major tool in the game of descriptive 
metaphysics”, the method that “[i]n Hart’s understanding … requires 
the working out of thought experiments meant to explain how our ac-
tual conceptual and institutional structures are, and why, by comparing 
them with alternative imaginary situations” (2011: 65; 2013: 456).5

Unlike Stavropoulos, who does not give any concrete example of 
thought experiments in Hart’s CL, Chiassoni lists three thought ex-
periments in Hart’s work: the simple model of law as coercive orders; 
the idealized picture of a primitive, pre-legal, society ruled only by a 
set of unconnected primary rules of obligation; and the theory of the 
minimum content of natural law. (They are the same as the imaginary 
scenarios that I have mentioned above under slightly different appel-
lations.) However, Chiassoni does not discuss the thought experiments 
in detail. Still, other authors (Priel 2013: 544; Giudice 20  15: 59; von 
Daniels 2016: 109–112; and Houlgate 2017: 51) refer to som  e of the 
imaginary scenarios in Hart’s CL as thought experiments.

These aut  hors usefull y draw attention to the imagina ry scenarios in 
Hart’s CL as thought experiments and the thought experimentation as 
an integral part of the methodology that underlies his work.6 However, 
they do not go into the qu estion of whether Hart’s imaginary sce  narios in 
CL do indeed satisfy a general   characterization of thought e xper im ents. 
Until we have an answer to this question in the fi rst place, we cannot say 
whether their interpretation of Hart’s work is on the right track.

4 According to Stavropoulos (2001: 67), Hart’s examination of semantics of 
imperatives consists of an analysis of “… the meaning of expressions such as ‘to 
order’ … and ‘to give an order’ … ‘to address’, as applied to commands … and to laws 
… ‘obedience’ … ‘being obliged’, ‘having an obligation’, and ‘duty’ … and ‘valid’. It 
also results in the truth conditions of propositions such as ‘a legal system exists’ … 
‘it is the law that X’ and ‘in England they recognize as law X’ … ‘rule X is valid’ … or 
those expressing the existence of obligations … and a number of other expressions 
and propositions” (page references to Hart’s CL are omitted).

5 Chiassoni (2016: 64) also uses expressions “mental experiments” and 
“experiments in ‘philosophical imagination’”.

6 In her biography of Hart, Nicola Lacey tells us that Hart was famous for 
inventing games of wit or ingenuity that he and his wife Jenifer used to play with 
their friends Isaiah and Aline Berlin: “The game consisted in a thought experiment 
in which  the Harts’ and the Berlins’ guests wake up to fi nd themselves with the 
other family, and involved wry comparisons of the comportment of their respective 
guests” (Lacey 2004: 340). However, Lacey says nothing about Hart’s attitude 
towards thought experimenting in his professional work as opposed to his leisure-
time activity.
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In the section 2, I will fi rst summarize the three imaginary sce-
narios in Hart’s CL   and point to the context of his work within which 
we encounter each of them, Then, in the section 3, I will m  ake use 
of a g eneral characterization of thought experiments in the contem-
porary philosophical literature, including the aforementioned RCTE, 
and briefl y examine the way and the extent to wh ich the imaginary 
scenarios in Hart’s work can satisfy its requirements.

Before I do this, l et me note that in o ther works of his, Hart intro-
duced and discussed several other imaginary scenarios: the criminal 
law without excusing conditions (1958 [2008]: 47–8); the counterfac-
tual ca usation (1959 [1985]) and the pure theory of imperatives (1970 
[1983]: 312–13). Hart has also discussed some imaginary scenarios and 
thought experiments invented by other authors: F. W. Maitland’s state 
of Nusquamia (1954 [1983]: 37–39); L. L. Fuller’s Rex the lawmaker 
(1965 [1983]: 347–53); Rawls’s original position (1973 [1983]); Robert 
Nozick’s emergence of minimal state (1976 [1983]: 150–51) and Ron-
ald Dworkin’s Hercules the judge (1977 [1983]: 139, 154; 1961 [1994]: 
264). Hart termed “Gedankenexperiment” (“thought experiment”), 
(1958 [2008]: 47) an imaginary situation in which criminal law is op-
erating without excusing conditions, this being the only occasion in his 
works, as far as I know, that he used the expression. Of course, from 
the fact that Hart terms the criminal law without excusing conditions 
as a “thought experiment”, it still does not follow that it really is a 
thought experiment. If we want to argue that the latter is a thought 
experiment, we will require a characterization of a genuine thought 
experiment. We will also require such a characterization, if we want to 
argue that other imaginary scenarios in Hart’s works are thought ex-
periments, even though Hart does not call them thought experiments. 
I have already said I will examine here only the imaginary scenarios 
in Hart’s CL as possible candidates for thought experiments. Last but 
not least, it has to be noted that Hart is cre dited with having revived the con-
temporary debate on the doctrine of double effect (1967 [2008]) from which 
some famous thought experiments emerged, such as the terror bomber 
and strategic bomber thought experiment and the tram/trolley thought 
experiment (Di Nucci 2004).

2. Three imaginary scenarios
In this section, I summarize the imaginary scenarios in Hart’s CL that 
this article deals with and point to the context of his work within which 
we encounter each of them. They are:
– the  absolute monarchy under the Rex dynasty;
– the pre-legal society governed by primary rules of obligation; and
– the worlds in which rules would be different from those in our actual 

world.
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The absolute m  onarchy under the Rex dynasty
In Chapters II–IV of CL, Hart states and criticizes Austin’s theory of 
law.7 On Austin’s theory, Hart writes in the fi rst of these two chapters: 

… there must, wherever there is a legal system, be some persons or body 
of persons issuing general orders backed by threats which are generally 
obeyed, and it must be generally believed that these threats are likely to 
be implemented in the event of disobedience. This person or body must be 
internally supreme and externally independent. If, following Austin, we call 
such a supreme and independent person or body of persons the sovereign, 
the laws of any country will be the general orders backed by threats which 
are issued either by the sovereign or subordinates in obedience to the sov-
ereign. (25)
In Chapter III, Hart criticizes Austin’s notion of general orders 

backed by the threat of sanction by arguing that it is inadequate to ac-
count for the content, the mode of origin and the range of application 
of many laws that modern legal systems contain. He then goes on in 
Chapter IV to criticize Austin’s theory on the ground that its notions of 
sovereignty and general habit of obedience are inadequate to account 
for the continuity and the persistence of law, as well as legal limita-
tions on legislative authority.

In this context, Hart introduces and discusses the imaginary abso-
lute monarchy under the Rex dynasty. He asks the reader to imagine 
a society in which Rex is an absolute monarch or sovereign (52). Rex is 
habitually obeyed by the bulk of his subjects, but he habitually obeys 
no one else. He exercises power over his subjects by issuing general 
orders backed by the threat of sanction, requiring them to do various 
things and to abstain from doing certain other things. Although some 
incidents of disobedience took place during the early years of the reign 
of Rex, the problems have resolved themselves and the subjects set-
tled into a habit of obeying his orders. Hart asks the reader to suppose 
further, namely, that after a long successful reign, Rex dies leaving 
a son, Rex II, who immediately starts to issue orders (53). The ques-
tions of continuity and persistence of law arise: “Would the orders of 
Rex II be already law?” and “Would the orders of the dead Rex still be 
law? ” (62). Answering the  se questions in the manner Au stin’s theory 
requires,   leads  to an absurd conclusion. First, Rex II has not reigned 
long enough for the subjects to have  had time to develop a habit of 
obeying his orders. More importantly, the mere fact that the subjects 
habitually obeyed the orders of his father does not confer on Rex II any 
right to succeed him and issue orders in his place (59–60). Therefore, 

7 Hart claims (1961 [1994]: 18) that he is considering and criticizing a modifi ed 
version of Austin’s theory in its strongest form, and not the theory as Austin 
formulated it in The Province of Jurisprudence Determined (1832 [1954]). In a 
lengthy note (1961 [1994]: 282–283). Hart enumerates the additions, modifi cations 
and qualifi   cations he made to Austin’s theory.
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Rex I I would not be a sovereign and his orders would not already be 
law. On the other hand, being dead, Rex is no longer habitually obeyed. 
Therefore, neither would he be a sovereign nor would his orders still be 
law. The absurd consequence is that, on Austin’s theory, the imaginary 
absolute monarchy over which Rex has reigned would end up without a 
sovereign and without law, at least until the subjects settle into a habit 
of obeying Rex II and his orders.

However, even in an absolute monarchy, Hart claims, th ere must be
some accepted fundamental rules specifying a class or line of persons whose 
word is to constitute a standard of behaviour for the society, i.e. who have 
the right to legislate. Such a rule, thoug h it must exist now, may in a sense 
be timeless in its reference: it may not only look forward and refer to the 
legislative operation of a future legislator but it may also look back and  
refer to the operations of a past one. (62–3)

The same is true of the imaginary absolute monarchy under the Rex 
dynasty:

Each of a line of legislators, Rex I, II, and III, may be qualifi ed under the 
same general rule that confers the right to legislate on the eldest living 
descendant in the direct line. When the individual ruler dies his legisla-
tive work lives on; for it rests upon the foundation of a general rule which 
successive generations of the society continue to respect regarding each leg-
islator whenever he lived. In the simple case Rex I, II, and III, are each 
entitled, under the same general rule, to introduce standards of behaviour 
by legislation. (63)

The answer to the questions of continuity and persistence of law, 
“Would the orders of Rex II be already law?” and “Would the orders of 
the dead Rex still be law?”, leads now to no absurd consequence. The 
absurdity is removed by assuming that there is a general rule recogniz-
ing the enactments of each legislator in the direct lineal succession, 
Rex I and Rex II, as law.8

In the rest of Chapter IV, Hart questions the necessity of a sover-
eign with legally illimitable power for the existence of law as well as 
the very possibility in modern legal systems of a sovereign in Austin’s 
sense. As a substitute for Austin’s notions of sovereignty, general or-
ders backed by the threat of sanction and general habit of obedience, 
Hart introduces the idea of rules, without which “we cannot hope to 
elucidate even the most elementary forms of law” (80).

The pre-legal society governed by primary rules of obligation
After demonstrating the inadequacy of Austin’s theory for the under-
standing of law, Hart announces in Chapter V of CL “a fresh start” (79, 
80). The starting point of such a fresh start is the distinction between 
two types of rules:

8 On his discussion of the continuity and the persistence of law in the context of 
extended imaginary scenario where Rex dynasty has been overthrown in revolution 
and Brutus becomes new sovereign, see Hart (1965 [1983]: 362–63).
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Under rules of the one type, which may well be considered the basic or pri-
mary type, human beings are required to do or abstain from certain actions, 
whether they wish to or not. Rules of the other type are in a sense parasitic 
upon or secondary to the fi rst; for they provide that human beings may 
by doing or saying certain things introduce new rules of the primary type, 
extinguish or modify old ones, or in various ways determine their incidence 
or control their operations. Rules of the fi rst type impose duties; rules of 
the second type confer powers, public or private. Rules of the fi rst type con-
cern actions involving physical movement or changes; rules of the second 
type provide for operations which lead not merely to physical movement or 
change, but to the creation or variation of duties or obligations. (81)

Hart claims that
in the combination of these two types of rule there lies what Austin wrongly 
claimed to have found in the notion of coercive orders, namely, ‘the key to 
the science of jurisprudence.’ (81)

In the rest of Chapter V, Hart examines the two types of rules. Firstly, 
he characterizes the primary rules of obligations in terms of serious-
ness of social pressure for compliance, importance for the preservation 
of social life, and confl ict with self-interests of those controlled by them. 
In addition, Hart elaborates the distinction between the internal and 
external point of view (introduced earlier in CL (see 56–7). He then 
goes on to examine the secondary rules of power.

In this context, Hart introduces and discusses the imaginary society 
without sovereign and his subordinates (91). He is asking the reader to 
imagine a primitive society governed by a set of primary rules of obliga-
tion that forbid the free use of violence, theft, and deception, prescribe 
performance of various services and contributions to the common life, 
etc. (See more on the content of these rules below.) Some members of 
society reject these rules or conform to them only out of fear of sanction. 
They take the rules from the external point of view. However, the vast 
majority of society’s members accept the rules and obey them. They 
“live by the rules seen from the internal point of view” (92). Unless  
such a society is small, made up of a close-knit population sharing com-
mon sentiment and belief, and placed in a stable environment, Hart 
contends, its formal structure “must prove defective and will requi re 
supplementation in different ways” (92). One defect would be the un-
certainty of the rules. If doubts were arisen as to what the rules are or 
as to the precise scope of a given rule, there would be no procedure for 
settling this doubt, either by reference to an authoritative text or to 
a society’s institution whose declarations on this point are authorita-
tive. Another defect would be the static character of the rules. There 
would be no means of deliberately introducing new rules or adapting or 
eliminating old ones in the light of changing circumstances in a society. 
In an extreme case, which “never perhaps fully realized in any actual 
community”, the obligation s, specifi ed in the rules, “in pa rticular cases 
could not be varied or mo difi ed by the deliberate choice of any indi-
vidual” (93). The last defect would be the ineffi ciency of the rules. If 
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disputes were arisen as to  whether a rule has or has not been violated, 
there would be no society’s institution specially empowered to ascer-
tain fi nally and authoritatively the fact of violation (93–4).

The re medy for each of these defects of prim  ary rules of obligation, 
Hart claims, would consist in the introduction of secondary rules of 
power.  First, the remedy for the uncertainty of primary rules would be 
the introduction of the rule of recognition. It “specify some feature or 
features possession of which by a suggested rule is taken as a conclu-
sive affi rmative indication that it is a rule of the group to be supported 
by the social pressure it exerts” (94). For example, in the imaginary ab-
solute monarchy under the Rex dynasty, the rule of recognition would 
be that whatever Rex I enacts is law (96). Second, the r emedy for the 
static character of prim ary rules would consist in the introduction of 
the rules of change. They empower “an individual or body of persons to 
introduce new primary rules for the conduct of the life of the group, or 
of some class within it, and to eliminate old rules” (95). Again, in the 
case of the imaginary absolute monarchy under the Rex dynasty, the 
rule of change would be that the eldest living male descendant, in the 
direct line, of Rex I, has the right to legislate. A further remedy for the 
static character of primary rules would be the introduction of rules that 
confer on individuals the power to vary their initial positions under the 
primary rules. These rules   are akin to the rules of change involved in 
the notion of legislation (96). Third, the r emedy for the ineffectiveness 
of the primary rules would consist in the introduct ion of the rules of 
adjudication. They empower “individuals to make authoritative deter-
minations of the question whether, on a particular occasion, a primary 
rule has been broken” (97).

Hart m arks the i ntroduction of all these secondary rules of power 
into society as “the step from  the pre-legal into the legal world,”9 and 
equates its importance for a society with the invention of the wheel 
(42).

In Chapter VI of CL, Hart examines the rule of recognition in more 
detail and still further elaborates the distinction between the internal 
and external point of view. Of particular interest here is his remark 
about a legal system in which only offi cials take the rules from the inter-
nal point of view:

The society in which this was so might be deplorably sheeplike; the sheep 
might end in the slaughter-house. But there is little reason for thinking 
that it could not exist or for denying it the title of a legal system. (117)

The point is, as Hart makes clear later in CL, that the step from the 
pre-legal society to one with law would bring with it not only gains (cer-

9 There would be borderline cases where some, but not all, secondary rules 
of power are introduced Namely, Hart claims that the introduction of each of the 
secondary rule of power “might, in itself, be considered as a step from the pre-legal 
into the legal world”, since each one “brings with it many elements that permeate 
law”, while “certainly all three [secondary rules of power] together are enough to 
convert the regime of primary rules into what is indisputably a legal system” (94).
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tainty, dynamism and effi ciency of rules), but also the cost of risk that 
“the centrally organized power may well be used for the oppression of 
numbers with whose support it can dispense, in a way that the simpler 
regime of primary rules could not” (202). Does not the same point hold 
true for all inventions? Think of the above-mentioned analogy with the 
invention of the wheel.

The worlds in which rules would be different 
from those in our actual world
After considering law as the union of primary and secondary rules, 
Hart redirects his attention in Chapters VIII and IX of CL to the con-
sideration of the relation between law and morality.10

In the fi rst of these two chapters, he discusses the relevance of the 
idea of justice to law, the main features (importance, immunity from 
deliberate change, voluntary character of offences, and the form of 
pressure) that distinguish moral rules from legal rules and other types 
of social standards, and the role that moral ideals and principles play 
in a society and life of individuals.

Hart then goes on in Chapter IX to consider the contention that 
there is no necessary connection between law and morality. This con-
tention is most closely associated with the tradition of legal positiv-
ism. Hart distinguishes between two forms in which the contention has 
been rejected.

One of these is expressed most clearly in the classical theories of Natural 
Law: that there are certain principles of human conduct, awaiting discovery 
by human reason, with which man-made law must conform if it is to be 
valid. The other takes a different, less rationalist view of morality, and of-
fers a different account of the ways in which legal validity is connected with 
moral value. (186)

Hart devotes most of the chapter to an examination of the traditional 
natural law theory. Although he rejects its teleological view of nature, 
he accepts its claim about human survival as a goal of law and moral-
ity:

We are committed to it as something presupposed by the terms of the dis-
cussion; for our concern is with social arrangements for continued existence, 
not with those of a suicide club. (192)

Proceeding on this assumption, Hart begins to specify what he calls the 
“minimum content of natural law” (193).11

In this context, Hart introduces and discusses several imaginary 
worlds in which rules would be different from those in our actual 
world.12 First, he asks the reader to imagine a world in which human 

10 Although the “union of primary and secondary rules is at the centre of a legal 
system”, Hart claims, “it is not the whole” (99).

11 Hart stresses (1961 [1994]: 303) that his idea of minimum content of natural 
law is based on Thomas Hobbes’s and David Hume’s accounts of laws of nature.

12 See also Hart’s slightly earlier work (1958 [1983]: 79–81).
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beings were to become invulnerable to attack by each other, were ar-
mored perhaps like “animals whose physical structure (including exo-
skeletons or a carapace) renders them virtually immune from attack 
by other members of their species” or were incapacitated like “animals 
who have no organs enabling them to attack” (194). In such a world 
there would be little point, Hart claims, “for the most characteristic 
provision of law and morals: Thou shalt not kill” (195). Second, the 
reader is asked to imagine a world of human beings “immensely stron-
ger than others or better able to dispense with rest, either because 
they are far above the present average, or because most were far below 
it” (195). In such a world of “giants among pygmies”, there would be 
no special system of organized sanctions, but only a system “in which 
the weak submitted to the strong on the best terms they c ould make 
and lived under their ‘protection’” (198). Third, Har t asks the reader to 
ima gine still another world with devils “dominated by a wish to exter-
minate each other” and an opposite world with angels “never tempted 
to harm others” (196). In the former world, rules requiring forbear-
ances would be impossible, while in the latter one they would be un-
necessary. Fourth, the reader is asked to imagine a world in which 
the “human organism … have been constructed like plants, capable of 
extracting food from air, or what it needs … have grown without culti-
vation in limitless abundance” (196). In such a world, there would be no 
point in having rules that protect property. The last imaginary world is 
a pre-legal world that we encountered above. In this world human be-
ings were approximately equal in physical strength and vulnerability, 
and live under “a system of mutual forbearances”. Because of obvious 
advantages of submission to such a system, “the number and strength 
of those who would co-operate voluntarily” in its maintance woul d “nor-
mally be greater than any likely combination of malefactors” (197–98; 
see also 218–19). In such a world there would be no need for a special 
system of organized sanctions.

Considerations of these imaginary worlds enable Hart to make fi ve 
“very obvious generalizations” or “truisms” about the human nature 
and the character of physical world in which they live: human vulner-
ability; approximate equality; limited altruism; limited resources and 
limited understanding and strength of will. Given these fi ve truisms, 
Hart claims, certain rules necessary for human survival can be deter-
mined. They include rules that “restrict the use of violence in killing 
or infl icting bodily harm” (194), require “mutual forbearance and com-
promise” (195) and respect for property (196), enable “men to transfer, 
exchange, or sell their products” and secure the recognition of promises 
as a source of obligation” (197), and create a special organization for 
the detection and punishment “of those who would … try to obtain the 
advantages of the system without submitting to its obligations” (198). 
Hart calls these rules the minimum content of natural law.13

13 These rules, Hart writes, “are so fundamental that if a legal system did not 
have them there would be no point in having any other rules at all” (1958 [1983]: 80).
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3. Reconstructing legal theoretical thought experiments
After having summarized, the three imaginary scenarios in Hart’s CL 
and pointed to the context within which we encounter each of them in 
his work, I turn now to the main question of my article: Do the three 
imaginary scenarios in Hart’s CL constitute thought experiments? In 
the discussion of this question, I rely on a general characterization of 
thought experiments in philosophy accord ing to which they are:
– imaginary;
– counterfactua l scenarios;
– designed  for special c ognitive purposes.14

C onsider how Hart’s scenarios satisfy the require ments of the above 
characterization.

First, Hart’s scenario of the absolute monar chy under the Rex dy-
nasty describes the imaginary monarchy. Hart claims that it is “proba-
bly far too simple ever to have existed anywhere” (53) and interchange-
ably calls it “imagined community” (52), “imaginary monarchy” (54), 
“imaginary simple world” (67), “imagined society” (68), and “imaginary 
kingdom” (96). As we saw in the previous section, the scenario reveals 
absurdities inherent in Austin’s notions of sovereignty and general 
habit of obedience, and suggests that the reader would consider the 
idea of rules as the way out of the absurdities.

Second, there is a certain ambiguity in Hart’s scenario of the pre-
legal society governed by primary rules of obligation. Hart writes that 

there are many studies of primitive communities which not only claim that 
this possibility is realized but depict in detail the life of a society where the 
only means of social control is that general attitude of the group towards its 
own standard modes of behaviour in terms of which we have characterized 
rules of obligation. (91)15

However, the scenario does not describe primitive communities without 
law which ever did or do now exist, but the imaginary pre-legal regime 
of primary rules of obligation. In “Postscript” to CL, Hart calls it “imag-
ined simple regime consisting only of primary rules of obligation” (249) 
and “imagined pre-legal regime of custom-type primary rules of obliga-
tion” (251). As we saw in the previous section, the scenario’s essential 
elements are defects of such a regime, even those that “never perhaps 
fully realized in any actual community” (93). These defects are uncer-
tainty, unchangeability and ineffi ciency, and the remedies for them are 
secondary rules of recognition, change and adjudication. Furthermore, 
the introduction of all these secondary rules of power together makes 
the step from the pre-legal into the legal world. The scenario suggests 

14 For more on this general characterization of thought experiments, see Gendler 
(2004: 1155), Roux (2011: 19–27), and Goffi  and Roux (2018: 440–41). See als o 
Miščević’s discussion on thought experiments in political phi losophy (2018; 2017) 
and Brun’s discussion on thought experiments in ethics (2018).

15 Hart cites several such works in an accompanying note (1961 [1994]: 291).
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that the reader would consider the idea of law as the union of primary 
rules of obligations and secondary rules of power.

Several authors have noticed a certain similarity between Hart’s 
scenario and John Locke’s account of the state of nature (Sartorius 
(1966 [1971]: 140); Bobbio (1968 [1988]: 70); Hacker (1977: 11); Fitz-
patrick (1992: 193); Postema (2011: 306); Simpson (2011: 174–77); 
Chiassoni (2013: 456)). Namely, in the Second Treatise of Government. 
Locke claims that the state of nature is defective, inconvenient to use 
his euphemism, because it lacks “an establish’d, settled, known Law”, 
“a known and indifferent Judge” and “Power to back and support the 
Sentence when right, and to give it due Execution” (1689 [1988]: 351). 
For these defects of the state of nature, Locke writes, “Civil Govern-
ment is the proper Remedy” (276). However, Hart does not mention 
Locke nor take any notice of the state of nature in CL.

Third, Hart’s scenarios of imaginary worlds in which rules would be 
different from those in our actual world are glaring examples of philo-
sophical fantasy (195).16 As we saw in the previous section, these sce-
narios refer to specifi c features of animals, fantastic beings and natural 
conditions, such as invulnerability, inequality, unlimited altruism, un-
limited selfi shness, unlimited resources, unlimited understanding and 
strength of will, which make them different from actual human beings 
and the world in which they live. The scenarios suggest fi rst that the 
reader would consider the most characteristic rules of law and morality 
to be different, if human beings and their natural conditions had any of 
the specifi c features above. Furthermore, they suggest that in consider-
ing this, she would also consider these rules as rooted in the physical 
world and our human nature. Finally, the scenarios suggest that the 
reader would consider the ongoing survival of a human society as con-
tingent upon the most characteristic minimum content of natural law.

The germ of Hart’s scenarios of imaginary words in which rules 
would be different from those in our actual world can be found in Pla-
to’s story of Gyges’ ring. Namely, in The Republic, Plato has Glaucon 
tell story about the ring which makes its wearer invisible to others 
human beings. One of the lessons to draw from this story is that in a 
world in which one were invisible there would be little point for the 
most characteristic rules of law and morality.17 Hart in CL mentions 
Plato twice (162, 186), but does not make use of his story.

4. Conclusion
Taking all the above points together, I conclude that Hart’s imaginary 
scenarios in CL fulfi ll the requirements of the general characterization 
of thought experiments that we can fi nd in the contemporary philo-

16 The discussion of these worlds, Hart writes, “involves the use of a philosophical 
fantasy” (1958 [1983]: 79).

17 On Plato’s story of Gyges’ ring as a thought experiment, see Becker (2018) and 
Miščević (2012).
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sophical literature. Thus, it is revealed that Hart’s interpreters are 
right, namely those who draw attention to the imaginary scenarios in 
Hart’s CL as thought experiments and the thought experimentation 
as an integral part of the methodology that underlies his work. Hart’s 
work should really be considered as a great example of the thought 
experimentation in the contemporary theory of law. However, the ques-
tion remains as to how much Hart’s thought experiments fulfi ll the 
basic desiderata for good or successful thought experiments. I have to 
leave this question to be considered on another occasion. Its discus-
sion would also require the consideration of various objections to Hart’s 
ideas of rules, union of primary and secondary rules and minimum con-
tent of natural law that are contained in the almost immeasurable lit-
erature on Hart’s CL published in the last fi fty and more years after 
its fi rst edition.

As always, the advice of Nenad Miščević has proved to be more than 
useful, while on this occasion I am especially grateful to him for his 
immense patience shown while waiting for this article to be fi nished.
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In this paper, I introduce and elucidate what seems to me the best under-
standing of moral intuition with reference to the intellectual seeming ac-
count. First, I will explain Bengson’s (and Bealer’s) quasi-perceptualist 
account of philosophical intuition in terms of intellectual seeming. I then 
shift from philosophical intuition to moral intuition and will delineate 
Audi’s doxastic account of moral intuition to argue that the intellectual 
seeming account of intuition is superior to the doxastic account of intu-
ition. Next, I argue that we can apply our understanding of the intellec-
tual seeming account of philosophical intuition to the moral intuition. 
To the extent that we can argue for the intellectual seeming account of 
philosophical intuition, we can have the intellectual seeming account of 
moral intuition.

Keywords: Philosophical intuition, moral intuition, intellectual 
seeming, Bealer, Bengson.

1. Introduction
Epistemological moral intuitionism is ordinarily thought of as an ac-
count of non-inferentially justifi ed moral intuitions. In this paper, I 
deal with intuitionists’ mental ontology. I defend the quasi-perceptu-
alist account of philosophical intuition, which understands intuitions 
as intellectual seemings. According to this account, to have an intuition 
that p is to have the intellectual seeming that p. I will say more about 
intellectual seemings and certain shared phenomenological features 
between intuitions and perceptual experiences. In order to do so, I ap-
peal to John Bengson’s view about intuition. Following Bengson (2010), 

* I would like to thank Philip Stratton-Lake, Brad Hooker, Sophie-Grace 
Chappell, David Oderberg, and the editor and anonymous reviewers, for their 
comprehensive critical comments.
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I explain intellectual seemings in terms of “presentation” and “translu-
cency”. Although Bengson echoes almost all that George Bealer (1998) 
believes, Bengson labels his account of intuition “Quasi-Perceptual-
ism”. Bengson puts more weight on the shared phenomenological fea-
tures between intuition and perceptual experience than Bealer did and 
Bengson claims that intuition is fundamentally just like perceptual ex-
perience but is still not sensory experience.

In the next section, I rely on Bengson’s view to outline a quasi-
perceptualist account of philosophical intuition to explain intuition 
in terms of intellectual seemings. However, he recently argues in his 
paper, “The Intellectual Given” (2015), that his perceptualist account 
differs from a seeming account of intuitions, e.g. Bealer’s seeming ac-
count. For example, Bengson says that seemings are not non-volun-
tary, compare to presentations discussed in core quasi-perceptualist 
thesis. Or while a seeming is explicit, i.e. its content is available when 
the content seems true, presentations in core quasi-perceptualist the-
sis can be inexplicit. In this paper, however, I assume that what Beng-
son considers as core quasi-perceptualist thesis can be applicable to 
intellectual seemings. For the sake of argument, the distinction be-
tween core quasi-perceptualist thesis and seeming view is not at stake. 
I believe Bealer’s seeming account and Bengson’s quasi-perceptualist 
thesis can give us important features to explain how moral intuitions 
work in terms of seeming.

After having understood what philosophical intuition is in terms of 
seeming, I then shift from philosophical intuition to moral intuition. I 
will say about Audi’s doxastic account of moral intuition and alterna-
tively explain moral intuitions in terms of quasi-perceptualist account 
which understands moral intuitions as intellectual seemings. In the 
meantime, I argue that the intellectual seeming account of intuition is 
superior to the doxastic account of intuition.

2. Quasi-Perceptualist Account of Philosophical Intuition1

There are some similarities between intuition and perceptual experi-
ences. By perceptual experiences, I assume the standard representa-
tional theory of perception. According to this view, to have a perception 
of an object O as having a property F is to be in a perceptual mental 
state with a phenomenal character which represents O as having the 
property F, i.e. it has representational content that O is F.

Perceptual experiences should be distinguished from inference. In 
making inferences, we often actively practice a number of steps of ex-
plicit reasoning, whereas in perceptual experiences something simply 
comes to us passively. Yet, we can use some inferences to explain why 
we have a particular perceptual experience. Thus, perceptual experi-
ences, in this sense, give us a sense of directness, “givenness” and viv-

1 In writing this section, I was infl uenced by the works of Dancy (2014) and 
Bengson’s doctoral thesis (2010), “The Intellectual Given”.
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idness. Perceptual experiences are examples of non-doxastic states, so 
essentially can involve grounding non-inferential justifi cation for our 
beliefs (see Chappell 2008).

Bengson is impressed by certain phenomenological features shared 
between intuition and perceptual experiences (see Bengson 2015). Of 
course, there are several differences between perceptual experience 
and intuition. For instance, intuition lacks the rich sensory phenom-
enology which most perceptual experiences have (see Williamson 2007: 
217 and Sosa 2007: 48). Also, perceptual experiences are workable only 
in particular cases, while intuition deals both with the particular and 
the general cases (see Hintikka 1999: 137 ff.).

However, there are some abstract similarities between them that 
might be helpful in giving an account of the nature of intuition. For 
example, both perceptual experiences and some intuitions are direct, 
contentful and non-factive states. Suppose I have a sensory experience 
that there is a pen on the table in front of me. So, I am in a state with 
the direct content that there is a pen on the table. But, the experi-
ence might be non-veridical, i.e. not coincide with reality. Even more 
so, some of our intuitions, especially in moral cases, often fail to be 
correct. This must be true, since they so often contradict one another. 
And when one person’s moral intuitions contradict another person’s, at 
least one of these people must have incorrect moral intuitions.

What more can be said about abstract similarities between intuitions 
and perceptual experiences? If intuitions and perceptual experiences 
are, in a certain way, similar, what sort of mental state is intuition?

We can make a distinction among different contentful states in 
terms of representationality and presentationality. Some states such 
as beliefs, perceptual experiences and intuitions are representational 
in the sense that they represent the world in a certain way as if their 
content were true. For example, the belief that “Everest is the highest 
mountain in the world” represents the world in a certain way that its 
content is true. Or one’s moral belief that p, e.g. “surrogate motherhood 
is wrong”, represents the world as being such that p is true, i.e. it is 
not permissible to obtain or to be a surrogate mother. However, some 
states such as hopes, desires and wishes do not represent the world in a 
certain way as if their content were true, although they are contentful, 
since they do not aim to describe the world. For example, my hope that 
“World War III does not happen” does not represent the world in a way 
that its content describes the world. Spelling it out in terms of “direction 
of fi t”, we can say that beliefs aim to fi t the world, but desires, hopes, 
intentions, and so on aim for the world to fi t them (see Searle 1979).

There are also some contentful representational states that are also 
presentational, in the sense that not only do they represent the world 
in a certain way, but also they present the world in a certain way.2 For 

2 We can also think of mere presentational states when we are in pain. 
Presentational states such as pain come to us non-voluntarily and without our 
conscious intention.
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example, when I have a perceptual experience that there is a book in 
front of me, the world is represented to me in a certain way that it is 
true that there is a book in front of me. Furthermore, while I have this 
perceptual experience, it is presented to me (non-inferentially) that 
there is a book in front of me. In fact, I have the (non-inferred) impres-
sion or feeling that there is a book in front of me. Of course, we can have 
this (non-inferred) sense that there is a book in front of me even if it 
turns out that this is not so. For example, Jim Pryor writes about the 
presentationality of perceptual experience as

the peculiar “phenomenal force” or way our experiences have of presenting 
propositions to us. Our experience represents propositions in such a way 
that it “feels as if” we could tell that those propositions are true—and that 
we’re perceiving them to be true—just by virtue of having them so repre-
sented (Pryor 2000: 547).

William Tolhurst (1998: 298–299) also has the same idea in his mind 
when he writes about seeming states as “felt givenness”:

The real difference between seemings and other states that can incline one 
to believe their content is that seemings have the feel of truth, the feel of a 
state whose content reveals how things really are. Their felt givenness typi-
cally leads one to experience believing that things are as they seem as an 
objectively fi tting or proper response to the seeming.

Consider now the famous picture of Mueller Lyer (below). Although the 
unequalness of the two lines is non-voluntarily presented to us, we still 
believe that they are equal as they represent to us in another way. In 
such cases where it is as if something has come to us, we are actually in 
a state that is presentational. This entails that unlike representational 
states, presentational states do not simply represent the world as be-
ing a certain way. Yet they present the world as being that way as if 
things are so. 

Presentational states have at least three characteristics: they are grad-
able, non-voluntary and compelling (see Dancy 2014). They are grad-
able in the sense that their quality may vary from one situation to an-
other situation, depending upon the way in which they are presenting. 
They are non-voluntary in the sense that, unlike decisions (which are 
active), presentational states are passive and happen to us (see Witt-
genstein 1976: 632). They are compelling in the sense that it is hard to 
resist assenting to their contents when they are presented.

Having understood what the difference between presentationality 
and representationality is, we are able to agree that the presentation-
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ality of perceptual experience is not a very challenging idea. We should 
accept that perceptual experiences are presentational states.

However, what about intuitions? Are they presentational states? 
There are some reasons, I believe, to think that intuition is a presenta-
tional state—a state that presents its content as being so. For instance, 
suppose that we have an intuition that it is not possible that both p and 
not-p. When we have this intuition, it is not simply to say that we are in 
a state that represents the world as if the principle of non-contradiction 
is true. We can have just the sense or impression that this principle is 
so. And just like perceptual error that an object x can present itself as a 
y, in case of intuitional error p can present itself as not-p or vice versa. 
For example, we might have an intuition that p because it seems to us 
that p. But after further refl ection or getting confi rmation from a third 
party, we fi nd that we were wrong. 

Thus, although intuition and perceptual experience are different 
and have different properties, they have some similarities and can 
be the same kind of state in terms of presentations. Following Dancy 
(2014) and Bengson (2010), I call this
 The First Quasi-Perceptualist Thesis: (i) Intuitions are akin to 

perceptual experiences in being presentational.
Formulating intuitions in terms of presentationality has different vir-
tues. First of all, this thesis simply makes a distinction between in-
tuition and some other mental states such as guesses, hunches, hy-
potheses, conjectures or beliefs that are merely representational. Just 
as perceptual experiences are typically non-voluntary, intuition is a 
non-voluntary state and can oppose what we believe or are inclined to 
believe. Hence, insofar as intuitions are akin to perceptions in being 
presentations, they are belief-independent.

Moreover, by appealing to the fi rst quasi-perceptualist thesis, we 
reveal another difference. We can make a distinction between intuition 
and dispositions or inclinations such as attractions and temptations. 
Intuitions are presentations, but inclinations are not. As happens in 
the case of wishful thinking, it is possible to have a feeling of being 
inclined to believe that p; however, p is not presented to one as true. 
Thus, the fi rst quasi-perceptualist thesis identifi es a difference between 
intuitions and other phenomena in terms of non-presentationality and 
presentationality.

As a second virtue, the fi rst quasi-perceptualist thesis is able to 
provide us an account for psychological roles of intuition. In fact, the 
thesis explains how intuitions help us to come to believe something 
or form our beliefs. For example, in Jackson’s thought experiment, we 
may form our belief that Mary does learn by having the intuition that 
she does learn. In this sense, intuition has the explanatory power with 
respect to beliefs, i.e. intuitions explain beliefs. For in different situa-
tions we can say “I believe that p on the basis of the intuition that p”. 
Why do we believe that, for example, Mary does learn? Simply because 
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it strikes us that Mary does know or we have the intuition that Mary 
does learn. Therefore, the thesis may explain why we have the corre-
sponding intuitive belief. That intuitions are presentations helps us to 
explain why intuitions are explanatory of belief.

Perceptual experiences also have another characteristic shared 
with intuition, namely, translucency. Bengson explains the idea of 
translucency in this way:

Let us call a presentational state σ of x translucent iff, in having σ, it is 
presented to x that p is so, and there is no content q (where q ≠ p) such that 
it seems to x that p is presented as being so by q’s being presented as being 
so (2010: 38).

Yet, what does it mean when we say a mental state is translucent? 
According to Bengson, calling intuitions translucent is a way of saying 
that intuitions are direct (or non-inferred). However, there is a distinc-
tion in philosophy of perception between “translucent” and “transpar-
ent”. The distinction picks out as translucent a class of experiences that 
are not completely direct or non-inferred. Contrast this with transpar-
ent experiences, where this is not so. For example, when I look at a tree 
or when I introspect my visual experience, my experience is transpar-
ent to me (see Smith 2008). What Bengson must mean by translucent 
experiences is transparent, direct (or non-inferred) experiences.3 Let 
me explain.

Suppose one is sitting in front of a table and there is a pen on the 
table. One’s vision of the pen directly presents the fact that there is a 
pen on the table. Contrast this with the situation that one suddenly no-
tices that the pen’s ink is empty by seeing that the pen does not work. 
It may be presented to such a person that the ink is empty even though 
she lacks perceptual experience of the ink (suppose the ink tank is cov-
ered up). That the pen is not working serves as her “perceptual guide” 
(see Bengson 2010). Most likely, in such a case, one infers that the ink 
is empty from the fact that the pen is not working. One thinks that the 
best explanation of the pen’s not working is that the ink has run out, 
and so one makes the inference about the ink. This entails that the 
presentation of the pen as being out of ink is not direct (translucent).4

We can think of this distinction between direct or translucent pre-
sentation and indirect presentation, in the intellectual cases, as well. 
Consider the intuition that “identity is transitive”. This intuition is 
translucent in the sense that it is presented to one as being the case that 
identity is transitive. It does not present to one as being so by something 
else (other propositions) being presented so. It seems that one can “just 
see”, directly, that it is so. However, there are intuitions which do not 
have this directness or are not translucent, especially cases in which one 
may be presented with multiple contents, some of which hold in virtue 

3 For the sake of argument, this distinction is not at stake here. I treat “translucent” 
as if it means “transparent” in this paper and use them interchangeably.

4 For another example, see Dretske (1969: 153 ff.).
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of the others. In effect, translucency has two components: presentation 
and directness, which bring the epistemic status of being un-inferred.5 
Note: that some presentation is translucent and thus un-inferred does 
not imply that its content cannot be inferred as well.

In the light of the discussion of translucency, we can now add an-
other constituent to the quasi-perceptualist thesis. I call this 
 The Second Quasi-Perceptualist Thesis: (ii) Intuitions are intel-

lectual translucent states.
But how is this “intellectual” state generated? Why do not we postu-
late intuitions as sensory or perceptual states? One might even object 
that intellectual states are completely non-sensory because they do not 
involve sense data. If this is the case, it seems that all we have said so 
far about the certain shared phenomenological features between intel-
lectual seemings and perceptual experiences is redundant.

The answer is that, although intuitions are similar to perception in 
terms of translucency and presentation, intuitions cannot be just sen-
sory perceptual states. We can also think of two negative and positive 
readings of an intellectual state: a negative reading of an intellectual 
state equates “intellectual” with completely non-sensory. However, a 
positive conception reads an intellectual state as a state that involves 
the deployment or exercise of concepts. The quasi-perceptualist does not 
need to choose between these two readings. Therefore, the quasi-per-
ceptualist thesis is “neutral” on this issue (see Bengson 2010).6

Hence, combining the two constituents of the quasi-perceptualist 
thesis, i.e. (i) and (ii), yields the core idea of quasi-perceptualism about 
intuition. This can be formulated as
 The Quasi-Perceptualist Theory of Intuition: Intuitions are 

translucent intellectual presentations.
Although quasi-perceptualism explains intuition with terminology dif-
ferent from that used by Bealer (2000), I think they are both saying 
the same thing. In other words, Bengson tries to elaborate what Bealer 
means when he uses intellectual seemings. And by seemings, in Beng-
son’s terminology, Bealer means something direct or translucent and 
presentational.

We should bear in mind that nothing we have said implies that 
intuitions must be unrefl ective or gut feelings.7 Rather, a translucent 
intellectual presentation with certain content may occur in the case 
of substantial refl ection. But through this refl ection, intuitions do not 

5 I elsewhere argued for the epistemology of moral intuitionism on the basis of 
“non-inferred epistemological intuitionism”. See Dabbagh (2017).

6 I do not deny that there is a tradition of philosophers such as Kant, Sellars, and 
McDowell etc. who think that perceptual states involve the deployment of concepts. 
For example, when I see a tree in front of me I have deployed the concept of a tree. 
My claim here is compatible with what they said.

7 See Prinz (2006) for an alternative view.
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need to make a transition from one proposition to the second one, be-
cause they are translucent.8

So far, I have given an explanation—and to some extent justifi ca-
tion—of what a philosophical intuition is. It is now time to examine 
whether quasi-perceptualist account of philosophical intuition in terms 
of seeming is applicable to moral intuition. I argue we can have a seem-
ing account of moral intuition as well.

3. Shifting from Philosophical Intuition to Moral 
Intuition: The Seeming Account of Moral Intuition
Having discussed what philosophical intuition is, we now direct our 
focus to what moral intuition is. Jennifer Nado (2012) distinguishes 
between epistemological intuition and moral intuition and argues that 
the mental states falling under the category of intuition are quite het-
erogeneous. In almost the same manner, I assume here that it is plau-
sible to think of two separate types of intuition with different content 
as “philosophical intuition” and “moral intuition”. However, I do not be-
lieve that philosophical intuition and moral intuition are not two differ-
ent types of mental state. For having different content does not make 
something a different mental state. The nature of moral intuitions and 
philosophical intuitions and how they work to justify our beliefs are the 
same. Thus, the characteristics that we attribute to philosophical in-
tuitions can also be attributed to moral intuitions. Yet, we can make a 
distinction between philosophical and moral intuition, in terms of their 
different content, and this distinction between philosophical and moral 
intuition helps us to focus solely on moral intuition.

The term “ethical intuition” or “moral intuition” has often raised 
diffi culties in the history of moral philosophy. Some moral philoso-
phers think that the term “moral intuition” refers to a moral judgement 
shared by philosophers and scholars. Some of these philosophers think 
that moral intuition is just immediate or non-inferential moral judge-
ments. Some others think of moral intuition as a pre-theoretical judge-
ment. Another understanding refers to philosophers who think about 
moral intuitions as apparent and self-evident truths.9 For example, no-
tably, Robert Audi describes moral intuition as a doxastic state about a 
self-evident proposition.10

Below, I will delineate Audi’s doxastic account of moral intuition to 
argue that the seeming account of intuition is better than the doxastic 
account of intuition. I will partly argue against Audi’s account of moral 

8 This translucency is like non-inferentiality in the case of propositional belief.
9 I have used Lillehammer’s (2011) various “conceptions of ethical intuition” 

here.
10 This does not entail that, Audi believes, we cannot have intuitions about 

non-self-evident propositions. We can have intuitions that are not intuitions of self-
evident propositions. See Audi (1996: 109–110).
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intuition that the seeming account of moral intuition can do better a job 
than his doxastic account. I then discuss an alternative.

3.1. Audi on the Nature of Moral Intuition
According to Audi, a moral intuition should have at least four condi-
tions (listed below). Although Audi talks about four conditions, it seems 
that the “pre-theoretical” condition entails the “directness” condition. 
For, in Audi’s view, if an intuition is not held or believed on the basis of 
a premise or theoretical hypothesis, it must be non-inferential.

(1) First, a moral intuition must be non-inferential (directness requirement). 
This means that “the intuited proposition in question is not—at the time it 
is intuitively held—believed on the basis of a premise” (2004: 33). (2) Sec-
ond, moral intuitions must be fi rm cognitions (fi rmness requirement). This 
means that “intuitions are typically beliefs, including cases of knowing”; 
however, “[a] mere inclination to believe is not an intuition” (2004: 34). A 
moral intuition must have some degree of epistemic weight, i.e. conviction. 
(3) Third, a moral intuition must be shaped by an adequate understanding 
of its propositional object (comprehension requirement). An adequate under-
standing for a belief “tends both to produce cognitive fi rmness and to en-
hance evidential value” (2004: 34–35). (4) Fourth, moral intuitions must be 
pre-theoretical (pre-theoretical requirement). Moral intuitions are not like 
theoretical hypotheses, nor do they depend being inferred from theories. So, 
“… an intuition as such… is held neither on the basis of a premise nor as a 
theoretical hypothesis” (2004: 35).11

Nevertheless, moral intuitions are defeasible. They can be defeated by 
some theoretical results that are incompatible with the moral intuition 
(see Audi 1996: 110). By accepting the defeasibility of moral intuitions, 
Audi tries to distinguish between reliable and unreliable moral intu-
itions through entering the notion of justifi cation. According to him, 
reliable moral intuitions are those that “we can rationally hope will re-
main credible as we continue to refl ect on them” (1996: 121). Of course, 
Audi does not suggest that what makes certain moral intuitions reli-
able is that we rationally hope they will remain credible as we refl ect 
on them. What he must have meant is that we rationally hope that 
the moral intuitions that are reliable will remain credible as we refl ect 
on them. For a moral intuition to remain credible as we refl ect on it 
is for it to be “stable under refl ection”. Reliability and stability under 
refl ection are different things. What makes a moral intuition reliable, 
in Audi’s view, is that it normally or nearly always leads to the truth. 
In fact, some moral intuitions are reliable, as having initial credibility 
and as themselves being prima facie justifi ed. Audi says that insofar as 
moral intuitions

11 Audi elsewhere states that his focus on intuitions is on empirical quasi-
perceptual intuitions: “My concern will be only empirical intuitions and mainly 
quasi-perceptual intuitive moral judgments” (2007: 201). But how are moral 
intuitions empirical ones? I am not sure what Audi means by this, especially when 
he thinks intuitions are identifi ed with a priori ones!
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are like certain perceptual beliefs (e.g. in being non-inferential, “natural,” 
and pre-theoretical)—and perhaps more important—insofar as they are 
based on an understanding of their propositional objects, there is reason to 
consider them prima facie justifi ed (Audi 1996: 116).

So understood, in Audi’s view, moral intuition simpliciter can be reli-
able, has initial credibility, and can be considered as prima facie justi-
fi ed, but on one condition: moral intuitions must be formed in light of 
an adequate understanding. If they are not based on suffi cient refl ec-
tion, we lack reason to consider them prima facie justifi ed.

Moreover, pre-theoreticality of moral intuitions does not imply that 
the propositional content of a moral intuition is not capable of proof and 
inferential justifi cation. It is not true that a non-inferential cognition 
cannot be believed as a theoretical hypothesis (see Audi 2004: 35–36; 
1996: 112 and 1998: 23).

In Audi’s view, to give a plausible account of moral intuition, we 
need the idea of “refl ection”. In order to do that, he distinguishes be-
tween a conclusion of inference and conclusion of refl ection. A conclu-
sion of inference is “premised on propositions one has noted as evi-
dence” (1998: 19). Simply put, a conclusion from one or more evidential 
premises is a conclusion of inference. In contrast, a conclusion of re-
fl ection “emerges from thinking …but not from one or more evidential 
premises” (1998: 19). To give a better idea of what the conclusion of 
refl ection is, Audi compares it to looking at a painting or seeing a facial 
expression. When a conclusion of refl ection emerges, one can obtain 
a view of the whole and characterise it (see Audi 2004: 45–47). Moral 
intuitions, Audi holds, should be known as conclusions of refl ection. 
The conception of moral intuition, then, is that moral intuition is a 
non-inferential cognitive capacity, not a non-refl ective one (see Audi 
1996: 112 and 1998: 20). However, as Audi rightly observes, this does 
not imply that “every intuitive moral judgment need be a conclusion of 
refl ection” (2007: 204).

It is clear from Audi’s defi nition that moral intuitions have an epis-
temological feature as well as a normative one. A moral intuition is 
something that is totally dependent on the level of understanding of 
each person and is not necessarily obvious to all. Rather, it may be re-
jected or become clearer in the course of theorising. Also, as Audi puts 
it, moral intuitions must be understood here in a cognitive sense (see 
Audi 2004: 32). Moral intuitions have an epistemic role in our judge-
ments and they have effects on our beliefs, i.e. they lead us to know 
some moral principles and believe in them.

Audi sees a sort of connection between moral intuition and self-ev-
ident propositions. He believes that moral intuitions are typically our 
beliefs about some self-evident moral principles, and there are some 
moral self-evident principles that we have moral intuitions (beliefs) 
about (see Audi, 1996; 1998; and 2004). For example, in Audi’s view, 
the moral intuition that “promise-keeping is permissible” is typically 
our belief about the self-evident principle that “promise-keeping is pro 
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tanto right”. Furthermore, we have a moral intuition about the self-
evident proposition “promise-keeping is pro tanto right”, which is intui-
tively true. Of course, this does not entail that all moral intuitions are 
self-evident propositions.

Although adopting the doxastic account of intuition has different 
advantages, I believe, the seeming account is superior. The seeming 
account of moral intuition can help us to distinguish intuition from cer-
tain similar mental states, such as guesses, gut reactions, hunches and 
common-sense beliefs. The reason that I advocate the seeming account 
is that it looks more fundamental than the doxastic account. We can 
explain why we believe various things by saying that they seem true to 
us. In other words, even in cases where we believe something, we actu-
ally believe it because it seems true to us. Although seeming p true to 
me is a decent reason for my believing p, believing p is not an enough 
reason for me to believe p.

3.2. Moral Intuitions as Seeming States: 
Can Bengson’s Account be Applied to the Moral Domain?
Moral intuitionists like Michael Huemer understand intuition in terms 
of seeming states or as an “initial intellectual appearance” (2005: 101–
105). Moral intuition, on the basis of this understanding, is an initial 
intellectual appearance with moral content.12 In what follows, I will 
focus on the psychology of moral intuition generally and try to answer 
the question of “what are moral intuitions like” specifi cally.

Three main questions about moral intuitions can be distinguished, 
Sidgwick believes. One is a question about existence (psychology). The 
second is a question about validity (epistemology). The third is a ques-
tion about origin (see Sidgwick 1967: Book 3, Ch. 1, at 211). The ques-
tion about existence is a psychological question asking whether it is 
possible for people to ever have a moral intuition. The question about 
validity is an epistemological question seeking truth in such moral in-
tuitions. The question about origin, fi nally, is a question of what the 
nature of moral intuition is and how moral intuition is developed.

Although an answer to the question about existence can be affected 
by what we think a moral intuition is, Sidgwick rightly thought that 
the question about existence and the question about moral intuition’s 
nature should be kept separate. By listing some states of mind that can 
be confused with intuitions, Sidgwick directs our attention to the ques-
tion of what exactly intuition, and specifi cally moral intuition, is. He 
starts off by asking what the difference between moral intuition and 
blind impulses or vague preferences is. And he fi nally ends up talking 
about moral intuition as “judgment or apparent perception that an act 
is in itself right or good” (1967: Book 3, Ch. 1, §4). However, he cannot 
endorse that this is the defi nition of moral intuition. For there are some 

12 See also McMahan (2000: 93–4). For a discussion of two views on moral 
intuitions, see Bedke (2008).
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examples that even Sidgwick knows of as fundamental intuitions, but 
they do not have such content! Consider his intuition that it cannot 
be right for person A to treat others in a certain way and not right for 
person B to treat others in that same way unless there is some relevant 
difference between A and B or their situations, beyond the bare fact 
that A is A and B is B. Another is his intuition that from the point 
of view of the universe no one person’s good can matter any more or 
less than any other person’s good, apart from their effects on others. 
Neither of these intuitions holds that an act is in itself right or good.13

But, if it is true that moral intuitions are not judgement or appar-
ent perception that an act is in itself right or good, what phenomenon, 
event or state is moral intuition? As I discussed before, recent work 
in philosophical intuition by Bengson (and Bealer) understands philo-
sophical intuitions as intellectual seemings. Intellectual seemings are 
similar to perceptual experiences, though important differences should 
be taken into account. For instance, perceptual experiences are con-
scious, contentful, non-factive and presentational. And since they are 
presentational, they differ from belief or judgement. In being presen-
tational states, they are baseless, gradable, fundamentally non-vol-
untary and compelling. Bealer, whose works in this area are seminal, 
discusses philosophical intuitions only in four domains: the conceptual, 
the logical, the mathematical and the modal. Perhaps we do not need to 
determine whether Bealer’s account of intuition is suitable for the four 
domains of philosophical intuitions he is interested in. Our question is 
whether his discussions are appropriate for intuitions in ethics. Bealer 
does not apply his account explicitly to ethics. Nevertheless, Bealer’s 
four domains can be used as an argument for the view that moral intu-
itions can be treated as evidence, as I will explain below.

Bengson’s work, which is a development of Bealer’s ideas, also does 
not clearly discuss moral intuition’s mental ontology. Although both 
Bealer and Bengson do not clearly apply their theory to ethics, I think 
Bealer’s or Bengson’s account of intuition can make space for the ontol-
ogy of moral intuitions. In the next paragraphs, I run through Bealer’s 
and Bengson’s accounts of the ontology of philosophical intuitions to 
provide an account of moral intuition.

Let us start with the psychological question about moral intuition. 
Borrowing Bengson’s account of philosophical intuition, we can ask 
whether we have conscious, contentful, non-factive and presentational 
states with moral content. Do we have such mental states in ethics? 
The answer to these questions, I think, is simple. It is clear for us that 
at some point we have conscious, contentful, non-factive and presen-
tational states with moral content (e.g. promise breaking is wrong). 
These are states with moral content that fi t the general account of the 
presentational state.

13 Sidgwick believes that at least some intuitions can occur, in principle, without 
being true. He, for example, admits “the possibility that any such “intuition” may 
turn out to have an element of error” (1967, Book 3, Ch. 1, §4).
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Now if moral intuitions so defi ned exist, what is the nature of mor-
al intuition? According to Bengson’s view, intuitions are intellectual 
seemings, or to put it more accurately, intuitions are translucent pre-
sentational states. But are moral intuitions intellectual seemings? 

There is a decisive reason for believing in seemings with moral con-
tent, I believe.14 We should admit that at least some moral intuitions 
are intellectual seemings. Consider, for example, the following proposi-
tions: “it seems that killing innocent people for no reason is absolutely 
wrong”; “it is wrong to torture someone for one’s own amusement”; 
“that an act would hurt an innocent person must count morally against 
it”; “that an act would reduce the pain an innocent being is suffering 
counts morally in favour of it”. Insofar as one adequately understands 
the conceptual constituents, one can be struck by the seeming right-
ness of these propositions. Consideration of these propositions produc-
es intellectual seemings with moral content. In effect, what makes an 
intuition a moral one is an intellectual seeming with moral content.

Yet, one might object that what get produced are beliefs not intellec-
tual seemings. The reply should be that these propositions match the 
contents of the intellectual seemings. For example, suppose we have a 
proposition (P) and suppose further that the proposition seems to us to 
be true. Then the proposition matches the content of our intellectual 
seeming.

Moral intuitions are similar to philosophical intuitions in that they 
are seeming states but with different contents. And in so being, one 
might believe that moral intuitions can present a consideration as evi-
dence (which provides reason). And to present a consideration as evi-
dence (which provides reason) is to present it as favouring a response of 
a certain sort.15 On this account, some moral intuitions or intellectual 
seemings present propositions as true (facts) and generate evidences 
for this or that sort of response. The seemingness of moral intuition, 
which is associated with some phenomenological features such as a 
feeling or appropriateness, can provide evidence for us.

How intuitions, generally, can be treated as evidence? Bealer (1992) 
famously writes about the three Cs to answer the question of wheth-
er intuition can be a source of evidence. Here are the three criteria: 
Consistency, Corroboration and Confi rmation. The consistency test ex-
plores whether one intuition is consistent with other intuitions. The 
corroboration test asks whether one person’s intuition is corroborat-
ed by others’ intuitions. And the confi rmation test seeks to establish 
whether those intuitions are confi rmed by observation or experience.

But if the seemingness of moral intuition can provide evidence, a 
plausible objection could be raised. The objection is that there is no dif-
ference between moral intuitions and emotions in presenting evidence 

14 Huemer (2007: 30–35), for instance, believes that any epistemological theory 
which denies the justifi catory power of seemings with moral content is self-defeating.

15 See Dancy (2014).
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(which provides reason), since at least certain emotions do this. So, 
if emotions seem to present the person who has them with evidence 
(which provides reason), are at least some moral emotions in fact moral 
intuitions? The answer is that moral intuitions are not emotions at all. 
This is because intuitions are purely intellectual seemings and hence 
truth-apt, yet emotions are not. Although further investigation is need-
ed to have an account of emotion, my conjecture would be that some 
emotions can be like seeming states, and in being so they are similar to 
moral intuitions; and among those, the moral ones are similar to moral 
intuitions.

Understanding moral intuition with reference to seeming states, I 
think, can easily bring us at least some degree of justifi cation. For ex-
ample, if you have seemings about p and there is no defeater against p, 
you are to some degree justifi ed in believing p based on that seeming.16 
And if there is an explanation of how moral intuitions can serve as evi-
dence in philosophy, this at least can give us a prima facie justifi cation 
for using them.

4. Conclusion
I have investigated about the nature of moral intuition. I started with 
explaining the quasi-perceptualist account of philosophical intuition in 
terms of seeming. I focused on Bengson’s (and Bealer’s) intellectual 
seeming account and elaborated what the intellectual seeming is by 
appealing to Bengson’s theory of quasi-perceptualism. Following Beng-
son, I considered presentational states as “immediate apprehensions” 
and allowed the notion of translucence to serve as an explanation of 
the notion of “directness”. Consequently, I now have a conception of 
philosophical intuition as a kind of direct, immediate apprehension 
akin to perceptual experience, though it includes intellectual concepts. 
I also showed that intellectual seemings are translucent intellectual 
presentations. I then argued for reading moral intuitions in terms of 
Bengson’s (and Bealer’s) account of intellectual seemings. I showed 
that the quasi-perceptualist account of philosophical intuition which 
understands intuitions as seemings can be applicable to moral intu-
ition. Therefore, we now can have a conception of moral intuition in 
terms of intellectual seemings similar to perceptual experiences.
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Philosophical thought-experimentation has a long and infl uential his-
tory. In recent years, however, both the traditionally secure place of the 
method of thought experimentation in philosophy and its presumed epis-
temic credentials have been increasingly and repeatedly questioned. In 
the paper, I join the choir of the discontents. I present and discuss two 
types of evidence that in my opinion undermine our close-to-blind trust 
in moral thought experiments and the intuitions that these elicit: the 
disappointing record of thought-experimentation in contemporary moral 
philosophy, and the more general considerations explaining why this 
failure is not accidental. The diagnosis is not optimistic. The past record 
of moral TEs is far from impressive. Most, if not all, moral TEs fail to 
corroborate their target moral hypotheses (provided one can determine 
what results they produced and what moral proposition these results 
were supposed to verify or falsify). Moral intuitions appear to be pro-
duced by moral heuristics which we have every reason to suspect will 
systematically misfi re in typical moral TEs. Rather than keep relying 
on moral TEs, we should therefore begin to explore other, more sound 
alternatives to thought-experimentation in moral philosophy.

Keywords: Thought-experiments, moral intuitions, evidence, the 
Ticking Bomb, moral heuristics.

0. Introduction
Philosophical thought-experimentation has a long and infl uential his-
tory. While philosophers may not wear this as a badge of honour, as far 
as public opinion goes, thought-experiments (TEs for short) are a trade 
mark, or one of the trade marks, of philosophy. The proper place of 
the method of thought experimentation in philosophy and its epistemic 
credentials are more controversial, however. TEs appear to abound in 
epistemology, philosophy of mind and language, and metaphysics, and 
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they are certainly no less popular in moral and political philosophy as 
well as in philosophy of arts. 

In the last two decades, however, philosophical thought experimen-
tation has increasingly come under fi re. Some of the discontent with 
the method was motivated by a growing metaphilosophical scepticism 
regarding the traditional (self-)conception of philosophy as an apriori, 
armchair intellectual activity. The other stemmed from the insights of 
empirical sciences studying psychological processes that underlie ordi-
nary moral judgment, which seem to suggest, in effect, if not in inten-
tion, that our trust in TE-generated epistemic, modal, metaphysical 
and moral intuitions is unwarranted. In the paper, I will present and 
discuss two types of evidence that in my opinion undermine such blind 
trust in moral thought-experiments and the moral intuitions that these 
elicit: the discouraging record of thought-experimentation in contem-
porary moral philosophy, and the more general considerations explain-
ing why this failure is not accidental.

Here is a sketch of the paper. In chapter one, I explicate what I 
mean by ‘thought-experiment(ation)’ and try to delineate the use of 
thought-experiments for the purpose of gathering evidence and/or pro-
viding justifi cation for tested moral propositions (particular and gen-
eral judgments, norms and principles, and theories) from other, less 
problematic uses of hypothetical reasoning in moral philosophy. In 
chapter two, I show the limitations of the TE-method by way of dis-
cussing a well-known moral thought experiment, the so-called Ticking 
Bomb scenario. I then proceed to arguing, in chapter three, that the 
limitations of the method as revealed in this particular moral TE are 
due neither to its poor experimental design nor to its misapplication, 
but are built into the method itself. In chapter four, I provide a rather 
sketchy account of psychological mechanisms that typically underlie 
the production of TE-generated intuitions and argue that we can best 
understand both the strengths and the weaknesses of this method by 
construing those intuitions as outcomes, or deliverances, of (general-
ly social or specifi cally moral) heuristics. In the concluding chapter, I 
show what room is still left for the use of hypothetical examples and 
counterfactual reasoning in moral philosophy once we’ve given them up 
as sources of justifi cation.

1. Hypothetical reasoning 
and thought experimentation
Hypothetical reasoning is ubiquitous and indispensable in moral phi-
losophy. Regularly, and without much thought, we use it for moral 
guidance, judgment or as a helpful heuristic. So in evaluating our own 
and other people’s decisions and/or actions we ask questions such as: 
“What if everyone did that?”, “Would I want to see X done to me if I 
were at the other, receiving end of the action?” (the Golden Rule), “Can 
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I conceive, or will, without contradiction a world in which everyone 
acted on the given maxim, i.e. a world in which this maxim became a 
universal law?” (the Universal Law version of Kant’s Categorical Im-
perative), “Would A have consented to X, had she been competent to 
judge?” (the substitute-judgment test for (proxy) consent or authentic 
will), and many more. Some or other form of idealization, i.e. counter-
factual thinking, is also at work in various non-reductive accounts of 
normative properties: from the Whole-Life-Satisfaction theory of hap-
piness, Full-Information accounts of the good, Desire-Based accounts of 
(normative, or justifying) reasons for action, Ideal Observer theories of 
right action, accounts of personal value or good, hypothetical consent-
based accounts of legitimate political authority, to justice-as-fairness 
and contractualist accounts of right and wrong.

Whether these non-reductive accounts of various normative proper-
ties are correct or not, they serve as a helpful reminder of how heavily 
we rely on hypothetical reasoning as either a defi nitional tool or an 
instrument of discovery with respect to a whole range of normative 
properties. In this paper, I’m not suggesting we should abandon coun-
terfactual reasoning in moral philosophy as utterly useless. Neither 
is my aim to launch a frontal attack on intuitions as such. My specifi c 
target is what I will call ‘TE-evidentialism’, i.e. a popular view that 
treats TE-generated moral intuitions as (at least prima facie) reliable 
pieces of evidence for or against moral propositions, i.e. accords them 
at least some (initial, even though defeasible) credibility, justifi ability, 
epistemic value, and the like.

But fi rst, some preliminary clarifi cations. What makes an exercise 
in imagination a thought-experiment, what sets it apart from other 
occurrences of hypothetical reasoning in (moral) philosophy? In order 
for a piece of imaginative, or counterfactual, thinking to qualify as a 
moral TE, we need to engage in it for a specifi c reason—namely to test 
a moral hypothesis that cannot be reliably tested in any other way. Or, 
as Tamar Gendler elegantly put it: “To perform a thought experiment 
is to reason about an imaginary scenario with the aim of confi rming or 
disconfi rming some hypothesis or theory” (Gendler 2007; my emphasis).

The idea, then, of experiments conducted in pure thought, is sim-
ple.1 A controversial philosophical, or, in our case, moral proposition 
needs to be put to the test; so why not construct a thought-experiment, 
i.e. describe some hypothetical situation (kids pouring gasoline over a 
cat and setting it on fi re; the world being populated by twice as many 
people as in the actual world but with lives barely worth living; having 
your brain removed and transplanted into someone else’s body; see-
ing/experiencing colours for the fi rst time; being lied to by someone 
you trust; not having, in your conceptual repertoire, the concept of a 
right; seeing, on your way to work, a kid drowning in a pond; fi nding a 
magical ring that renders you invisible and, by extension, grants you 

1 Deceptively so, as we’ll see later.
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impunity, and so on), ask people to think, and form a judgment, about 
it (would it be permissible, right, morally good, or better than some 
alternative, just, legitimate, and so on) and, fi nally, collect the ‘raw 
data’, the spontaneous, intuitive judgments elicited in them by that 
thought-experiment and see if they confi rm or disconfi rm the original 
hypothesis.

When does a moral judgment formed in response to such a hypo-
thetical scenario qualify as intuitive? Here, again, I’m simply going 
to follow the tradition.2 Intuitive moral judgments are characterized 
by their (i) distinct genealogy; (ii) characteristic phenomenology; (iii) 
modality; and (iv) epistemic status. Let me briefl y elaborate: moral in-
tuitions (i) spring into one’s mind effortlessly; even when formed after 
careful observation, consideration, contemplation, or thinking about 
the subject matter at hand, they are not consciously inferred from oth-
er beliefs or believed propositions as their justifying grounds; (ii) they 
strike us as vivid, clear, inescapable, forced upon us; (iii) they present 
things as being necessarily the way they appear before our mind; and, 
fi nally, (iv) they strike us as self-evident, beyond doubt, as inconceiv-
ably at odds with moral reality, or truth.3

2. TEs in moral philosophy
On the standard view, philosophical TEs are used to access the non-
empirical, i.e. abstract, normative and/or modal realm. More specifi -
cally, moral TEs are seen as the window into the moral realm. Here 
are some typical questions that moral philosophers aim to answer by 
means of moral TEs: Is it ever permissible to lie? May we kill, or tor-
ture, one to save fi ve? Is it ever permissible to go to war? Can you 
do wrong blamelessly? Is harming always worse than merely allowing 
harm? Should we punish the most heinous crimes by death? What is 
just(ice) and how is it related to equality? When, if ever, is the rule of 
some people over others legitimate? What form of government is mor-
ally best? Is political violence, i.e. violence in the service of political 
goals, ever permissible? Can you be morally obliged to do that which 
you cannot possibly do? Can you be blameworthy for that which you 
only did out of ignorance and/or with no evil intention?

Having earlier delineated TEs from other (perfectly legitimate) 
forms and uses of hypothetical reasoning in moral philosophy which, 
however, don’t qualify as moral TEs, since we don’t engage in it with 
the aim of confi rming or disconfi rming some moral hypothesis, there 
are still plenty examples left that meet the above criteria. Below is a 

2 See, for instance, Miščević (2004) and Cappelen (2012).
3 Of the aforementioned defi ning features, I consider the one that Herman 

Cappelen calls epistemic ‘Rock status’ most important one—for a judgment, or a 
belief, or a mere inclination to believe, to count as intuitive, it need not be seen as 
indefeasible, but it should at least be treated—in effect, if not in thought—as fairly 
evidence-recalcitrant.
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random selection of such hypothetical scenarios and corresponding hy-
potheses that the former are designed to confi rm or disconfi rm: 
(i) The Ring of Gyges → no one would act justly, if everyone were in 

possession of a magic ring that granted them absolute impunity. 
(Morality/justice is rightly appreciated merely for its positive 
consequences, i.e. instrumentally, but not (primarily, or also) for 
its own sake, i.e. intrinsically.) (Plato 1993)

(ii) The Ticking Bomb  torture is not absolutely prohibited (Mc-
Mahan 2008a and 2008b)

(iii) Feinberg’s Nowheresville  rights are necessary for self- and 
other-respect, as well as our sense of human dignity (Feinberg 
1970)

(iv) Singer’s Pond  assistance to the poor and destitute is morally 
obligatory, not just morally commendable (S inger 1993)

(v) Singer’s Shelter/Fairhaven  hermetically closed borders and 
restrictive laws on (im)migration cannot be morally justifi ed 
(Singer 1993)

(vi) Feinberg’s 31 variations on the Ride on the Bus story  the of-
fence principle (there are (crudely six types of) human experi-
ences that don’t constitute harm, yet are so unpleasant that we 
can rightly demand legal protection from them even at the cost 
of other persons’ liberty (Feinberg 1985)

(vii) Nozick’s Experience Machine  pleasure is not the only kind 
of thing that is valuable in and of itself, irrespective of its con-
sequences, and everything else of value in our lives is not valu-
able only insofar as, and to the extent that, it promotes pleasure 
(Nozick 1974)

(viii) Thomson’s Violinist  the right to life does not entail the right 
to a non-consensual use of someone else’s body for one’s own sur-
vival (Thomson 1971) 

(ix) Rachels’ Smith and Jones  killing is not intrinsically morally 
worse than letting die (Rachels 1975)

The above list is far from exhaustive, of course. Still, given the frequency 
and relative popularity of the method, the results of thought experimen-
tation in moral philosophy are discouraging, to say the least. Hardly any 
controversial issue in moral philosophy (I’d even risk to say ‘none’) has 
been settled, or brought a bit closer to resolution, by means of moral 
thought experimentation, however ingenious. How come? My aim in this 
paper is to offer a preliminary, still rather crude diagnosis of this failure.

3. mTE-evidentialism
But let me fi rst clarify the scope of my argument in order to prevent 
potential misunderstandings. As already said, the main target of this 
paper is not counterfactual thinking or reasoning as such, but rather 
the view that for want of a better name I will call mTE-evidentialism: 
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Intuitive moral judgments formed in response to moral TEs, provide 
some initial, prima facie credible evidence for or against moral proposi-
tions (particular and general moral judgments, principles, norms, dis-
tinctions and theories)4

A brief clarifi cation of why I chose this particular formulation is 
due before we can proceed to critical evaluation. First, the view that I’d 
like to criticize is formulated in terms of evidence, not justifi cation. I 
take evidence, in contrast to justifi cation, to be if not itself a primitive 
notion, then at least one that can be fairly simply explicated in terms 
of reasons for believing—E provides evidence for mp (i.e. certain moral 
proposition), if, as a consequence of me coming to know or believe about 
E I now have a prima facie reason to believe that mp. According to 
this (admittedly, simplifi ed) account, when someone treats an intuition 
elicited by a typical moral TE as evidence for or against a certain moral 
proposition, he or she is committed to the view, at a minimum, that the 
fact that we intuit, i.e. spontaneously judge an (fi ctional) agent’s par-
ticular (fi ctional) decision and/or action in a given (once again fi ctional) 
situation as right or wrong, provide us with some reason for believing 
that this very decision and/or action (as well as all those that share all 
the morally relevant features with it) is indeed such, a reason that was 
not available to us before we engaged in judgment, or contemplation, of 
this hypothetical, fi ctional situation.

Secondly, what I try to advance here is an argument for scepti-
cism about the evidential value or role of, in particular, moral TEs, 
not philosophical TEs in general. I want to suspend, as far as I can, 
my judgment on thought-experimentation in other areas of philosophy, 
such as metaphysics, epistemology, philosophy of mind, philosophy of 
language. It does seem to me that fairly little progress has been made 

4 The kind of view that I have in mind with ‘mTE-evidentialism’ is nicely laid out 
in the following paragraph by one of its most outspoken advocates, Jeff McMahan: 
“Suppose that one is curious about whether a certain factor is morally signifi cant 
in a certain specifi c way—for example, whether the intention with which a person 
acts can affect the permissibility of her action. It may happen that refl ection on 
intention in the abstract proves inconclusive. One might then devise a pair of 
hypothetical examples in each of which an agent goes through the same series of 
physical movements and in which consequences of those movements are identical. 
The only difference is that in one case the consequences are intended as a means 
whereas in the other they are unintended but foreseen side effects. Suppose that a 
large majority of people from a variety of cultures judge that the agent who intends 
the bad consequences acts impermissibly while the agent who merely foresees 
them acts permissibly. That is at least prima facie evidence for the view that an 
agent’s intentions can affect the permissibility of her action. Yet if one had sought 
to elicit people’s intuitions about a pair of actual historical examples, it would have 
been inevitable that people would have been infl uenced by irrelevant historical 
associations, distracted by irrelevant details, or guided in their evaluations by 
morally relevant differences between the two cases having nothing to do with the 
agents’ intentions. The value of hypothetical examples is that they can exclude all 
such features that are irrelevant to the purpose of the example.” (McMahan 2008b, 
my emphasis)
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thanks to Gettier- or Frankfurt- or Lehrer- or Chalmers-types of ex-
amples in those areas of philosophical inquiry as well. Nevertheless, 
I’d like to limit my conclusions to the alleged evidential role of moral 
thought experiments alone, if for no other reason than to avoid inviting 
further, unnecessarily provoked criticism.

Thirdly, my critique is primarily directed against a small subset of 
moral intuitions, namely those generated by moral TEs, not against 
moral intuitions as such. Personally, I fi nd claims about appeals to 
moral intuitions being constitutive of any moral inquiry, grossly exag-
gerated. No doubt, there is a rich and lively tradition of moral philoso-
phizing that makes appeals to what we clearly intuit about this or that 
described moral setup central to moral inquiry (McMahan 2002, Kamm 
2008, Parfi t 1984 and Unger 1995 naturally spring to mind). That said, 
however, many books in moral philosophy (certainly the three moral 
philosophy classics, Aristotle’s Nicomahean Ethics, Kant’s Ground-
work and Mill’s Utilitarianism) make little or no use of moral TEs or 
even explicitly refuse to credit moral intuition with any evidential im-
port. Opinions on whether appeals to intuitions are central or marginal 
to the practice of contemporary analytic philosophy are divided. (For 
three antagonistic views, see Cappelen 2011, Weatherson 2014 and 
Deutsch 2015) But even if most appeals to intuitions in philosophical 
literature are merely colloquial and thus not really indicative of deep 
methodological commitments, it is hard to deny both the existence and 
the infl uence of a vocal tradition in contemporary moral philosophy 
which makes the so-called method of cases central to moral inquiry 
and is insofar committed to taking the evidential value of our (in fact, 
mostly author’s own) intuitions at face value.5

Finally, I tried to make mTE-evidentialism as undemanding as pos-
sible. No one really holds that TE-generated moral intuitions can es-
tablish the truth or falsity of any moral proposition on their own. (Well, 
at least declaratively they don’t, the existing philosophical practice is a 
different story.) To claim otherwise (as Deutsch 2015 occasionally does) 
is to build a straw man. Still, many philosophers seem to treat TE-
generated moral intuitions as an independent source of at least some, 
prima facie and defeasible evidence for the truth or falsity of moral 
propositions under consideration. In this paper, I want to deny them 
even that much epistemic signifi cance. 

Let me express my principled worry, then. When we try to solve 
some moral quandary by means of a moral TE, we are invited fi rst to 
contemplate and then to judge some poorly described hypothetical situ-
ation. But why acknowledge pretty much any answer to the question 

5 Whether practiced frequently or not, as Kuntz and Kuntz (2011) show, there 
is a fairly strong support, among professional philosophers, for the justifi catory or 
evidential role of appeals to intuitions. With the following proviso: most of them 
fi nd intuitions useful but not also essential to the justifi cation process; and they 
typically assign a more important role to intuitions in the process of the discovery of 
philosophical theories than for the purpose of their justifi cation.
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“Imagine/consider such and such a situation? Would it instantiate such 
and such moral property or not?” as epistemicaly authoritative and 
truth-conducive? Why treat our swift, spontaneous, automatic moral 
judgments, whether particular or general, instant or delayed, as re-
vealing anything else but how our mind works; how we feel and think 
about the world? Psychologically, we fi nd transitions from ‘A’s -ing 
in C appears wrong to me, strikes me as such’ to ‘-ing is sometimes/
often/always wrong’ fairly easy and natural to make, but what, if any-
thing, warrants them? What are the epistemicaly relevant features of 
TE-generated moral intuitions? Admittedly, they share most of their 
phenomenal properties with other TE-generated philosophical intu-
itions, but do they so clearly share their putative epistemic credentials 
as well?6

Let me strengthen the above challenge with another analogy. When 
in opinion polls we ask people “Do you think the use of torture against 
suspected terrorists in order to gain important information can often 
be justifi ed, sometimes be justifi ed, rarely be justifi ed, or never be justi-
fi ed?”, i.e. about the (im)permissibility of torturing a terrorist in what 
is basically a Ticking Bomb type of scenario, we treat their replies as 
evidencing their subjective opinion on this contentious moral issue; 
when, on the other hand, we ask them to form a moral judgment in 
response to a Ticking Bomb thought experiment with exactly the same 
informational content, we are expected to treat their judgments as a 
prima facie evidence for the moral truth about torture. The proponents 
of moral thought experimentation need to provide an explanation for 
what, if anything, warrants such different treatment.

6 I’d also like to remain agnostic on the issue of epistemic credentials of intuitions 
about more general moral principles, since these will typically avoid some of the 
pitfalls of, or won’t necessarily display the same shortcomings as, our intuitions 
about particular cases described in moral TEs. So, as far as I am concerned, the 
following may be instances of prima facie credible intuitions: that harming is worse 
than merely allowing harm which, in turn, is worse than failing to benefi t; that in 
order for something to be better or worse, it must be better or worse for someone; that 
we ought to do that which will make the world a better place; that, other things being 
equal, promises ought to be kept; that killing civilians is worse than killing soldiers; 
that killing a (human) person is normally more seriously wrong than killing a (non-
human) animal (the infamous speciesist intuition); that adding new person to the 
world is morally neutral, and the like. Perhaps there is such an epistemicaly noble 
thing as ‘rational intuition’ after all and professional philosophers are particularly 
apt in using this special faculty to access the realm of noble philosophical truths. I 
don’t have much patience with any sort of intuitionism, but since this is no place for 
opening up the Pandora box of intuitionism debate, what I would simply deny in 
this case, then, is that philosophers actually make any use of this formidable faculty 
when, as part of their arguments for or against contentious moral propositions, they 
advance moral TEs and make appeals to intuitions thereby elicited. For a more 
systematic and detailed attack on the idea of a rational (philosophical) intuition and 
its alleged epistemic credentials, see Mizrahi 2014.
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4. The Ticking Bomb
Let me illustrate the limitations of the case method, or thought ex-
perimentation in moral philosophy, by way of a well-known example, 
the so-called Ticking Bomb scenario. In fact, there is no one Ticking 
Bomb scenario, but many.7 Hence, I will take the following description 
as paradigmatic of this particular kind of moral TE:

A terrorist has planted a nuclear bomb in New York City. It will go 
off in a couple of hours. A million people will die. Secret agents cap-
ture the terrorist. He knows where it is. He’s not talking. But they 
can break his silence by torturing him. In fact, torture is the only way 
to extract the information about the location of the bomb from him in 
time to successfully deactivate the bomb and save those million inno-
cent lives. Given that, would it be morally permissible for the agents to 
torture the terrorist?

Now, the Ticking Bomb scenario (or TBS, for short) has been sub-
jected to a lot of fi erce criticism since its inception, probably more than 
any other philosophical thought experiment with the due exception of 
Trolley cases. David Luban gives voice to most common concerns when 
he writes:

The fi rst thing to notice about the TBS is that it rests on a large number 
of assumptions, each of which is somewhat improbable, and which taken 
together are vanishingly unlikely. It assumes that an attack is about to 
take place, and that ‘the authorities’ somehow know this; that the attack 
is imminent; that it will kill a large number of innocent people; that the 
authorities have captured a perpetrator of the attack who knows where the 
time-bomb is planted; that the authorities know that they have the right 
man, and know that he knows; that means other than torture will not suf-
fi ce to make him talk; that torture will make him talk—he will be unable 
to resist or mislead long enough for the attack to succeed, even though it is 
mere hours away; that alternative sources of information are unavailable; 
that no other means (such as evacuation) will work to save lives; that the 
sole motive for the torture is intelligence-gathering (as opposed to revenge, 
punishment, extracting confessions, or the sheer victor’s pleasure in tor-
turing the defeated enemy); and that the torture is an exceptional expedi-
ent rather than a routinized practice. Some of these assumptions can be 
dropped or modifi ed, of course. But in its pure form, the TBS assumes them 
all. That makes the TBS highly unlikely. (Luban 2008)

Hence, as the fi rst objection goes, a typical TBS rests on a number of 
improbable assumptions which combined render it highly unlikely that 
anyone would ever have to face such an agonizing choice. How damag-
ing is this objection? It is certainly a legitimate worry, for it shows the 
TBS to be practically useless for moral guidance in those more realistic, 

7 The Ticking Bomb scenario seems to have made its inaugural appearance in 
Michael Walzer’s seminal article “Political action: the problem of dirty hands”. In 
it, Walzer describes “a political leader who is asked to authorize the torture of a 
captured rebel leader who knows or probably knows the location of a number of 
bombs hidden in apartment buildings around the city, set to go off” (Walzer 1973).



142 F. Klampfer, Moral TE, Intuitions, And Heuristics

everyday contexts that have (re)ignited the moral debate on torture af-
ter 7/11 attacks in the fi rst place. Admittedly, low likelihood is not the 
same as impossibility—for all we know, such circumstances could oc-
cur, however miniscule their likelihood, and when they did, the Ticking 
Bomb thought experiment appears to suggests, agents would be mor-
ally permitted or even obliged to resort to torture. But what good is this 
true insight, if it is one at all, if either these conditions will never apply 
or even when they do, we won’t be able to tell that anyway? So even on 
the assumption that we all (or a fair majority of us) clearly intuit that 
torturing the terrorist in order to prevent the massive loss of innocent 
people’s lives is permissible under described circumstances,8 this would 
only justify torture in those extremely rare circumstances where the 
terrorist’s guilt/liability is established with hundred-percent certainty 
and torture cannot possibly fail to work. Practically never, then.

The unrealistic epistemic assumptions are only part of the problem 
with TBSs. What other critics found equally problematic is their lack 
of wider social context. For torture to work, but not kill the terror-
ist in TBS, it would have to be applied competently and with highest 
precision. But such know-how is not simply given, it must be learned. 
Effective, yet not life-threatening torture thus requires expert tortur-
ers, which in turn presuppose systematic training in torture. So the 
ultimate price of having a secret agent competent enough in torture to 
extract the life-saving information from the terrorist in a TBS without 
rendering him unconscious or even killing him, is the institutionaliza-
tion and, inevitably, normalization of torture. By being silent on this 
and other morally relevant conditions for effective defensive or preven-
tive torture, TBSs fail to give proper weight to real moral costs involved 
in rescuing a million.

The list of objections to TBS is hereby not exhausted. Many authors, 
for example, use TBS as a building stone in their moral case for the le-
galization of torture. Suppose, then, for the sake of the argument that 
the TBS (or, more precisely, people’s overwhelming moral approval 
of the use of torture under those circumstances) does manage to pro-
vide some new evidence that could tip the evidential balance in the 
initial dispute over whether torture is absolutely morally prohibited, 
i.e. morally wrong without exception, or not. Even on this fairly gener-
ous assumption, however, it would be pretty naive to expect the TBS 
to validate further inferences about the proper legal status of torture. 
In other words, the fact that the secret agents’ torturing of the terror-
ist in the TBS wins our intuitive moral approval, whether it provides 
us with some reason for believing that, indeed, torture sometimes is 
morally permissible or not, does not constitute a reason, however weak 
this reason may be, for a further belief that torture ought to be legal-
ized. So those who do treat it as a piece of evidence for the latter, more 

8 Which, given the results of the opinion polls, we have strong reasons to doubt. 
More on that later.
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ambitious, but also more controversial claim, are simply overstating 
its logical implications. We can add, then, to TBS’s so-far recorded sins, 
namely practical irrelevance and normative misrepresentation, the 
third one, misapplication.

Given the unpopularity of TBS and the multitude of objections 
raised against it, a proponent of moral thought experimentation might 
at this point protest that its limitations are in no way indicative of, 
or representative for, moral thought experimenting as such. I’d like 
to insist, however, that there is nothing special about this particular 
type of moral TE, meaning that there are no features of its design or 
implementation that are both (a) unique and (b) such that they clearly 
disqualify it as a test of moral propositions. In this, I concur with the 
following observation by Jeff McMahan:

When one understands what hypothetical examples are designed to do 
(namely fi lter out irrelevant details that can distract or confuse our intu-
itions, thereby allowing us to focus on precisely those considerations that 
we wish to test for moral signifi cance, op. FK), one can see that the ticking 
bomb case is an entirely respectable philosophical tool. It is relevantly simi-
lar to thousands of other hypothetical examples that have appeared in the 
work of moral philosophers in recent decades and that most philosophers 
regard as legitimate components of philosophical arguments. It has no fea-
tures that are not characteristic of the majority of hypothetical examples in 
moral philosophy. It is no different in relevant respects from the familiar 
trolley cases, transplant cases, examples comparing and contrasting terror 
bombers and tactical bombers, and so on. It is, if anything, more realistic 
than most. (McMahan 2008b: 3)

I agree. There is nothing peculiar about TBSs, at least nothing that 
would a priori disqualify them as, to quote McMahan, ‘respectable phil-
osophical tools’. Provided, of course, that you consider moral TEs ‘re-
spectable philosophical tools’ (which I don’t). The choice situation may 
be less likely to occur in the real world than those described in other, 
less disputed moral TEs, those who appeal to them as a way of justify-
ing torture may not be entirely honest about what it takes for those 
options to be truly viable, and sometimes people overstate their evi-
dential potential, but let’s face it, it is a typical moral TE. The problem 
with TBSs does not lie in the details of its design or their misapplica-
tion—even though the design is often fl awed and the TE misapplied—, 
it is more fundamental and as such shared by (most) other moral TEs.9 
It resides, above all, in the unquestioned transition from appearance 
to reality, from moral feeling and emotion to its (corresponding) object, 
but also in its debilitating under-description and impoverished context. 
And that’s why no amount of redesigning the initial setting in order to 

9 All but one, to be fair: since TBS is typically advanced as a counter-example 
to a universal moral claim (“Torture is never morally permitted.”), it lacks 
the generalization stage characteristic of many famous moral TEs. Given that 
generalizations in TEs are even less justifi ed than initial particular intuitive 
judgments, TBS turns out to be, somewhat paradoxically and at least in this one 
respect, less problematic than most moral TEs.



144 F. Klampfer, Moral TE, Intuitions, And Heuristics

make it more socially, epistemologically and psychologically realistic, 
will help.10 All it might do instead is undermine whatever little initial 
moral consensus there was about it.11

5. General scepticism about moral TEs
Showing an instance of a moral TE fl awed is not the same as discredit-
ing the method of moral thought experimenting as such, of course.12 
In what follows, I will present and briefl y discuss some more general 
considerations that should, when properly acknowledged, signifi cantly 
reduce our level of confi dence in the capacity of moral TEs—and the 
moral intuitions thereby generated—to resolve substantive moral dis-
putes, or, at a minimum, (dis)confi rm competing moral hypotheses.13 
These include, but are not limited to, the following: (i) unresolved dis-
putes over experimental design, (ii) indeterminate outcomes of moral 
TEs, (iii) confusion over the correct level of generality, (iv) mistaken 
moral arithmetic, (v) vicious circularity, (vi) sensitivity, or responsive-
ness, to morally irrelevant features (framing effects, order of presenta-
tion,…), (vii) reliance on dubious moral heuristics, and, last but not 

10 See Walsh (2011) for an interesting, but eventually failed, attempt to provide a 
set of reasonable criteria for a legitimate use of TEs in moral inquiry.

11 This comes to surface in McMahan’s own clever redesigning of the original 
TBS where instead of agents torturing the terrorist in order to prevent nuclear 
explosion and the resulting death of one million innocent people, we are asked to 
imagine agents torturing the same terrorist in order to prevent his accomplice from 
torturing an innocent hostage at some hidden location. While this scenario is no 
doubt better suited for the job of determining what valid moral consideration or 
principle could possibly justify torture in the paradigmatic TBS, the lesser evil or 
the preventative justice, it would be unreasonable to expect the ‘Is it permissible 
to torture one culpable person to prevent the torture of one innocent person?’ to 
generate the same degree of agreement as the ‘Is it allowed to torture one culpable 
person to prevent the violent deaths of one million of innocent persons’. McMahan 
need not be bothered by this prospect, of course, since he only ever consults his 
own intuitions about his ingenious TEs anyway. Frances Kamm is another famous 
advocate and practitioner of the TE method in moral philosophy who never seem to 
have any doubts about her own TE-generated intuitions, however at odds they might 
be with everyone else’s.

12 In Klampfer (2017), I argued for the evidential irrelevance, or impotence, of 
Feinberg’s 31 variants of the Ride on the Bus stories and in its longer, unpublished 
version I made a similar point about Plato’s famous Ring of Gyges thought 
experiment.

13 What level of confi dence in the TE-generated moral intuitions will be 
reasonable to preserve after said adjustment? Not enough, in my opinion, to justify 
their further use, as long as at least some viable alternatives are available. Some 
authors (for instance, Liao et al 2012) believe the evidence of unreliability supports 
a more qualifi ed form of scepticism—if it has been demonstrated of some moral TE 
that people’s intuitive responses to that TE can be infl uenced by manipulating what 
we all agree are morally irrelevant features of the experimental situation, then—and 
only then—can this particular moral TE no longer be used as a source of evidence for 
or against any moral proposition. Everything else we are free to use, until and unless 
it is similarly discredited.
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least, (viii) mostly undetected and uncorrected (even incorrigible) ef-
fects of bias and prejudice.

Our moral intuitions, a growing body of research seems to suggest, 
are quick, snap, unrefl ective, spontaneous, almost automatic judg-
ments; they are infl uenced by mood, affection, emotion, fatigue, and 
as such easily swayed one way or the other by simple rephrasing of 
the story, a change in the order of presentation, emotional and social 
priming, or simply by tampering with our physiological needs; they es-
cape conscious control and seem to rely, for their formation, on similar 
cognitive shortcuts, heuristics, that we use in our judgments in other 
domains (such as availability and representativeness); and yet, despite 
their contingent origin and shape, they are mostly dogmatic, i.e. resis-
tant to contrary evidence; when our intuitive judgments are challenged 
or questioned, we are seldom able to provide good reasons or compelling 
evidence in their support (or if we are, the reasons we adduce are often 
not those that were operative in the production of our judgment); even 
more, we fail to see any need for that and, consequently, don’t consider 
this to be a problem (what is called ‘moral dumbfounding’). The most 
recent psychological research suggests that even professional philoso-
phers’ moral intuitions are not immune to systematic and distorting ef-
fects of framing, ordering, prejudice, affect and bias. (Schwitzgebel and 
Cushman 2015, Liao et al 2012) The upshot: our intuitive responses 
to moral TEs, however carefully we may design the latter, will always 
track a host of morally irrelevant features of the hypothetical situation 
(such as novelty, excitement, disgust, surprise or arbitrary convention) 
and will hence serve as rather poor guides to moral truths.

These and similar shortcomings of TE-generated moral intuitions 
have been observed over and over again and are fairly well-documented 
by now. In what follows, I want to focus on (ii), (iii) and (vii) instead, 
since even though these problems with moral TEs are no less serious 
than the shortcoming of moral intuitions listed above, they tend to be 
both overlooked by the critics and underestimated by the advocates of 
moral thought experimenting.

5.1. What evidence?
Ideally, an experiment, whether conducted in a lab or in one’s mind, 
would yield results that, whether quantifi able or not, measurable or 
not, are unequivocal. Most moral TEs fall embarrassingly short of this 
ideal, however.14 It is no surprise that the more controversial and di-
visive some moral issue, the more widely distributed along a spectre 
intuitive moral judgments will be that the supposedly crucial moral TE 
elicits. The size of disagreement can be somewhat reduced by turning 
away from what looks like a fairly random distribution in the responses 

14 Jeff McMahan clearly underestimates the depth of intuitive disagreements 
or else he wouldn’t have assumed that “large majority of people from a variety of 
cultures” will often converge in their judgments about particular moral TEs.
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of lay people and considering only the more ordered ‘considered moral 
judgments’ of professional philosophers instead, but even the latter are 
seldom homogenous enough to admit of a unanimous verdict.

Let me illustrate this by way of what is probably the best known, 
and by far the most overexploited, moral TE, the Standard Trolley case. 
In the path of a runaway trolley car are fi ve people who will defi nitely 
be killed unless you, a bystander, fl ip a switch which will divert it on to 
another track, where it will kill one person. In a huge BBC online sur-
vey, 77 percent of the total 65.000 respondents answered the question 
of whether they would fl ip the switch with ‘yes’ and 23 percent with 
‘no’ (Sokol 2006). We can make the distribution of answers to the above 
question more uneven by turning to professional philosophers, but the 
prospects of getting anywhere near a unanimous decision will never-
theless remain bleak. A survey of 1,972 contemporary philosophers, 
conducted via PhilPapers (Bourget and Chalmers 2014), brought the 
following results: 68.2% ‘yes, fl ip the switch’ votes, 7.6% ‘no, don’t fl ip 
the switch’ votes and the remaining 24.2% either agnostic or undecided 
or something else.15 So while over two thirds of philosophers agree that 
it is permissible (or even obligatory) to fl ip the switch in the Standard 
Trolley case and only a tiny minority departs from that, still more than 
one in four philosophers refuse to share the predominant intuition. Has 
the Trolley moral TE delivered a clear result in this case, then, or failed 
to do so? And if the latter, what ratio of ‘yes’ to ‘no’ answers would be 
enough to validate such an affi rmative answer?16

No similar data has been so far collected on the Ticking Bomb 
scenario(s), so we can only guess how much agreement in moral judg-
ment it would generate among lay people and how those numbers 
would compare to the judgments of professional philosophers. What 
is available, however, is some relevant statistical data gathered over 
the years in many nation-wide opinion polls in the USA. And these 
leave a lot to be desired. A 2005 public opinion poll, for instance, asked, 
“Do you think the use of torture against suspected terrorists in order 
to gain important information can often be justifi ed, sometimes be 
justifi ed, rarely be justifi ed, or never be justifi ed?” Forty-six percent 
of Americans surveyed answered ‘often’ or ‘sometimes’, but 32%, on 
the other hand, answered ‘never’. Another poll from June 2006 found 
36% of Americans agreeing that “Terrorists now pose such an extreme 

15 I’ve lumped all other categories under ‘other’ to arrive at this fi gure. In the 
original questionnaire, the rest of the options are fairly diverse, ranging from 
‘agnostic’ over ‘not familiar enough’ to ‘unclear question’. Some of those that not 
many, but still some, respondents have chosen, such as ‘accept both’, ‘reject both’, 
‘intermediate’, ‘fi nd another alternative’, may raise doubts about the benefi ts of 
philosophical training.

16 The more complicated the variations on the default thought experiment get 
(Fat man or Bridge, Loophole, and so on), the faster we can expect the last group, 
the ‘other’ or the ‘undecided’, to grow/expand and, correspondingly, the initial wide 
agreement, if there was any, to quickly dissolve.



F. Klampfer, Moral TE, Intuitions, And Heuristics 147

threat that governments should now be allowed to use some degree of 
torture if it may gain information that saves innocent lives.” (Luban 
2008: 3) Given the history of heated disputes over the legitimacy of the 
use of Ticking Bomb scenarios in the moral debates on torture, there is 
little hope that the judgments of professional philosophers on this very 
issue would display a signifi cantly higher agreement rate than that.

Now one may want to object that the above requirement of homo-
geneity of the experimental results is too strong, since very few, if any, 
laboratory experiments or fi eld trials yield outcomes that come any-
where near this ideal. Suppose you are investigating the effi ciency of a 
new drug, call it Perosan, with respect to some chronic condition and 
so to do that you divide 20 patients diagnosed with this condition into 
two groups of ten people. Over the course of three months, those in the 
control group receive placebo, while those in the experimental group 
are given exactly the same dosage of Perosan. After three months, you 
measure and compare the most common symptoms along three dimen-
sions: variety, duration and intensity. Now even if Perosan turns out to 
be an effi cient drug, it would be close to a miracle if it had exactly the 
same measurable benefi cial effect on everyone. What is more realistic 
to expect with respect to results is a certain degree of variation, with 
some people’s condition improving more, other’s less and still others 
perhaps showing no improvement at all. Overall, drug effi ciency may 
be 20 percent, ranging from zero to forty. The researchers will then 
typically go on to investigate what factors could have facilitated the 
effects of the drug where it worked better and what other factors could 
have blocked them where it worked less well or not at all. It’s usual 
business in science, so why insist that thought-experimental results 
must exhibit a much stricter uniformity?

Note, however, that this line of argumentation is not really available 
to the advocates of moral thought experimentation. Unlike lab experi-
ments or fi eld trials, the lack of uniformity in thought experimental re-
sults cannot be accounted for in terms of patterns of distribution charac-
teristic of statistical rather than deterministic connections between two 
or more observed variables. Where people’s intuitive moral judgments 
diverge, as they always do to some extent, we cannot simply convert 
the resulting variation into, say, degrees of confi dence in a tested moral 
proposition, so that in the above Standard Trolley case, where 77-per-
cent of respondents opted for the fl ip-the-switch option and 23-percent 
were opposed to it, the epistemicaly rational thing would be to either 
lower your level of confi dence in the moral proposition ‘fl ipping the 
switch is the morally right thing to do in those circumstances’ (if prior 
to these results you had no doubts about that) or increase it (if prior to 
this vote you were fully convinced that you ought not intervene). Given 
that you clearly intuit the former to be the case (and necessarily so), 
your corresponding confi dence level should be maximal. But then those 
23-percent just as clearly intuit exactly the opposite, so unless you have 
good reasons to doubt their moral competence, maybe you should reduce 
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your confi dence level to refl ect that fact?17 This, however, cannot really 
be done without questioning your moral intuitions’ credential in this 
(and all the other) case(s) of confl icting intuitions.

5.2. Evidence for what?
Legitimate doubts about what counts as the single outcome of a moral 
thought experiment and when it is correct to say that the latter has 
actually delivered a clear-cut, unambiguous result are amplifi ed by yet 
another quandary—what moral proposition or hypothesis was actually 
confi rmed or disconfi rmed by a particular moral TE?

The problem is that contested moral propositions can rarely, if 
ever, be put to test in pure thought directly. Consider James Rachels’ 
(Rachels 1975) famous Smith and Jones TE, where the reader is in-
vited to contemplate and morally evaluate the following two hypotheti-
cal scenarios: in the fi rst, Smith, wanting to secure huge inheritance 
for himself, sneaks in the bathroom and drowns his young nephew in a 
bath; in the second, Jones, driven by the same motive, merely lets his 
nephew drown after the latter has hit his head against the edge of the 
bath and lost consciousness. The moral issue that Rachels is trying to 
resolve by means of this TE is rather different, however: “Is killing in-
trinsically worse than letting die?”. And he takes our shared intuitions 
that Smith and Jones are equally culpable, or blameworthy, for their 
respective (in)actions (which, it needs to be said, is presumed rather 
than demonstrated) as evidence that at least in this one pair of cases 
letting someone die is just as bad, or wrong, as killing him. But surely 
equal culpability for X and Y respectively, even if it were unambiguous-
ly established by the responses of an overwhelming majority of people 
to this moral TE, does not by itself imply moral equivalence between 
X and Y—all it means is that people consider Smith and Jones both 
fully responsible for the wrongful harm (of premature death) that befell 
their nephew, and not that it doesn’t matter, in their opinion, whether 
this harm was directly caused or merely not prevented.18 The evidence 
that people's intuitions about moral TEs are meant to provide for or 
against moral propositions, can thus at best be indirect, and the link 
between the evidence provided by people’s responses to a given moral 
TE and the tested claim is often established only retrospectively, via 
abductive reasoning—intuitive moral judgments elicited by any given 
moral TE are taken to provide evidence for the truth of that one among 
many candidate moral propositions which best explains their occur-
rence on this particular occasion. The problem is that this ‘evidence’, 

17 This does look like a textbook example of moral peer disagreement—not only 
should we treat each other as moral peers, given that basic moral competence is 
normally not considered something one needs to acquire through formal learning, 
my disagreeing counterpart and I use exactly the same source of justifi cation, i.e. our 
own intuion, for the moral belief that we formed in response to the given moral TE.

18 Levy (2004) offers a devastating critique of this ‘the-one-difference-that-
makes-all-the-difference, or none’ approach.
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even when suffi ciently unambiguous not to raise the ‘what-evidence?’ 
question, will always be consistent with more than just one hypoth-
esis, and often with several of them. And not just consistent with, but 
also equally well explained by, several of them, I’d like to add. So even 
on the assumption of phenomenal conservatism which takes moral ap-
pearances or seemings at their face value, as more or less veridical,19 
there will always be room for asking which particular moral proposi-
tion was confi rmed or disconfi rmed by people's intuitive responses to 
any given moral TE, however homogenous and unifi ed these may be.

That this is a principled worry, another famous moral TE, Singer’s 
Pond, nicely illustrates. You are on our way to work, and as you pass 
through the park, you see a small child drowning in the nearby pond. 
You can jump in the water and pull the child out, thereby ruining your 
expensive clothes and shoes, or you can proceed to work, minding your 
own business, and let the child drown. Hardly anyone fi nds the latter 
option morally justifi able, but what exactly is it that we clearly intuit 
with respect to the described situation: (a) that I ought to save the child 
drowning in front of me; (b) that, in general, everyone in a position 
to do so ought to save children from drowning; or (c), the option that 
Singer himself prefers, that one ought to prevent something bad from 
happening, as long as he or she can do so without sacrifi cing anything 
of comparable value? Whether we understand the role of the Pond TE 
as providing evidential support for the principle stated in (c), or merely 
as reminding the reader that he or she already tacitly subscribes to 
a version of this moral principle, one can fairly easily come up with a 
counter-example to the principle20 and this will set the inquiry back to 
the beginning. All that we clearly intuit in Pond is that we ought to pull 
that particular drowning child out of that particular pond, since nobody 
else is around to help and we can rescue the child at an insignifi cant 
cost. Everything else is extrapolation and generalization beyond what 
is prima facie evident and consequently questionable.21

The problem of determining the exact scope of TE-generated moral 
evidence is epidemical. Recall the Ticking Bomb scenario and its rela-
tively brief, yet tumultuous history. Originally, the TB scenario served 
as a remainder that political necessity may force leaders to violate the 
constraints of ordinary morality (say, by ordering the torture of a sus-
pect rebel to extract the life-saving information about the location of a 
planted bomb). Later, it was redesigned to better serve the needs of a 

19 Phenomenal Conservatism is a theory in epistemology that seeks, roughly, to 
ground justifi ed beliefs in the way things “appear” or “seem” to the subject who holds 
a belief. The intuitive idea is that it makes sense to assume that things are the way 
they seem, unless and until one has reasons for doubting this (Huemer 2013).

20 As Peter Unger has done with another moral TE, called Envelope. See Unger 
1995.

21 This problem is often underestimated by friends of moral thought 
experimenting. See, for instance, rather casual remarks about the generalization 
stage in Plato’s Ring of Gyges (and elsewhere) in Miščević (2013b).
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newly sparked debate on the morality and/or legality of torturing ter-
rorist suspects and many of its original features were either dropped or 
replaced for that reason (rebel became terrorist, bomb became nuclear 
device, political leader’s choice was substituted by that of the secret 
agents’ and epistemic uncertainty, implicit in the word ‘suspect’, was 
replaced by full confi dence both about the terrorist’s culpability/liabil-
ity and the outcomes of alternative courses of action). Those who vig-
orously opposed appeals to Ticking Bomb scenarios in recent heated 
debates on morality and/or legality of torture, mostly understand them 
to show, if successful, that torture ought to be legalized and/or institu-
tionalized. Jeff McMahan, on the other hand, emphatically denies such 
an implication. What he believes the Ticking Bomb in its role as a mor-
al TE convincingly shows is that torture cannot be absolutely wrong 
(and obviously so). This clear moral insight, he insists, has no direct 
implications for a related, but separate morally issue, how we ought to 
regulate torture by legal and political means. But even if one accepts 
his arguments that the proper place of the Ticking Bomb thought ex-
periment is within debates on morality, not legality, of torture, it is still 
surprising and somewhat inexplicable that so many philosophers could 
have been so mistaken about its proper place and scope. Furthermore, 
things become even more complicated when we try to specify what 
exact moral proposition this particular moral TE is meant to test—
what prima facie justifi cation for torture does it provide, if any—and, 
consequently, what types of torture does it legitimize, a necessity or 
lesser-evil one or a liability-based one? Unless and until we can answer 
this question—and it takes McMahan himself pages of sophisticated 
reasoning to accomplish this goal—we don’t know what TB-generated 
moral intuitions are supposed to establish, the moral permissibility of 
consequential (i.e. overall benefi cial) torture or the same moral status 
for defensive (i.e. wrongful-harm-preventing) torture.

5.3. Whence evidence?
In order to correctly assess the reliability of intuitive moral judgments 
elicited by moral TEs, we would need to know more than we currently 
do about the mechanisms that typically produce them. As well as the 
mechanisms which typically distort them, when they go astray. Sev-
eral competing psychological accounts are currently on the table, from 
a somewhat outdated and increasingly unpopular view that we form 
our moral judgments after careful deliberation, consciously weigh-
ing evidence for and against a given moral proposition (Kohlberg), to 
Jonathan Haidt’s social intuitionist model (Haidt 2001 and 2012) and 
Joshua Green’s dual (and later upgraded multi-) process theory (Green 
2013) to Daniel Kahneman’s two system theory (Kahneman 2011), as 
well as several recent attempts to identify, as the underlying psycho-
logical mechanism, moral, domain-specifi c heuristics (Sunstein 2005 
and 2008, Gigerenzer 2008a, 2008b and 2008c).
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Let me say a few words about moral heuristics, the explanatory 
account that I myself fi nd most promising, and how these kinds of 
psychological mechanisms can explain both successes and failures of 
our moral intuitions. What is common to all heuristics? According to 
a prevalent view, heuristics include any mental short-cuts or rules of 
thumb that generally work well in common circumstances but may, 
and do, lead to systematic errors in untypical situations. This defi ni-
tion includes explicit rules of thumb, such as “Invest only in blue-chip 
stocks” and “Believe what scientists rather than priests tell you about 
the natural world.” Unfortunately, this broad defi nition includes so 
many diverse methods that it is hard to say anything very useful about 
the class as a whole (Sunstein 2005). A narrower defi nition captures 
the features of the above heuristics that make them a suitable mod-
el for moral intuitions. On this narrow account, which I shall adopt 
here, all heuristics work by means of unconscious attribute substitu-
tion (Kahneman and Frederick 2005). A person wants to determine 
whether an object, X, has a target attribute, T. This target attribute is 
diffi cult to detect directly, often due to the believer’s lack of information 
or time pressure. Hence, instead of directly investigating whether the 
object has the target attribute, the believer uses information about a 
different attribute, the heuristic attribute, H, which is easier to detect. 
The believer usually does not consciously notice that he is answering 
a different question: “Does object, X, have heuristic attribute, H?” in-
stead of “Does object, X, have target attribute, T?” The believer simply 
forms the belief that the object has the target attribute, T, if he detects 
the heuristic attribute, H.

Assuming that this is how heuristics, the moral ones included, typi-
cally work, can we rely on them to deliver at least prima facie reliable 
judgments about hypothetical scenarios that moral philosophers devise 
with the aim of testing moral propositions? I’m afraid not. True, heuris-
tics are mostly reliable tools of cognition. (Even Sunstein 2005 grants 
that.) And yet moral TEs are specifi c in respects that make misfi ring 
more likely and render the deliverances of such heuristics less credible. 
Or so I’d like to claim in the remainder of this chapter.

First of all, examples of misfi ring should alert us against careless-
ly using proxies for target moral properties. In Haidt’s famous Incest 
Case, respondents seemed to have jumped automatically from the heu-
ristic attribute, ‘incestuousness’ to a target attribute, ‘impermissibil-
ity’, fl atly ignoring that the features that typically render incest wrong 
were all carefully removed from the story. The other case at hand is 
our wrought and fairly confused responsibility judgments.22 Since the 

22 See Knobe and Doris (2010) for a frustratingly long list of inconsistencies, 
incoherencies, arbitrary asymmetries and confusions exhibited in the ordinary 
people’s judgments of moral responsibility. Instead of taking all this compelling 
evidence as undermining any evidential value of the intuitive attributions of moral 
responsibility once and for all, however, the authors make a surprising u-turn and 
choose to treat this hodgepodge of confl icting criteria as evidence clearly falsifying 
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exact degree of the agent’s responsibility is diffi cult enough to assess 
in real life cases, and is even more concealed in often tricky moral TEs, 
it is a fair bet that judgments of responsibility will be routinely formed 
by means of subconscious attribute substitution. The prevalence of this 
mechanism in their formation can partly explain why judgments of re-
sponsibility display such little stability and coherence overall. When-
ever the target attribute is undetectable—and let’s assume that Piz-
zaro and Tannenbaum (2011) are correct and responsibility judgments 
really are just covert character assessments or a shorthand to them—
we resort to those contextual cues that are more readily available: the 
moral status of the action (is it harmful or not? does it violate any deon-
tological constraints?), its likely consequences (overall positive or nega-
tive?), the intentions we ascribe to the agent based on those two (good 
or bad? selfi sh or unselfi sh?), and so on. The problem is that these prox-
ies are only loosely correlated with the agent’s character, and the latter 
is only vaguely connected to the degree of responsibility in any particu-
lar case under consideration. Moral TEs only amplify the problem. For 
we are trying to assess the relevance of different features for the moral 
status of action, or the degree of the agent’s responsibility for it, and in 
order to do that we vary those very features—even to the point where 
all plausible candidates for morally relevant features are removed from 
the picture. And yet in these cases the rigid moral heuristic (“incest 
forbidden!”) will, as Haidt’s Incest Case shows, still deliver its verdict 
no matter what. The same applies to harmful actions, another common 
proxy—in reality, they may (or may not) be relatively strongly corre-
lated with bad character and via bad character with blameworthiness, 
our target attribute. But not only is this connection clearly defeasible 
even in reality, the two features, the wrongness of actions and blame-
worthiness, will typically come apart in all sorts of ways in moral TEs. 
For in those, we are trying to determine the moral impact of various 
features and correspondingly hold some of them fi xed while varying 
others regardless of how unlikely, or even impossible, such disassocia-
tions are in the real world. Accordingly, the harmfulness of an agent’s 
actions may serve as a relatively reliable indicator (via badness of her 
character) of her blameworthiness in real life, but to keep using it as 
a proxy in moral TEs where all usual dependency relations are turned 
upside down,23 strikes me as a rather short-sighted strategy.

Another characteristics of moral TEs amplifi es the aforementioned 
effect. Moral TEs force us to resort to unreliable shortcuts, heuristics, 
even on those occasions when we are given enough time to consider 
various aspects of a hypothetical situation. This is so because the sce-
narios that are commonly used in vignettes, but to no less extent those 
uniform, ‘invariantist’ (in fact merely internally coherent) philosophical accounts of 
moral responsibility.

23 As in Glaucon’s morally inverted world (MIW) where good people suffer bad 
reputation and bad people enjoy good reputation and excellent social standing (Plato 
1993).



F. Klampfer, Moral TE, Intuitions, And Heuristics 153

commonly discussed in philosophical literature, are commonly under-
described and often devoid of both relevant information and wider con-
text. It is plausible to assume, then, that when we are faced with the 
task of morally evaluating the agent’s conduct in such informationally 
poor situations, the most optimal strategy is to resort to economical, 
informationally undemanding rules of thumb. For instance, when in 
Rachels’ TE we judge Smith’s and Jones’ conduct morally equivalent, 
this judgment of equivalence can be best explained by the fact that we 
form an action judgment on the basis of prior character evaluation. In 
other words, we treat ‘Smith and Jones are equally evil’ as a proxy to 
‘what Smith and Jones did was equally wrong’. Other examples of such 
shortcuts that are simply convenient in normal contexts, but can be-
come a matter of necessity in more philosophical ones where supplying 
extra information means changing the situation, shouldn’t be diffi cult 
to fi nd.

In moral (and even more so political) philosophy, the ease with 
which we assign blame to people for their destiny is disconcerting. On 
the one hand, judgments of moral responsibility or, more specifi cally, 
attributions of blame do play a crucial role in our moral and political 
judgment (where ‘desert’ is often a proxy for ‘just’ and ‘fair’ and ‘desert’ 
is a direct function of the agent’s degree of ‘responsibility’), on the oth-
er, however, they seem to be extremely responsive to morally irrelevant 
features of our natural and social world. As said before, our judgments 
of moral responsibility are hopelessly confused and incoherent. Alicke 
summarizes these depressing fi ndings thus:

it often seems that blame waxes and wanes imperfectly in relation to the 
evidence that implicates an individual in a harmful or offensive act. Even 
with all the usual criteria held constant (e.g., causation, intent, foresight, 
foreseeability, mitigating circumstances), personal values, unfortunate out-
comes, emotional reactions, feelings of betrayal, antipathy for the harmdoer 
or sympathy for the victim, beliefs about the effi cacy of forgiveness, and 
projections about future wrongdoings have an enormous impact on whether 
any blame occurs, how much of it is meted out, and how it evolves over time. 
(Alicke 2014)

People are stubborn moralists, inclined to blame other people for their 
actions ahead, and even in spite, of the evidence of the absence of inten-
tion and/or control, ascribe agency and goal-directed behaviour even to 
inanimate objects, and even readily accommodate judgments of cau-
sality and intentionality to refl ect their antecedent moral judgments. 
(Pizarro and Helzer 2010) Furthermore, we tend to personalize social 
judgment and we tend to moralize personal judgment—when we ask of 
some hypothetical arrangement whether it would be just or not, people 
subconsciously understand this as asking “do people who would benefi t 
from this arrangement, really deserve the (extra) benefi ts?” and in or-
der to answer the latter question, resort to their character assessment. 
Which, in turn, is often heavily infl uenced by implicit bias and preju-
dice. And so a vicious circle is closed.
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6. Three preliminary qualifi cations
In the previous chapter, I have presented some compelling evidence for 
the claim that our TE-generated moral intuitions are not to be trusted. 
Let me now qualify the scope of my criticism. 

First, my disillusionment with mTE-evidentialism rests primarily 
on empirical fi ndings which discredit one particular (albeit central) 
type of moral judgments and may fail to generalize to others. For all we 
know, judgments of responsibility (or blame) may be simply the most 
diffi cult type of moral judgments, and a-typically so.24 The empirical 
fi ndings presented could therefore leave other types of intuitive moral 
judgments (of action’s rightness and wrongness, of agent’s character, 
of virtues and vices, and the like) intact. The problem with this solu-
tion is that on some very infl uential moral theories judgments of moral 
responsibility are not just closely related to, but even constitutive of, 
these other types of moral judgments. So to say, for example, that what 
A did was wrong is to say that A is blameworthy, i.e. deserves blame 
for what he did. Personally, I fi nd these accounts of moral wrongness 
mistaken, but if true, the damage of cutting corners in moral judgment 
and treating correlations and co-instantiations as indicative of some 
stronger dependency relations will be diffi cult to contain locally.

Alternatively, one could try to neutralize my attacks on TE-gen-
erated moral intuitions by separating lay intuitions from professional 
ones.25 Not all philosophical intuitions count the same, or bear the 
same evidential weight, only professional philosophers’ intuitions do. 
So, according to this, so-called expertise-defence, we should acknowl-
edge that not all intuitions are created equal. Physical intuitions of 
professional scientists, for instance, are much more trustworthy than 
those of undergraduates or random persons in a bus station” (Hales 
2006: 171) The mathematical intuitions of professional mathemati-
cians are similarly more trustworthy than those of the folk. So it might 
seem reasonable to expect philosophical intuitions of professional phi-
losophers to be more trustworthy than the intuitions of typical subjects 
of experimental philosophy. In the light of this, the practice of appeal-
ing to philosophical intuitions about hypothetical cases, properly con-
strued, should be the practice of appealing to philosophers’ intuitions 
about hypothetical cases. Correspondingly, we should dismiss studies 
conducted on the intuitions of untutored folk as providing no evidence 
at all against the evidentiary role of TE-generated moral intuitions. 
For reasons I cannot go into here, I don’t fi nd this line of argumentation 
particularly promising, but it would be unwise and unfair to disqualify 
it outright and without a compelling argument.26

24 I tried to offer an alternative, more unifying (but also admittedly more 
counterintuitive) account of moral responsibility in Klampfer (2014).

25 As Bengson 2013 and Wong 2018 try to do, among others.
26 See Weinberg et al (2010) and Schwitzgebel and Cushman (2015) for serious 

doubts that the epistemic credentials of professional philosophers’ intuitions surpass 
those of lay people.
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Thirdly, deep divisions over the correct normative moral theory 
make it diffi cult, if not impossible, to fi nd a noncontroversial set of cri-
teria for classifying moral cognizers’ performance as success or derid-
ing it as failure. As Robert Shaver correctly remarked about our prac-
tice of responsibility attributions long ago:

In a perfectly fair and rational attributional world, according to the precepts 
of Anglo American jurisprudence and rational decision theory, blame attri-
butions would be derived by assessing whether (i) the action violated some 
valid moral or legal norm (i.e. was either harmful or wrongful or illegal); (ii) 
a perpetrator’s action were intentional, reckless, or negligent; (iii) the con-
sequences were foreseen or foreseeable; (iv) to what extent the perpetrator’s 
behavior caused the harmful consequences or could potentially have done 
so; and (v) any mitigating circumstances prevailed. In the attributional 
world in which we live, however, a host of biasing factors infl uences blame 
and responsibility judgments. (Shaver 1985, quoted in Alicke and Zell 2009: 
2101)

In fact, assuming even this much shared agreement on the criteria of 
success is somewhat naïve and prejudicial, at least when our focus are 
attributions of moral, as opposed to legal, responsibility. The truth is 
that no such widely shared agreement on the features that are indi-
vidually necessary and jointly suffi cient for determining the agent’s de-
gree of blame (let alone appropriate punishment) is currently at hand. 
And this is not accidental—it is in principle much easier to measure 
the performance of a non-moral heuristic, which is measured against 
demonstrable facts and the laws of logic and probability, all relatively 
undisputed;27 determining whether a moral heuristic misfi red in deliv-
ering a particular moral judgment or not is much harder, since there 
is often very little agreement on what the correct moral assessment of 
the case at hand should be.

Finally, the jury assessing the merits of competing psychological ac-
counts of intuitive moral judgment is still out; and, as we’ve seen, some 
of the candidates for what was traditionally called ‘the faculty of moral 
intuition’ fare better than others. Nevertheless, none of the proposed 
accounts of what goes on in one’s mind when one spontaneously judges 
some action right or wrong, or someone culpable or innocent of some 
moral offence, has so far managed to win the undivided support of the 
majority of psychologists. But as long as the jury assessing the merits 
of competing psychological accounts of intuitive moral judgment is still 
in session, we cannot but for the time being suspend our fi nal verdict 
on the credibility of TE-generated moral intuitions.

27 Here I am simplifying a bit. In fact, as we learn from a long stand-off between 
the most vocal critic and proponent of heuristics, Kahneman and Gigerenzer, criteria 
of success are not so uncontroversial even when it comes to people’s apparently 
objective probability and risk assessments and human decisions grounded on them. 
For a brief, yet instructive overview of the dividing issues see Gigerenzer 2008c.
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7. Hypothetical reasoning in moral philosophy
Once we abandon the idea of moral TEs as a potential source of evi-
dence, or justifi cation, of moral propositions, is there any room left in 
moral philosophy at all for reasoning about hypothetical, counterfactu-
al situations? Plenty. By renouncing mTE-evidentialism, we don’t need 
to deprive ourselves of the many benefi ts of hypothetical reasoning. We 
can still use it to improve our understanding and deepen our knowl-
edge of various moral and political issues: in the form of abstractions, 
idealizations, as well as for illustration, implication and exemplifi ca-
tion (O’Neill 1987). Furthermore, there is room in moral (and politi-
cal) philosophy for what I’d like to call ‘normative forecasting’—assess-
ments of whether a given political, social, legal, and so on change in the 
world would constitute moral progress or regress (see Feinberg 1970 
and Nussbaum 1997). We don’t even need to give up thought-experi-
menting altogether. We can continue to use moral TEs for diagnostic 
purposes—to help us identify psychological mechanisms that are op-
erative in the formation of our intuitive moral judgments (Knobe 2007). 
And we can keep using moral TEs as a valuable source of hypotheses 
for further testing.28

That’s not all. Even if hypothetical scenarios cannot resolve any dis-
putes in moral and political philosophy, they can be instrumental in 
alerting us to the inconsistencies in our belief system, thus prompting 
further thinking and discussion.29 In other words, the point of hypo-
thetical scenarios such as Judith Thomson’s Violinist is not so much 
to prove the proposition that abortion is permissible (at least in cases 
where conception results from rape), but rather to alert those who fi nd 
it impermissible, but also happen to deny the existence of duties of as-
sistance to people in need, of potential inconsistency in their belief-set. 
So apart from helping us better understand the workings of our minds 
and providing hypotheses for further investigation, contemplating 
such scenarios can also prompt us to reconsider our moral and political 
values—not because a single moral TE has proven any of them wrong 
but rather because our particular response to them gives rise to suspi-
cion that we may subscribe to two or more confl icting principles. In and 

28 The difference between using TE-generated intuitions as pieces of evidence 
and using them as hypotheses for further testing is not the easiest to spell out. I 
fi nd the following criterion offered by Herman Cappelen helpful: Are we using a 
particular TE-generated intuition (a) as a datum which confi rms, or lends support, 
by way of abductive reasoning, to some contested principle or theory, and at the 
same time disconfi rms other, rival ones; or are we using it (b) to generate, or suggest, 
possible explanations (or justifi cations) of the observed moral phenomenon which 
only further, independent investigation can either confi rm or disconfi rm? That is, 
are we treating this intuition as (a)an established fact that calls for an explanation 
(but no further confi rmation), or as (b) a mere hypothesis in need of further testing 
and (dis)confi rmation?

29 This was suggested in a post by Harry Brighouse on the online forum Crooked 
Timber.
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by themselves, the intuitions thus generated would give no advice as to 
which of those confl icting beliefs we should abandon; they will merely 
force us to critically re-examine them. I can happily accept this.

Last but not least, hypothetical (i.e. abductive) reasoning could be 
used in political philosophy for what Miščević (2013a) labels ‘rational 
(as opposed to historical) reconstruction’ of particular social institu-
tions, norms and practices. Think of John Locke and his incredibly 
infl uential attempt to provide rational grounds for the institution of 
private property—a rational reconstruction of how you can get from the 
initial state of nature where, presumably, (i.e. according to biblical tes-
timony) nobody owned anything, to the current state of affairs where 
most goods (land, houses, farms, woods, cars, and so on) are owned by 
someone, be it private individuals or companies/corporations or states 
(Locke 1980). Or think of Hobbes and his attempts to rationally recon-
struct the path from absolute freedom, enjoyed in the state of nature, to 
absolute monarchy, his preferred form of government (Hobbes 1998). At 
least on the face of it, rational reconstruction does not presuppose the 
thinker’s engagement in classical TEs or the use of intuitions, thereby 
generated, to support her claims. I suspect this use of hypothetical rea-
soning will be problematic, if it turns out to be such, for reasons other 
than the ones that make mTE-evidentialism unattractive. But that’s a 
topic for another paper.

8. Conclusion
Let me conclude. In the paper, I argued against a particular use of 
thought-experimentation in moral philosophy, a view that I labelled 
‘mTE-evidentialism’. According to this view, moral TEs (or, rather, 
moral intuitions that they elicit in response) are a valuable source of 
evidence for and against moral propositions (particular and general 
moral judgments, principles, distinctions, theories, and so on). Such 
epistemic credentials, I argued, are mostly unfounded.

The past record of moral TEs is far from impressive. Most, if not all, 
moral TEs fail to corroborate their target moral hypotheses (provided 
one can determine what results they produced and what moral proposi-
tion these results were supposed to verify or falsify). Moral intuitions 
appear to be produced by moral heuristics with not just fairly bad gen-
eral track record, but the ones that we have good reasons to suspect 
will regularly misfi re in typical moral TEs. Rather than keep relying on 
moral TEs, we should begin to explore other, more sound alternatives 
to thought-experimentation in moral philosophy.
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The paper investigates some mechanisms of thought-experimenting, and 
explores the role of perspective taking, in particular of mental simula-
tion, in political thought-experiments, focusing for the most part on con-
tractualist ones. It thus brings together two blossoming traditions: the 
study of perspective taking and methodology of thought-experiments. 
How do contractualist thought-experiments work? Our moderately in-
fl ationist mental modelling proposal is that they mobilize our imagi-
native capacity for perspective taking, most probably perspective taking 
through simulation. The framework suggests the answers to questions 
that are often raised for other kinds of thought-experiments as well, con-
cerning their source of data, heuristic superiority to deduction, experi-
ential, qualitative character and ease in eliminating alternatives. In the 
case of contractualist political thought-experiments, the data come from 
perspective taking and the capacity to simulate. Mental simulation is 
way more accessible to subjects than abstract political reasoning from 
principles and facts. There is a new experience for the subject, the one of 
simulating. Simulation normally is quick and effortless; the simulator 
does not go through alternatives, but is constrained in an unconscious 
way. We distinguish two kinds of political thought-experiments and two 
manners of imagining political arrangements, building third-person 
mental models, and fi rst-person perspective taking. The two mecha-
nisms, the fi rst of inductive model building, the second for simulation, 
and their combination(s), exhaust the range of cognitive mechanism un-
derlying political thought-experimenting.

Keywords: Thought experiment, simulation, social contract, veil of 
ignorance.
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1. Introduction
A lot of thought experiments (TEs) requires the reader to take perspec-
tive on some morally, politically or legally relevant imagined situation; 
the Golden Rule TEs normally require one to take perspective on the 
victim’s situation, the Veil-of-ignorance TE to take perspective on pos-
sible social arrangements under the supposition that one is ignorant of 
her own material situation, abilities and the like.1 The topic of perspec-
tive-taking has become extremely popular in philosophy, psychology 
and related disciplines, in particular as far as its empathetic version is 
concerned.2 In this paper I shall explore the role of perspective taking 
in political TEs (for short “PTEs”). What is the actual cognitive mecha-
nism underlying the process? Here I shall opt for one particular, and 
rather popular view on perspective taking, namely that it crucially in-
volves mental simulation (see Goldman 2006). Goldman has, of course 
noticed, the connection to various TEs, in particular to Golden Rule 
and the Veil-of-ignorance ones (2006: 294), but has not been develop-
ing it much. So, the goal here is accounting for cognitive mechanism 
underlying political thought-experiments (PTEs), more narrowly upon 
the presently most popular variant, namely the contractualist ones, in 
the widest sense of the term, with authors like Rawls, Scanlon, Haber-
mas and Parfi t (see References) at the forefront. These experiments 
typically address any given issue about the moral and political status 
of some arrangement (say, the status of the right to privacy) by invit-
ing the reader to imagine a situation in which she is enabled to choose 
in the favor of it or against it, in her own name, and/or in the name 
of other people, under specifi ed circumstances. She might be asked to 
imagine having to persuade other people to accept her choice, and re-
fl ect about ways of doing it, and so on. At the end of the experiment, the 
reader is supposed to have arrived at intuition(s) concerning the issue, 
for instance that she would choose the arrangement under such-and-
such circumstances (say, under the Veil-of-ignorance), or that most 
people could not be persuaded to accept it, again under specifi ed cir-
cumstances. These intuitions are not themselves normative, they are 
factual intuitions about possible choices. However, they serve as the 
basis for further theory-building, which then results in normative con-
clusions, usually of moral-cum-political character. The question this 
paper is addressing is simple to state: Where do the intuitions come 
from? What is the possible psychological mechanism that produces the 
factual intuitions that serve as the basis for normative theory?

The framework for the answer shall be my moderately optimis-
tic, “defl ationist” as David Davies (2018) calls it, mental modelling 

1 The paper originated from a presentation at a conference in Geneva 8–9 June 
2017, on “Simulation and thought experiment”. I would like to thank prof. Marcel 
Weber for inviting me, and the participants for interesting and helpful discussion.

2 See chapters in Coplan and Goldie (2011) and Maibom (2017).
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approach.3 I agree with him about the characterization, and I thank 
him. A variant of it has been developed in detail, namely the one that 
concerns building a mental model from the third-person perspective. 
I hope it can account for PTEs like Plato’s Republic, where a group of 
young elite Athenians is supposed to imagine what life would be like 
for all sorts of people in a philosophers ruled state (Miščević 2012a) In 
general, it is suitable for imagining political arrangements, primarily 
from the third-person perspective. However, it does leave open the ac-
counting for a different kind of modelling, in which the experimenter 
is imagining social-political situations and arrangements, primarily 
from the fi rst—person perspective—the social contract (SC) tradition 
and its present-day form, with star author like Rawls, Scanlon, and 
Habermas. For this kind of thought experiments I want to propose a 
solution within the general framework of mental modelling, but stress-
ing a different kind of it: not building a model from the third person 
perspective, but trying to imagine how things would look to oneself, 
from the fi rst person perspective. I will opt for one theory of such enac-
tive imagining, namely the idea that we simulate perspective taking.4 
Here is then the preview.

Section 2.1 summarizes the main idea of the SC tradition, also 
mentioning a simple forerunner of SC idea, namely the Golden Rule 
proposal. It proposes a division of SC theories, contrasting fi rst the hy-
pothetical ones, and the non-hypothetical (or partly non-hypothetical 
ones), and then, within the fi rst group, those that rely on the picture 
of real, “normal” contractors, and those that propose idealization or 
other kinds of “retouch” of the parties participating. The SC PTE is 
built around the question for the would-be participants: what kind of 
arrangement would you accept, fi nd just and liveable? The subject is 
supposed to arrive at an intuitional answer to the question.

Section 2.2 is the central part of the paper, dedicated to account-
ing for PTEs, in particular for the epistemic-psychological side and the 
question of how the relevant intuition gets formed. The fi rst, very brief, 
subsection concerns the structure of a TE, and the second one turns to 
the role of simulation, that will be presented as the royal road to intu-
ition. After a general brief mention of theories of simulation, it turns 
to its role in practical TEs. This is the central sub-section and the most 
important part of the paper, stressing the central role of simulation 
and showing how it fi ts well with independently established require-
ments of contractualist PTEs.

Section 2.3 mentions some diffi culties with simulation that have 
been pointed to in the literature and offers some optimistic answer to 
them. In Conclusion we briefl y sketch the bigger picture, namely our 

3 I started defending this approach quarter a century ago, or, to put it more 
accurately a variant of it, in Miščević (1992).

4 Of course, some kind of fi rst person imagining might have been required in the 
Republic scenario: how would you feel if you had to lead the polis, and so on, but it is 
not central, as it will become in the SC tradition.
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proposal for accounting for cognitive mechanism underlying PTEs in 
general, hoping that it might help understanding thought-experiment-
ing in general and thus throw an additional light upon the foundations 
of methodology of philosophy.

Let me in the rest of this section introduce the kind of PTEs we 
shall be dealing with, namely the works in Social contract (SC) tradi-
tion that invite the reader to imagine social-political situations and 
arrangements that can come from the willingness of parties to come 
together and negotiate the best possibility. The fi rst modern authors, 
Hobbes and Locke, are not completely clear about the factual status of 
the Contract, whether it is a historical event or merely imagined one; 
with Rousseau and most explicitly Kant, it becomes “hypothetical” con-
tract, fi t to be classifi ed as a TE. At least since Rousseau it is discussed 
primarily from the fi rst-person perspective; the typical leading ques-
tion is Would you sign a contract ...under such-and-such conditions? 
We shall here set on one side contractarian version (due to authors 
like Hobbes and Gauthier (1986)) focused on maximization of the self-
interest of each participant, since it poses less challenging problems 
to participant’s imagination, and focus on the more challenging con-
tractualist line with authors like Rawls, Scanlon, Habermas and Parfi t 
(see References). The typical demand here is to put oneself in another’s 
shoes while asking yourself: what demands cannot be rejected by my 
interlocutor, if she is rational?

We can describe the crucial imaginative exercises as moral and po-
litical TEs from the fi rst-person perspective. This makes the SC tradi-
tion contrast with another famous tradition of thought-experimenting, 
starting at least with Plato’s Republic: building and understanding a 
complex social arrangement primarily from the third-person perspec-
tive (tell me, Glaucon, how would you judge the commonality of chil-
dren? is it just or not? and so on...). It continues by building a mega-
arrangement, and in more practically oriented cases ends as a utopia 
or dystopia, so to speak, with famous authors like Al Farabi, Thomas 
More and Fourrier. Let me mention a contemporary proposal from the 
third-person perspective, a simple and fi ne example: the camping trip 
and equality among campers in G. A. Cohen Why Not Socialism. On 
camping people exercise solidarity, treat each other as equal, help al-
truistically and without reservations, so, Cohen concludes, we can use 
it as a model for a socialist society Cohen uses the understanding of 
equality provided by the trip-model to argue for extremely high level of 
equality in his socialistic society. (Some cases that are diffi cult to clas-
sify, say, prominently Dworkin’s anti-luck TEs).

Back to contractualism. Let me quickly propose a systematization of 
the main philosophical proposals within the hypothetical contract views 
since they are most relevant for discussion of thought-experimental 
methodologies, all this with apologies for brevity. One line does not pro-
pose, at least explicitly, any retouch of ordinary circumstances: the par-
ticipants are real people, endowed just with ordinary rationality. Kant 
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and Parfi t (in On What Matters) are prime examples of such approach.
With Rawls, a different line of experimenting started. The real sub-

jects are replaced or supplemented by somewhat “retouched” model 
participants; in Rawls’ work the “parties” in the Original position, are 
famously placed behind the Veil-of-ignorance, and they just “represent” 
the real persons who make their contract on the basis of principles fi g-
ured out by the “parties”.5 In the Original position the person decides 
to try the Veil-of-ignorance; she attempts to answer the crucial ques-
tion: what arrangement would you choose if you were ignorant of some 
important aspects of your future situation? You ask yourself: shall I be 
male? Or female? And what is the best decision to take if I don’t know 
the answer? Shall I be intelligent? Or stupid? And so on.

Her counterpart, the “party” behind the Veil has to do the job:
The idea here is simply to make vivid to ourselves the restrictions that 
it seems reasonable to impose on arguments for principles of justice, and 
therefore on these principles themselves. Thus it seems reasonable and gen-
erally acceptable that no one should be advantaged or disadvantaged by 
natural fortune or social circumstances in the choice of principles. It also 
seems widely agreed that it should be impossible to tailor principles to the 
circumstances of one’s own case. We should insure further that particular 
inclinations and aspirations, and persons’ conceptions of their good do not 
affect the principles adopted. (Rawls 1999: 16)

The typical questions concern wealth, status, talents and the like. How 
would you decide if you knew you will be poor? Or, deprived of interest-
ing and important talents? The person’s identity is preserved, and she 
simulates her reaction in a different situation than her actual one. The 
reason why in the Original position she has to deprive the participants 
of concrete knowledge of their actual standing in various relations in 
society is that participants have working models of social interaction. 
Therefore, if the person is choosing rationally, she will be partial to his 
(actual and future) self, and the promise of justice will be gone. Now, 
behind the Veil the participant does not know how rich she will be. She 
has to imagine herself being very rich (vow!), being moderately well off 
(not bad!) and being very poor (God forbid!).

Since parties have rich general information, she uses her default 
knowledge of how it feels being rich, well off and poor. She does not 
proceed to building a further model from the third-person perspective, 
but reasoning from the fi rst-person perspective: let me imagine myself 
being poor, etc.! It is here that we shall introduce the idea of simula-
tion. And the imagining will result in producing an answer, a particu-

5 Rawls in his The Basic Liberties and Their Priority, The Tanner Lectures on 
Human Values April 10, 1981 stresses the following advice: “Two different parts 
of the original position must be carefully distinguished. These parts correspond to 
the two powers of moral personality, or to what I have called the capacity to be 
reasonable and the capacity to be rational. While the original position as a whole 
represents both moral powers, and therefore represents the full conception of the 
person, the parties as rationally autonomous representatives of persons in society 
represent only the Rational (...).” In McMurrin (1986: 19).
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lar intuition: I should secure myself against the risks of ending up in a 
very bad situation.

Let me just mention the other famous retouch options. The main 
alternative to ignorance is idealization: how would my interlocutor re-
act if she were made a bit more rational, and the discussion and deci-
sion situation were closer to an ideal one? Again, we are invited to put 
ourselves in another’s shoes, this time in the shoes of a richly rational 
person, in the sense of rationality that also includes moral sensibility 
(in contrast to the means-end rationality of parties behind Rawls’ Veil. 
What demands cannot be rejected by my interlocutor, if she is rational, 
Thomas Scanlon is asking:

My view ... holds that thinking about right and wrong is, at the most basic 
level, thinking about what could be justifi ed to others on grounds that they, 
if appropriately motivated, could not reasonably reject. On this view the 
idea of justifi ability to others is taken to be basic in two ways. First, it is by 
thinking about what could be justifi ed to others on grounds that they could 
not reasonably reject that we determine the shape of more specifi c moral 
notions such as murder or betrayal. Second, the idea that we have reason to 
avoid actions that could not be justifi ed in this way accounts for the distinc-
tive normative force of moral wrongness. (Scanlon 1998 :5)

The procedure is presented as valid for political, institutional arrange-
ments as well as for individual morality. Scanlon talks about “stan-
dards that institutions must meet if they are to be justifi able to those 
to whom they claim to apply” (Scanlon 2016: 5). So, suppose I want to 
propose a practice or institution P that is to apply to you. I have to get 
into your shoes: what kind of arguments would rationally persuade you 
to accept P? And a particular intuitional answer follows.

Finally, let me mention Habermas, who explicitly talks about his 
proposal as a TE (1989), and proposes to introduce idealized communi-
cative situation as a whole, not just idealizations concerning the par-
ticipants. Here is a brief characterization from the chapter “Remarks 
on Discourse Ethics”:

The notion that ideal role taking-that is, checking and reciprocally reversing 
interpretive perspectives under the general communicative presuppositions 
of the practice of argumentation-becomes both possible and necessary loses 
its strangeness when we refl ect that the principle of universalization merely 
makes explicit what it means for a norm to be able to claim validity. Already 
in Kant the moral principle is designed to explicate the meaning of the valid-
ity of norms; it expresses, with specifi c reference to normative propositions, 
the general intuition that true or correct statements are not valid just for 
you or me alone. Valid statements must admit of justifi cation by appeal to 
reasons that could convince anyone irrespective of time or place. In raising 
claims to validity, speakers and hearers transcend the provincial standards 
of a merely particular community of interpreters and their spatiotemporally 
localized communicative practice. (Habermas 1994: 52).

We are invited to see idealizations as those simultaneously unavoid-
able and trivial accomplishments that sustain communicative action 
and argumentation (Habremas 1994: 55). Commonsensical moves, like 
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attributing identical meanings to expressions, attaching “context-tran-
scending signifi cance to validity claims”, and ascription of rationality 
and accountability to speakers are pragmatic presupposition of com-
munication that involve some idealization. The philosophical idealiza-
tions just continue where the ordinary ones stop.

In short, we thus have “retouched” (distorted) model participants 
and situations, changed basically in two directions. First, ignorance: 
what arrangement would you choose if you were ignorant of some im-
portant aspects of your future situation? Second, idealization what de-
mands cannot be rejected by my interlocutor, if she is rational? And 
if we are placed in an ideal communicative situation? And here is the 
scheme of the division:

Of course, the proponents of the ignorance strategy, Rawls and his 
many followers, have been confronting the defenders of idealization, 
like Habermas and Scanlon with their followers, and vice versa, and 
the debate has reached epic proportions. However, we have to leave it 
for another occasion, and pass to our main topic, the mechanism that 
produces the answers-intuitions.

2. Accounting for PTEs: The Role of Simulation
2.1 The task ahead
How do people understand imaginative scenarios essential for PTEs? 
Not much has been written about mechanism underlying PTEs. We 
need a more detailed look at TEs in general, and PTEs in particular.

Take fi rst the simplest example, the Golden rule. Suppose I am brag-
ging around with my knowledge of some area, and letting my colleague 
know how ignorant and incapable they are, when it comes to important 
issues. My wife asks: “Well, how would you feel if somebody were do-
ing this to you?” I am supposed to imagine the reversed situation, go 
through the process of being humiliated, and feel what people normally 
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feel in such situations. This should make me sensitive to what I am do-
ing. Here is Parfi t’s description of the typical process:

When we apply the Golden Rule, our thought-experiment is fairly simple. 
As when making many ordinary decisions, we ask what would happen in 
the actual world if we acted, on one occasion, in each of certain possible 
ways.
We don’t even need to decide what are the morally relevant descriptions of 
these particular possible acts. But we try to think about these possibilities, 
not only from our own point of view, but also from the points of view of all of 
the other people whom our act might affect. We ask what we would rational-
ly be willing to do, and have done to us, if we were going to be in all of these 
people’s positions, and would be relevantly like them. (Parfi t 2011: 328)

Let me propose a picture of the process of reasoning in a TE. We have 
two persons, the experimenter and the subject. At the preliminary 
stage, call it stage 0, the experimenter formulation her design: in our 
example, show to me that I should not humiliate my colleagues, and 
she wants to do this by asking me to imagine switching the role with a 
colleague, call him Jack.

At stage one, comes the presentation of the scenario thus construct-
ed to the experimental subject, in this example to me: imagine you are 
Jack, the person that you have been humiliating!

At stage two, I, the experimental subject, come to understand the 
question. For instance, how would you feel if somebody were doing this 
to you? 

At stage three comes the tentative production, “modeling” of the sce-
nario at the conscious level. I imagine being humiliated. Then some 
unconscious processing might get in. The stage concerns the production 
of the answer, involving the generation of intuition; for instance, how I 
would feel in the shoes of the victim. This probably involves reasoning 
at the unconscious level; for instance, I might have to control my ar-
rogance, and belief that yes, my colleagues are not as good as I am, and 
the like. This might result in an immediate, unconscious intuition, e.g. 
Yes, I would feel terribly...

At the next, fourth stage, the thinker comes out with explicit intu-
ition at the conscious level, usually geared to the particular example 
and having little generality (again, I would feel terribly, etc.). This ends 
the core TE

Usually however, there is a fi fth stage. The thinker often has to do 
some varying and generalizing, at the conscious and reflective level 
and, perhaps, at the unconscious one too. For instance, in the story I 
might be unimpressed by threat concerning my professional abilities. 
Imagine then, my wife might say, your young colleagues making dep-
recatory remarks about your age, suggesting it’s time for you to retire, 
and let more energetic, younger people occupy the stage. And imagine 
that this is done by a younger colleague, what if it is done by a brilliant 
doctorate student, of someone else, over whom I have no power? Some-
times this process of going through related micro-TEs is called intui-
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tive induction (Chisholm 1966). I end up with a general belief that my 
behavior is morally not acceptable. No matter what, such kind of treat-
ment is awful, I would feel this for sure if someone did treat me thus.

If I am refl ective enough, I might go one step further, to stage six. I 
first, consciously perform the aggregation of micro-TEs; second, I try to 
harmonize the result s of these micro-TEs with each other, and finally, I 
arrive at a judgment of their coherence with other moral intuitions one 
might. In other words, this philosophical unification can be described 
in terms of reflective equilibrium, fi rst narrow and then wide. Here, the 
general knowledge of more empirical kind is brought into play. I ar-
rive at important and diffi cult task of comparing the result with all we 
know about life and politics, both personal experiential level and from 
history, social and natural sciences, reaching a wide refl ective equilib-
rium as the fi nal result.

A similar, but more demanding process goes on in the case of a 
contractualist TE. Take the Veil-of-ignorance situation and assume 
you are a male. Now you are asked to ponder the following Rawlsian 
question: what distributive arrangement would I chose if I didn’t know 
whether I will be rich or poor? I basically go through same or analogous 
stages, and reach the fi nal (non-moral) intuition, say I don’t want to 
risk extreme forms of poverty, I want a decent life even if I am not rich. 
(Habermas similarly talks about “interlocking of perspectives”, where 
everyone is required to take the perspective of “everyone else (1995: 
117)).

Here, we shall be mostly interested in stages three and four where 
this is supposed to occur. How does the thinker model the situation 
proposed in the scenario, and how is the resulting intuition produced? 
For this, we turn to cognitive investigations.

2.2. Simulation, the royal road to intuition 
We have implicitly pointed to a promising answer: the thinker arrives 
to her intuition through mental modelling. I have been defending the 
role of mental modelling for more than two and a half decades (see 
Miščević 1992). David Davies mentions that I set “out clearly (1992: 24) 
how this approach solves the usual puzzles about TEs” (2018: 520). TEs 
enable us to produce new data by manipulating old data through the 
generation of a manipulable representation of a problem. In construct-
ing and manipulating this model, we mobilize prior cognitive resources 
in new ways.

I would go further and claim that what cognitive science tells us 
about perspective taking, and more particularly about simulation, of-
fers an interesting variety of this answer to our question. The idea that 
simulation produces the relevant intuition suggests the role of com-
petences in TEs. I have been conjecturing that some of them might be 
quite general (the capacity to simulate other person’s mental states 
which will occupy us in the sequel), some less general (folk-physics), 
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and some completely specialized (spatial, linguistic and mathematical 
skills). This suggests that the typical verdicts from TEs are in a way 
voice of competence, albeit a discreet one, often mixed with those from 
other sources (general intelligence, social skills, emotional life) (see 
Miščević 2006, 2012). Here I want to introduce some new proposals, 
focusing on our capacity for perspective taking.

Let me distinguish two kinds of mental modelling that often get 
confused in the literature. One is the third-person model-building, for 
instance imagining a planet when reading a science-fi ction story or Put-
nam’s Twin earth description. The planet is an object that is imagined 
from a third-person perspective, relatively static, although allowing 
for some imagined movement. The other is the kind that will interest 
us here: the fi rst-person process of modelling, typically through mental 
simulation, in which the subject imagines herself as the protagonist. 

Let me fi rst say a few words about the third-person model-building. 
Mental models, psychologists tell us, purport to represent concrete 
situations, with determinate objects and relations (precisely what is 
demanded in thought experiments) (Johnson-Laird 1983: 157). Their 
structure is not arbitrary, but “plays a direct representational role 
since it is analogous to the corresponding state of affairs in the world” 
(Johnson-Laird 1983: 157). One can distinguish simple static “frames” 
representing relations between a set of objects, crucially of human 
beings in the PTEs, temporal models consisting of sequences of such 
frames, kinematic models which is the temporal model with continu-
ous time, and fi nally dynamic models which model causal relations. 
Reasoning in mental models demands rules for manipulation. Johnson-
Laird hypothesizes the existence of general procedures which add new 
elements to the model, and ‘a procedure that integrates two or more 
hitherto separated models if an assertion interrelates entities in them’. 
The integration of models is subject to consistency requirements—if 
the joint model is logically impossible, some change has to be made 
(Miščević 1992: 220).6

Can this model-building from the third-person perspective help us 
with examples like Golden Rule and Veil-of-ignorance? Doesn’t look very 
promising. The sinner in the Golden Rule experimenting is not supposed 
to imagine a neutral, distanced situation; she has to imagine herself in 
the reversed situation. Similarly, the thinker behind the Veil asks her-
self how she herself would choose, from the fi rst-person perspective.

Here, a plausible alternative mechanism that would enable model-
ling from the fi rst-person perspective is a mechanism of perspective 
taking. Psychologists talk about various ways of simulating and have 
interesting things to say about this. Consider the famous psychologists 
C. Daniel Batson. In his (2009) paper he writes:

Encounter a stranger in need and, sometimes, you will feel empathic con-

6 Other authors in the similar vein are Zwaan and Radvansky (1998), Hohwy 
(2013), and Frith (2007).
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cern—an other-oriented emotional response evoked by and congruent with 
the perceived welfare of that person. What determines whether you will? 
Perhaps the most common answer among psychologists is that empathic 
concern is felt when you adopt the perspective of the person in need (…). But 
in this answer, what is meant by adopting the person’s perspective? First, it 
is an act of imagination. One does not literally take another person’s place 
or look through his or her eyes. One imagines how things look from the 
other’s point of view. Second, it is not the same as perspective taking in the 
symbolic-interaction tradition (…). In that tradition, one adopts the per-
spective of another—often a signifi cant other—to imaginatively see oneself 
through the other’s eyes (and values). The perspective taking that evokes 
empathic concern involves imaginatively perceiving the other’s situation, 
not oneself. (Batson 2009: 267)

Philosophers and psychologists talk a lot about empathy, as a paradig-
matic kind of perspective taking. However, there are several termino-
logical problem connected with the term “empathy”; fi rst, often carries 
connotations of “sympathy”, so that empathetic understanding is the 
one that is accompanied by sympathetic feelings.7 Famous authors rou-
tinely connect the two (de Waal 2009, Clohesy 2013).8

Since we fi nd mental Simulation Theory the best account of per-
spective taking, we shall turn to it and talk about “mental simulation” 
as the relevant activity. We hope, however, that what we have to say 
holds for perspective taking in general, and, if Simulation Theory turns 
out to be defective, can be connected to whatever account of perspective 
taking replaces it. We shall thus speak of perspective taking, and in 
particular of mental simulation as the second kind of modelling, be-
sides the third-person one, that we need in order to answer the ques-
tion of how we arrive at our responses and other people’s ones in cases 
like Golden Rule or the Veil. Indeed, some authors relying on cognitive 
science count ability to simulate as a part of general modelling abil-
ity. Thomas Metzinger mentions important traits of mental models, 
like being multimodal, mutually embeddable, often analog rather than 
digital, and then adds ability to simulate (independently from input) 
(2003: 109ff.)

So, let us turn to simulation. We are mental simulators, not in the 
sense that we merely simulate mentation, but in the sense that we un-
derstand others by using our own mentation in a process of simulation, 

7 For relevant warnings see Amy Coplan (2011: 3). We shall heed the warnings 
and avoid unqualifi ed use of the term.

8 Here is a statement by psychologist Chris Frith: “One obvious question is why 
have we put together empathy and fairness? In neuroscience there is not much 
overlap in the literature on these topics. Fairness tends to be studied within the 
realm of neuroeconomics, whereas empathy springs from the burgeoning studies 
that followed the discovery of mirror neurons. However, the two concepts are linked 
when we think of a possible basis for morality. We don’t like to be treated unfairly 
ourselves and we empathise with others who are treated unfairly. We will act to 
correct unfairness and to prevent it recurring” (Firth 2007: 1).
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wrote Martin Davies (1994), and many colleagues, philosophers and 
cognitive scientists agree.9

We fi rst have to clear a terminological mess. Some psychologists use 
the term “simulation” for any kind of imaginative enacting, so it ends 
up as meaning: model-building and model-activating:

The model can depict the system at some point of abstraction (...) A simula-
tion is an applied methodology that can describe the behavior of that system 
using either a mathematical or a symbolic model (Sokolowski and Banks 
2009: 5)

We shall use “simulation” in a narrower sense: the modelling through 
simulation does not primarily result in an object-depiction, but is pri-
marily a fi rst-person guided process, from which the subject can learn 
relevant fi rst-person counterfactual matters (e.g. what would I do if I 
had to determine the price of my used car). Simulation thus involves 
the imagining subject (or his/her counterpart) as a part of scenario 
imagined. Remember: we understand others by using our own men-
tation in a process of simulation (Martin Davies). I shall be relying 
on a work already mentioned in the Introduction that is a synthesis 
of psychological and philosophical research on simulation (Goldman 
2006). Goldman points out the existence of an alternative view of psy-
chological understanding, namely Theory-Theory that postulates the 
existence of a cognitive module containing assumptions about “other 
minds” and ways they work.10 He allows for combination of the two (ST 
stands for “Simulation Theory”):

I shall call the act of assigning a state of one’s own to someone else projec-
tion. As we have just seen, projection is a standard part of the ST story 
of mindreading. It is the fi nal stage of each mindreading act, a stage that 
involves no (further) simulation or pretense. Indeed, it typically involves an 
“exit” from the simulation mode that occupies the fi rst stage of a two-stage 
routine. The simulation stage is followed by a projection stage. Thus, a more 
complete label for the so-called simulation routine might be “simulation-
plus-projection”. (Goldman 2006: 40)

Similarly, Perner stresses simulation but allows for Theory-Theory 
episodes Perner and Kühberger (2005). I would also advocate a hybrid: 
a blend of Simulation Theory and Theory-Theory, with emphasis on 
simulation. I shall also borrow a term from Goldman, “enactive imagin-
ing”. He notes the following: “When I imagine feeling elated, I do not 
merely suppose that I am elated; rather, I enact, or try to enact, elation 
itself. Thus, we might call this type of imagination ‘enactment imagina-
tion’” (Goldman 2006: 47). He distinguishes more primitive type of sim-
ulation, mainly unconscious and related to mirror neurons, and more 
sophisticated, higher kind exemplifi ed by enactive imagining, that is 

9 See, for example Currie (2002) and the now classical text Gordon (1986). 
For early debate between the two kinds of theories and for important original 
contributions to it see The mental simulation debate, in Peacocke (ed.) (1994: 104).

10 For early debate between the two kinds of theories and for important original 
contributions to it see The mental simulation debate in Peacocke (ed.) (1994: 104).
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relevant to us here. The latter is characterized by its target, namely 
“mental states of a relatively complex nature, such as “propositional 
attitudes”, by being partly “subject to voluntary control” and being to a 
high degree accessible to consciousness (Goldman 2006: 147). He pro-
poses a nice fl ow chart to illustrate the simulation. Let me illustrate it 
with the famous Fat Man TE. I am supposed to decide whether I would 
push the Fat Man from the bridge in order to save fi ve other people. 
Call me T I simulate my doing so; the fi nal stage of the process looks 
somewhat like the following.:
desire

belief decision mechanism decision belief

Let g stand for “I don’t want to feel guilty”, m for “I am not pushing the 
Fat Man”. Then (m→g) says that if I don’t push the Fat Man, I shall 
not feel guilty. The decision is not to push, and the belief is my belief 
about myself, namely that I will not do it.

We shall use the fl ow chart in the sequel for most important PTEs 
to be discussed.

A distinction often drawn in the context of Simulation Theory is the 
one drawn by Robert Gordon in his (1995) and discussed by Gregory 
Currie in his (2002: 56ff). It concerns the contrast between two projects; 
in the fi rst I “imagine is myself in your situation”, in the second I imag-
ine being you in that situation. A philosopher is immediately reminded 
of a puzzle famously raised by Bernard Williams in his paper “Imagina-
tion and the Self” (1976):

It seems unproblematic for me to imagine that I am Napoleon; asked to do 
this, I know roughly how to comply. (Contrast this with the instruction to 
imagine that someone else—Abraham Lincoln, say—is Napoleon; here it is 
much less clear how to proceed.) But if imagining is a guide to possibility, 
my imagining may lead me to a further, more metaphysical thought: the 
thought that I could have been Napoleon. And it is this that Williams fi nds 
puzzling: “I do not understand, and could not possibly understand, what it 
would be for me to have been Napoleon” (Williams 1976: 45).

Indeed, how could I (or Williams or anyone other than Napoleon) have 
been Napoleon? Surely only Napoleon could have been Napoleon. The 
answer would demand a paper of its own.11

11 But see Vendler (1984) and Ninan (2016) for relevant discussion.
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Can we trust Simulation Theory? How certain is it that people use 
simulation to understand each other? Here is a cautious formulation 
in a recent overview, “Folk Psychology as Mental Simulation”, offered 
by Gordon himself, together with his collaborator Luca Barlassina, in 
Stanford encyclopedia:

In particular, while the consensus view is now that both mental simulation 
and theorizing play important role in mindreading, the currently available 
evidence falls short of establishing what their respective roles are. In other 
words, it is likely that we shall end up adopting a hybrid model of mindread-
ing that combines ST and TT, but, at the present stage, it is very diffi cult 
to predict what this hybrid model will look like. Hopefully, the joint work of 
philosophers and cognitive scientists will help to settle the matter. (Gordon 
and Barlassina 2017, ST stands for Simulation-theory, and TT for Theory-
Theory)

The consensus “that both mental simulation and theorizing play im-
portant role in mindreading” is enough for our purposes. We shall thus 
assume that the Simulation Theory is the correct theory about a way, 
possible the most important way, in which a human being comes to fi nd 
out and understand the thoughts of her conspecifi cs. (This allows for 
other ways, like the ones proposed by Theory-Theory or special module 
theory.) So, we shall assume that our thought-experimenter simulates 
the possible states, including feelings of oneself and others, and derives 
her judgments from the simulation. (The presence of additional, say 
Theory-of-mind elements would not change the basic situation, as long 
as simulation does play and important role). However, I hope that most 
of conclusions of this paper are valid for perspective-taking and imagi-
native enacting in general, independently of a particular mechanism 
in charge of it.

2.3. Simulation in TEs, moral, political and legal
It is now time to bring together the issues of perspective taking and our 
main topic, moral, political and legal TEs. Some TEs obviously involve 
empathetic perspective taking that ends in sympathy with the charac-
ters involved. The Trolley and Fat man TEs are a clear example, where 
the experimental results show a direct and strong involvement of sub-
jects who have to imagine, presumably enactively to push by their own 
hands the Fat man, and kill him in this way. We normally have no 
problem in simulating to some degree the pain of other. Here is what 
neuroscientists tell us.

Seeing or imagining others in pain may activate both the sensory and affec-
tive components of the neural network (pain matrix) that is activated dur-
ing the personal experience of pain. (Minio-Paluello, Avenanti, and Aglioti 
2006: 320).

So, why people fi nd pushing the Fat man way more problematic than 
just turning the switch? Apparently different parts of brain get in-
volved. Simulation assumption might help a bit: when one simulates 
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turning the switch, the act itself looks neutral, apart from indirect con-
sequences. When one simulates pushing a person from a bridge, it feels 
like actually doing it. The neurologists (Roth et al. 1996) tell us that in 
people simulating movement the primary motor cortex gets involved, 
as if they were themselves doing the hand movements. If this holds, 
there is a qualitative difference in feeling when one is simulating turn-
ing the switch, a neutral indirect causing of change in trolley’s path, 
and when one is simulating the effortful pushing of a heavy object, 
the Fat man. If one feels imaginatively enacting the later as if it were 
one’s actual effort, it is clear why it feels like killing the man with one’s 
hands. Indeed, here simulation might explain the difference in feeling. 
(But more research has to be done before any defi nitive conclusion is 
taken.)12

The other pretty obvious kind of perspective taking are the Golden 
Rule cases. It is here that the very rich literature on empathy, often 
connected with sympathy, and sometimes distinguished, becomes rel-
evant.13 And simulation normally generates empathy and sympathy 
(see Copman and Goldie 2011).14

Here, the issue of moral evaluation intervenes. Let me quote the 
philosopher who connects morality and empathetic simulation very di-
rectly and radically. It is Mark Johnson.

Moral imagination is our fundamental capacity to imagine how certain val-
ues and commitments are likely to play out in future experience, without 
actually performing those actions and having to deal with their lived con-
sequences. The quality of our moral thinking therefore depends on (1) the 
depth and breadth of one’s knowledge of the physical and social worlds he 
or she inhabits, (2) one’s understanding of human motivation and cognitive/
affective development, (3) one’s perceptiveness of which factors are most 
relevant in a particular situation, and (4) one’s ability to simulate the ex-
periences and responses of other people with whom you are interacting. It 
is thus as much an affair of imagination as it is an appropriation of prior 
knowledge. (Johnson 2016: 363)

Passing to moral imagination Johnson characterizes it simply as simu-
lation. It gives us “a deep sense of how others might experience a situ-
ation” and he connects it with empathy and talks about “empathetic 
imagination,” which, in his view, makes it possible for us to appreciate 
and take up the part of others.

Let us now pass to social contract PTEs which make up one of the 
two most prominent kinds and traditions of macro-PTEs. (With apolo-
gies for very little space dedicated to each famous PTE in the tradition; 

12 The reader might like to consult the chapters on imagination and morals 
by Thomas Schramme, Antti Kauppinen, Alison E. Denham, David Shoemaker, 
Ishtiyaque Haji and Maurice Hamington in Maibom (2017). 

13 On Golden Rule and empathy see Neusner and Chilton (2008), Pfaff (2007) and 
Wattles (1996: 144ff.).

14 Goldman has anticipated it in his (1992) again reprinted in Goldman (2013: 
174–197).
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I am looking for a general pattern). They are ideal for bringing simu-
lation and political thought-experimenting together. Here, in contrast 
to Plato’s tradition of building of the ideal state from the third person 
perspective, the interlocutor is asked to consider the possibility of liv-
ing in some given arrangement and she is expected to imagine herself 
actually doing it. Here is a fi ne, relatively recent statement connecting 
the tradition to perspective taking:

Contract theorists hold that to judge whether an action or institutional ar-
rangement is morally justifi ed, one must determine whether it is in con-
formity with principles that would be the object of agreement. They thus 
assume that persons are able to discern the content of this hypothetical 
agreement. They thereby assume, I will argue, that persons are able to de-
termine the acceptability of principles from other perspectives than their 
own present point of view. This is one out of two assumptions on which 
my investigation regarding the empirical plausibility of contract theory will 
concentrate. (Timmerman 2014: 2)

Now, behind the Veil the participant does not know how rich s/he will 
be. S/He has to imagine him/herself being very rich (vow!), being mod-
erately well off (not bad!) and being very poor (God forbid!). According 
to my general proposal, s/he uses his/her default knowledge of being 
rich, well off and poor. How does the knowledge then get used? Not 
inbuilding a further model from the third-person perspective, but in 
simulating: let me imagine myself being poor, etc.! Let me remind you 
of Rawls’ formulation from his Theory of Justice:

The aim is to rule out those principles that it would be rational to propose 
for acceptance, however little the chance of success, only if one knew certain 
things that are irrelevant from the standpoint of justice. For example, if a 
man knew that he was wealthy, he might fi nd it rational to advance the 
principle that various taxes for welfare measures be counted unjust; if he 
knew that he was poor, he would most likely propose the contrary principle. 
To represent the desired restrictions one imagines a situation in which ev-
eryone is deprived of this sort of information. One excludes the knowledge 
of those contingencies which sets men at odds and allows them to be guided 
by their prejudices. In this manner the veil of ignorance is arrived at in a 
natural way. (Rawls 1999: 16)

As we mentioned, we shall concentrate on stages two to six, stressing 
the third stage. At stage one, the question is understood by you: you 
realize that you have to decide on purely rational grounds, in your own 
best interest. At stage two you start consciously building the model of 
the scenario suggested. You might be tempted to take a risk: why not 
special privileges for the rich ones, at the expense of the poor ones. But 
then you imagine yourself being poor, and people you know suddenly 
being very privileged rich ones. Here the simulation might set in.

The third stage, we propose, concerns the production of the answer, 
involving the generation of intuition as to whether the arrangement is 
acceptable to you. This probably involves decision making at the un-
conscious level. Your cognitive apparatus might revive some memories 
of poor people that you have suppressed from your consciousness, and 
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they might at the end motivate you not to risk. Richer simulation helps. 
You then come fi rst with an immediate, unconscious intuition (I don’t 
want to risk, I want an I arrangement that will be generous to the 
poor), at the stage four; other consideration intervene, and at the fifth 
stage, you come out with explicit intuition at the conscious level: I don’t 
want to risk extreme forms of poverty, I want a decent life even if I am 
not rich.

Let us return to Goldman’s schema. Call me T. Remember, I have a 
belief box (of oval shape), with the relevant belief: if I reject the privi-
leges for the rich (m), I might end up having a decent life (g), even if I 
am relatively low on the social scale. I also have a desire box, square 
shaped in the drawing. The desire to have a decent life is sitting there. 
My simulating apparatus, of hexagonal form, puts together the two 
contents, m→g and g. But how can I, the imagined or simulated T, get 
to g? Well, by m—rejecting the privileges for the rich.

So, T will decide to reject privileges for the rich. Rawls is vindicated.
But wait, I have assumed I shall be a well-surviving gentleman? 

But what if I turn out to be a female? And turn out to love children? I 
want more chances for myself and for them. This sixth stage of varying 
and generalizing, the intuitive induction, might make you even more 
egalitarian: I want children of relatively poor couple to have equal op-
portunities as children of relatively rich ones

What does cognitive study of simulation tell us about these process-
es and capacities involved? As we noted, there are two different ways 
of perceiving the other’s situation, and these are often confused. First, 
you can imagine how another person sees his or her situation and feels 
as a result (an imagine-other perspective). Second, you can imagine how 
you would see the situation were you in the other person’s position and 
how you would feel as a result (an imagine-self perspective).

Goldman notes that “egocentric” mindreading tendencies are found 
in both children and adults. Goldie described the imagine other per-
spective as “imagining the enactment of a narrative from that other 
person’s point of view” (1999: 397). The result is not simply understand-
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ing, but sensitive understanding. It is this form of perspective taking 
that has been claimed to evoke other-oriented empathic concern (Bat-
son 1987, 1991). This imagine-self perspective connects self-recognition 
to other recognition (see Pfaff 2007: 65ff). A developed account of this 
kind appeals specifi cally to mental simulation or something suffi ciently 
like it. (see Pfaff 2007: 69ff.). C. Daniel Batson, a famous author in cog-
nitive study of perspective taking writes:

An imagine-self perspective involves, in Adam Smith’s colorful phrase, 
“changing places in fancy.” It has also been called “mental simulation” 
(Goldman 1992; Gordon 1992). Especially when the other’s situation is un-
familiar or unclear, imagining how you would feel in that situation may 
provide a useful, possibly essential, basis for sensitive understanding of the 
other’s plight. It may provide a stepping-stone to imagining how the other is 
affected by his or her situation and so to empathic concern. But if the other 
differs from you, then although focusing on how you would think and feel 
in the other’s situation may provide comparative context, it also may prove 
misleading (…). (Batson 2009: 268).

Back to Rawls: the easier task is for myself, a male with long life expe-
rience, to imagine myself being poor. It is the case of imagining myself, 
as I am in a different situation. The diffi cult task is to imaging myself 
being a relatively young women with with a strong attachment to my 
newborn child, who needs me 24 hours a day. Human beings can in 
principle do both Goldman’s sketch of simulation offers an elegant way 
to depict the process (he mentions the connection (2006: 294), unfortu-
nately without developing it).

In the situation we are discussing, I am cognitively to “quarantine” 
my beliefs and desires that are irrelevant (2006: 30). Let me apply it 
to the reasoning under the Veil. Change the meaning of g, h and the 
rest. Suppose that g stands for “I want good circumstances for my child 
to develop and live in”, and suppose that I am a relatively indifferent 
male. For me, then, ~g holds. I might also have a belief h that my abil-
ity to struggle and achieve good conditions for myself are way more im-
portant than social care for children. Then I will never arrive at doing 
m, say accepting a very high degree of egalitarianism.

Well, what I should do is to quarantine ~g, h, and my reserva-
tions about the m-g connection, ~(m→g) belief. Rejecting ~g 
makes me want good circumstances for my imagined child to develop 
and live in, rejecting h, helps me to avoid unreasonable self-confi dence. 
I realize that accepting a very high degree of egalitarianism (our m) 
would provide the right circumstances for my would-be child (m→g):
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I opt for m, and end up with the Rawlsian choice. All in all, I have to 
abstract from (‘quarantine’) my other interests and perhaps some rel-
evant (male-centered) beliefs. This brings us to a frequent objection to 
Rawls’s Original position:

… the parties are deprived of so much information that they are incapable 
of making any choice at all. How can we make any rational choice without 
knowledge of our fundamental values? To begin with, the parties do know 
of their need for the primary goods and their higher-order interests in the 
moral powers. (Freeman 2007: 160).

Translated into cognitive terminology, how much information, in par-
ticular information about myself, can I quarantine, and still compe-
tently decide about the right choice for me? Let me try a hunch of an 
answer to the question quoted. Supposed I am behind some science-fi c-
tional veil of ignorance, let us say abducted by aliens from an inhabit-
able exoplanet, say Kepler 62 f, and I know two things. First, there are 
different societies co-existing there, some more tolerant, some less, and 
second, the aliens might tamper with my brain, and change the values 
I shall wake up with after the tempering. What society should I choose? 
It seems obvious to me that I should opt for the most tolerant one. In 
the worst case, if I am to wake up with a lot of crazy ‘values’ ruling in 
my brain, I want now to be tolerated once this happens; the more toler-
ant the society, the better for me. The Minimax gives the right answer: 
choose the society which will offer most even in the worst case. A lot 
more should be said, but I believe that the quarantining interpretation 
offers a good fi rst step in direction of an answer.

Let me come to the end of my short list of illustration of famous TEs 
that seem to demand simulation in their implementation, with a brief, 
all too brief pointing to the work of Thomas Scanlon. One of his many 
examples is the right to privacy (1998: 204), but he does not give any 
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detailed recipe; so let me try to provide one. How would one argue for 
the right, discussing matters with a somewhat voyeuristic neighbor? 
The fi rst move is like the Golden Rule one: one can ask the neighbor to 
imagine that he is being peeped upon. Imagination will involve simula-
tion. If the neighbor sees the point, one can try to offer a more general 
proposal. Imagine other people, how would they feel if deprived of right 
of privacy? More simulation might be required. Here is Scanlon’s gen-
eral statement:

Some of the most common forms of moral bias involve failing to think of 
various points of view which we have not occupied, underestimating the 
reasons associated with them, and overestimating the costs to us of accept-
ing principles that recognize the force of those reasons. (Scanlon 1998: 206)

The simplest way to recognize the reasons associated with “points of 
view which we have not occupied” is by trying to simulate them. We 
“quarantine” our own point of view, and replace it with the target one, 
and then enter simulation n. (Habermas discusses “taking the attitude 
on the other” commenting G. H. Mead in the fundamentally important 
chapter on Mead and Durkheim of his The Theory of Communicative 
Action v. 2, from 1981. He then incorporates it into his own theory as its 
basic assumption; for a brief, principled statement see his (1995: 117)).

Let me note that Scanlon’s most famous work on the topic has been 
done in the area of ethics; however, like other contractualists, he con-
nects it with political philosophy and talks about morality of institu-
tions (2016) along the same lines he proposed for individual morality. 

So, back to the stages of TE, armed with a sketch of Simulation The-
ory. We have located the perspective taking at the stage four, the one 
in which the scenario proposed is being worked out. At the next, fifth 
stage, thinker comes out with explicit intuition at the conscious level, 
usually geared to the particular example and having little generality.

In our example, the male thinker has imagined being a female, and 
has arrived to the decision that the best course for him would be to opt 
for gender equality in the future society.

Sixth stage: since the typical job in previous stage is consideration 
of some particular scenario, the thinker will next have to do some vary-
ing and generalizing (deploying both moral and rational competences) 
at the conscious and reflective level and, perhaps, at the unconscious 
one too. Sometimes this process is called intuitive induction (Chisholm 
1966). In our example, the thinker imagines himself as being poor, and 
then as being not very talented for well-payed jobs, and so on.

In the Veil-of-ignorance kind of TEs the experimenting yields a se-
ries of prudential answers-intuitions. What about the moral judgment? 
It is the result of more theoretical refl ection, after the descriptive infor-
mation gained by simulation has been systematized. (Rawls sometimes 
talks about a wider framework of entering social contract, with “strains 
of commitment” securing the moral side, but we cannot enter it now; for 
a fi ne analysis see Waldron’s “Strains of Commitment” in Hinton (2015)
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This kind of combined strategy is a must for the classical contractu-
alist tradition. In Kant (and Parfi t) you decide about the moral status 
of a maxim after you have calculated the consequences of its becoming 
the universal rule. In Scanlon, you decide about the moral status of 
your proposal after you have gone through imagining other people’s 
reactions to it, and your attempts at persuading them. In Rawls, you 
decide about the normative status of your proposal after you have test-
ed it under the Veil, possibly comparing it to other alternatives, and 
calculating which of them will assure the maximin result. Call the fi rst 
task the descriptive-factual exercise, and the second the normative der-
ivation. Note that Habermas and Scanlon build more normativity into 
the decision phase. Habermas, for example, derives it from the regula-
tive use of speech: “The social reality that we address in our regulative 
speech acts has by its very nature an intrinsic link to normative valid-
ity claims” (Habermas 1990: 61).

In simpler kinds of practical TEs, like the Fat Man and Golden 
Rule, the initial moral judgment is the direct result of empathy gener-
ated by simulation. It offers and account of how morality enters the 
picture, congenial to sentimentalists ethics.15

Let me conclude by mentioning an example from philosophy of 
law, the area that has not been much discussed until now in terms 
of thought-experimenting (but see in this issue the paper of Miomir 
Matulović, to whom I also owe the example that follows). Friedrich Carl 
von Savigny talks about the interpreter reconstructing the thought (Ge-
danke) “enclosed in a law”. Good interpreters should put themselves 
in the same starting point of the legislator, and “artifi cially repeat in 
themselves his way of proceeding, so that the law may come to be born 
again in their mind” (1867: 171). Here, we are explicitly asked to step 
into ancient legislator’s shoes, and pretend we are legislating in his 
place. This putting oneself in the place of the author (“Gleichsetzung 
mit dem Verfasser”, in the original German) seems to be a common 
strategy suggested in early nineteenth century German hermeneutics. 
Schleiermacher asks: “But how can we understand the inner process 
of the writer from this? By observation. But this is based on self-ob-
servation” (1998: 135; the original manuscript dates from 1828). And, 
he claims that “/.../ one must put oneself in the place of the author on 
the objective and the subjective side” (1998: 24); the “objective” here is 
“linguistic” and the “subjective” is the psychological.16

Here is then the overview of the areas where simulation plays a 
central role:

15 See for instance Slote (2007). The darker side of this connection, recently 
intensely discussed in connection with the Fat Man TE, is the possibility that 
empathetic gut reactions usurp the place of rational consideration. See for discussion 
and references Cushman, Young, and Greene (2010).

16 For parallels with Savigny’s contemporaries writing about understanding and 
empathy in general see the historical overview in the Introduction to Coplan and 
Goldie (2011). See also Girard (2017) and Leyh (1992).
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2.4. Should we be pessimistic about simulation? 
A quick glance at the literature
What about diffi culties connected with simulation? Let me briefl y men-
tion a few problems raised by some authors, then an optimistic counter-
proposal, and conclude with moderate optimism. The simple schemas 
we reproduced seem to suggest that quarantining and putting oneself 
in another’s shoes is an easy matter, but of course, neither Goldman 
nor cognitive psychologists think it is. Here is a characterization of 
some diffi culties.

Epley and Caruso (2009: 297ff) list three “critical barriers” as they 
call it: activating the ability to simulate, adjusting “an egocentric de-
fault” (in their parlance), and accessing information about others. For 
this, they have to do several things. First, they must actively think 
about another person’s mental state, thus activating the process of 
perspective taking. Second, they must abstract from their own char-
acteristics, which is normally not easy. Third, they must deploy non-
egocentric information about other people in a skilled manner. (Ibid.). 
None of this is particularly easy.

Some authors go much further in pointing to problems. Let me 
choose a recent warning due to Shannon Spaulding. In her paper on 
“Simulation Theory” (2016a), and even more in “Imagination Through 
Knowledge” (2016b) she comes up with interesting challenges brings 
further challenges. But before doing this, she offers clarifi catory and 
classifi catory information that is extremely useful, given that the term 
“simulation” is used in many senses, and there is clear need to distin-
guish them to avoid very bad confusions; let me summarize the infor-
mation quickly. Spaulding starts from Goldman’s proposal according 
to which a process P simulates process P’ if and only if fi rst P dupli-
cates, replicates, or resembles P’ in some signifi cant respect and two, 
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in its duplication of P’, P fulfi lls one of its purposes or functions. In 
the case of mindreading simulation, the purpose or function of is to 
understand target’s mental states. She then introduces the crucial dis-
tinction between abstract and concrete simulation, the fi rst including 
activities like computer simulation and the like, and the second being 
the psychological simulation that involves “sameness of system and 
fi ne-grained process” (2016a: 264). The distinction is very helpful, and 
could save writers from confusions that mark the scene of present-day 
investigation of simulation.

Spaulding next distinguishes high-level from low-level simulation. 
She lists three characteristics of the former. First, it “involves imagi-
nation in the conventional sense” (267) Second, it explains our engage-
ment with fi ction, where we put ourselves “in the fi ctional character’s 
position and imagine what we would think, feel, and do in that situ-
ation. Third, it explains how one can get knowledge through simula-
tional imagination, so that if could be “co-opted to explain how some 
thought experiments work” (267). In contrast, in low level simulation, 
“imagination operates unconsciously and automatically.”

Now, on the skeptical side, Spaulding’s most direct challenge to the 
project of fi nding constraints that would rehabilitate imagination is to 
be found her, “Imagination Through Knowledge” (2016b). On her view, 
the puzzle of how we arrive to knowledge through imagination sug-
gests that imagination is “not suffi cient for new knowledge” (2016b: 
222). The argument seems to be the following: if imagination is to be 
constrained by extra-imaginative pieces of information and by other 
abilities, then imagination does not bring new knowledge. But this is 
too severe a demand. Compare physical constraints. I commute from 
my home town to my working place about hundred miles distance. For 
the car to bring me to my work there should be a well-established and 
well-kept road, constraining the travel, there should be red lights help-
ing to prevent crashes, and so on. Imagine someone arguing that there-
fore “car is not suffi cient” for commuting, and is not doing any real 
work! Well, the fact that an item needs constraints to function properly 
does not entail that it never performs any function.

Spaulding has an auxiliary argument: “I have argued that the cogni-
tive capacity to imagine scenarios is distinct from the cognitive capaci-
ties that underlie our ability to judge the accuracy of our imaginings” 
(2016b: 222) and “/…/there is nothing in the capacity of imagination 
itself that could evaluate the accuracy of the possibilities we imagine.” 
(2016b: 222). Indeed, there is nothing in the car itself that recognizes 
red/green light. This does not show that the car will not take me from 
home to work, only that car alone will not do the work. So much about 
Spaulding’s direct challenge to the instructive use of imagination. 

Let me mention, however, that in her text the challenge is preceded 
by a rich and very provocative analysis of one particular kind of imagi-
national enactment, namely simulation. Her argument resembles the 
general one we just summarized. Her example is the following: I watch 
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John tease Mary, and try to fi gure out why he is doing this. I simulate 
his activity, and end up concluding that John likes Mary and is trying 
to get her attention. Fine, but how do I choose this option rather than 
some other, equally plausible in itself, for instance that he is just hu-
miliating her? I need additional information, and my simulation tells 
me nothing about these matters. Again, to me it looks like simulation 
has done the main job, like the car in our example; the fact that the 
main job cannot be fully accomplished by the main agency in question, 
tells little against it.

So much about criticism;17 we had to be very brief. For balance, let 
me conclude this section by mentioning a very helpful and more op-
timistic book, Peter Timmerman’s 2014 Moral Contract Theory and 
Social Cognition who comes very close to our topic with an important 
difference—his is moral contractualism rather than the political one 
(and he says nothing about the psychological mechanism that makes 
accessible to people „other perspectives than their own present point 
of view.”) But he has a lot to say in defense of the view that simulat-
ing oneself in various situations and simulating others are in principle 
within one’s power.

He notes several differences between the kind of perspective-taking 
that normally interest psychologists, and the kind relevant for contract 
theorist. For example, there is the difference in the target (Timmerman 
2014: 36). In contrast to psychologists who are interested in factual 
agreement, “ we need to fi nd out not whether others would in fact agree 
to principles that permit it but whether they have reason to do so. We 
are thus not fi rst and foremost interested in what they would think or 
feel about a principle. We are, however, interested in a closely related 
question. As we need to determine whether others have reason to agree 
to a principle, we are interested in what they would reasonably think 
or feel with regard to the principle. The second difference “concerns the 
sort of perspectives that are considered”. Philosophers are interested in 
general, abstract viewpoints, psychologists in our ability to recognize 
perspectives of “particular others” (Timmerman 2014: 36).

He further distinguishes several variables relevant for moral con-
tract, and his picture can be easily applied apply it to the political one 
(Timmerman 2014: 26ff.). The fi rst variable, he writes, “concerns which 
agents can use the procedure adequately to form moral judgments.” A 
second variable, concerns the circumstances under which agents can 
apply the procedure, and the third the extent of their capacities. For 
all three cases, he comes close to contrasting idealizations and realis-
tic proposals. He has some fi ne ideas about measures that could help 
normal agents to face the daunting task(s). He assumes, (...) that po-
tential interaction partners can detect whether one can be trusted to 
comply or not, and as such will refrain from interacting cooperatively 
with persons who are not disposed to comply.) Also, he argues that 

17 See Klampfer (2018) in this issue.
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we may assume that “persons are able to determine the acceptability 
of principles from other perspectives than their own present point of 
view”. He mentions two important means, information gathering and 
“the internalization of moral principles” to which the biggest part of the 
Chapter Three of the book is dedicated.

Of course, the discussion between PTE-defenders and PTE-skeptics 
is going on, but I think we have no reason to be pessimistic about the 
basic abilities involved in political thought-experimenting. Let me then 
conclude.

3. Conclusion
In our investigation of cognitive mechanisms of PTEs, we have tried 
to bring together two blossoming traditions: the study of perspective 
taking and methodology of thought-experiments. Both are extremely 
rich, but we have narrowed our topics down to PTEs on the side of ex-
periments, and to mental simulation on the side of perspective taking. 

We have discussed the kind of PTEs that has marked the central ten-
dency in a tradition of political philosophy, active at least from Kant on, 
but especially since and including Rawls’ Theory of Justice. It is the ten-
dency to view political justice and moral value in terms of a hypothetical 
contract. Political and moral TEs presented within the contractualist 
tradition (in the widest sense) typically ask the thought-experimenter 
to imagine how other people would take the experimenter’s moral and 
political proposals, how they would feel about them, and whether and 
how they could be persuaded to accept them. A somewhat special but 
perhaps most famous case is imagining what one would propose as po-
litical arrangement if one were ignorant about one’s abilities and mate-
rial situation in the future situation. Again, I apologize for cramming 
together all the famous PTE in the tradition, each of which deserving at 
least a long paper attempting to account for its mechanism; but this is 
the price of arriving at a general pattern, if all goes well.

We have concentrated upon contractualist methodology, where 
imagining is supposed to yield factual intuitions about whether the 
subject(s) in question would accept proposed arrangements, and the 
normative work is done by theory. However, we have noted that there 
is another, more direct route to normative judgements, directly from 
empathy provoked by simulation, explored by a number of cognitive 
psychologists and stressed by Goldman on the side of philosophers; it is 
a matter relevant for sentimentalist ethicists, but also for understand-
ing some very popular TEs, like the Trolley and Fat man ones. Here, 
the appeal to simulation yields a fi ne by-product, a more direct route 
to moral judgment.

How do all these TEs work? Our moderately infl ationist mental 
modelling proposal is that they mobilize our imaginative capacity for 
perspective taking, most probably perspective taking through simula-
tion. The framework proposed is moderately optimistic; it suggests the 
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answers to questions that are often raised for other kinds of TEs as 
well. To quote James Robert Brown, one wonders how one can learn 
new things without new observational data? (Brown 1991: 111ff.). 
In the case of our PTEs, the data come from perspective taking: the 
information producing capacity is either the capacity to simulate or 
some closely related ability. His second worry, why are thought experi-
ments superior to deduction in terms of heuristic power, obviousness 
and ease, can be alleviated or even discarded by appeal to the fact that 
mental simulation is way more accessible to subjects than abstract po-
litical reasoning from principles and facts, and its output is usually 
quite obvious to the subject. The third question is: where does the “ex-
periential” element in thought experiments come from? Are there any 
new experiences or quasi-experiences present in thought experiment, 
and of what nature are they? Yes, it is a new experience, namely the 
experience of simulating. In the case of empathetic simulation, the 
qualitative, emotional character of experience is highly prominent, and 
in the case of less emotional simulation, it still has experiential char-
acter (“Let me imagine that I am a generally incapable person; how 
would I feel in a strongly competitive society, at the bottom of its peck-
ing hierarchy?”). Finally, as Brown puts it “if the reasoning in thought 
experiment is broadly inductive, how can it eliminate alternatives and 
reach its conclusion so quickly and effortlessly, and assert it with such 
force?” (Brown 1991: 111ff.). Simulation normally is quick and effort-
less; the simulator does not go through alternatives, but is constrained 
in an unconscious way.

Let us conclude by placing the account within a bigger picture, re-
turning for the moment to our starting point. We have distinguished 
two kinds of PTEs and two manners of imagining political arrange-
ments. The fi rst consists in building third-person mental models, based 
on our inductive knowledge, and on default assumptions about people, 
about practices and institutional arrangements. The second consists 
in perspective taking, imagining oneself (as oneself or even as some-
one else) and asking about condition one would accept. Golden Rule 
and social contract are prime examples, either in realistic or somewhat 
unrealistic scenarios of ignorance and/or ideal rationality and the like

We have proposed fi rst-person mental simulation as the basic mecha-
nism, although we did not insist on the “purity” of mechanism. (Gold-
man himself proposes the idea of a „hybrid theory” according to which 
the simulation and the reasoning on the bases of theoretical knowledge 
about human minds (theory-of-mind, can interact, for example ‘cooper-
ate’ (ch. 2.7 of his 2006 book); this might be an interesting option, to 
discuss at some other occasion. And of course, simulation might make oc-
casional appearance in the fi rst, predominantly fi rst-person model build-
ing; the author might ask the reader how she would feel in such and such 
an arrangement, something that happens all the time in The Republic. 
But, from a wider perspective, the two mechanisms, model building and 
simulation, and their combination(s) exhaust the range of psychological 
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mechanism underlying political thought-experimenting. This is the am-
bitious proposal to which the present paper is a tentative contribution.
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After decades of receiving a lot of attention on the epistemological level, 
the so-called ‘problem of intuitions’ is now in the center of debates on the 
metaphilosophical level. One of the reasons for this lies in the unfruit-
fulness of the epistemological discussions that recently subsided with-
out producing any signifi cant or broadly accepted theory of intuitions. 
Consequently, the metaphilosophical level of discussion of the ‘problem 
of intuitions’ inherits the same diffi culties of the epistemological level. 
The signifi cance of Max Deutsch’s book The Myth of the Intuitive is his 
effort to resolve these problems in a clear and persuasive way. He is not 
only trying to debunk problems behind the vagueness of the ‘intuition-
talk’ by drawing important distinctions that usually go under the ra-
dar in the contemporary literature, but also develops his own account of 
philosophical methodology. In this paper I will present some of his argu-
ments against the traditional view of intuitional methodology, as well 
as his own solutions to the presented problems. Regardless of Deutsch’s 
insightful account of the ‘problem of intuitions’, I fi nd that some dif-
fi culties in his own proposal are inherited from the unresolved issues of 
intuitions on the epistemological level.

Keywords: Intuitions, evidence, thought experiments, arguments.

The ‘problem of intuition’ in recent years became the center of many 
epistemological and metaphilosophical discussions mainly because of 
the rise of experimental philosophy (xphi) and many criticisms raised 
against the method of cases, i.e. the method of appealing to intuitions 
elicited by thought experiments as evidence for or against some philo-
sophical theory. The so-called negative program within the xphi got 
the most attention since their theses are the most challenging ones. In 
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a nutshell, negative program advances argumentation that intuitions, 
as used in philosophical thought experiments and hypothetical cases, 
should not be trusted nor relied on as evidence. This, rather pessimistic 
view of philosophical practice led to the increasing number of metaphi-
losophical papers and books as a response to this “restrictionist chal-
lenge” (Weinberg et al. 2010). Generally speaking, there are two most 
developed ways to respond to the restrictionist challenge. The fi rst is 
to defend intuitions viewed as a source of evidence and the distinctive 
way of doing philosophy within the analytic tradition. The second is to 
claim that xphi misconstrue the target of surveys since philosophers 
are not appealing to intuitions as evidence in thought experiments. 
Deutsch devoted his book to defend the latter view. The central idea 
he develops is that it is a myth that philosophers rely on intuitions as 
evidence in thought experiments and that this myth needs to be de-
bunked. Therefore, results of xphi’s surveys about untrustworthiness 
of intuitions as evidence are not troubling if the target of their surveys 
can be refuted. This is the strategy Deutsch advances as a part of his 
metaphilosophical account. In addition, he also elaborates his own view 
that it is arguments, rather than intuitions, that are the basis of any 
thought experiment and bearers of the evidential force. This is what I 
will call the ‘arguments instead of intuitions’ view.

I.
The fi rst chapter of the book is devoted to xphi’s theoretical framework 
and distinction between its positive and negative program, as well as 
the analysis of results of recent xphi’s studies. Negative xphi program 
rises worry about the epistemic value of philosophical intuitions due 
to their susceptibility to the truth-irrelevant factors such as cultural 
background, gender, order effect, etc. Subsequently, they take a more 
negative stance toward the traditional philosophical method of appeal-
ing to intuitions and argue that intuitions cannot be trusted or relied 
on in philosophy as evidence. Positive xphi, on the other hand, is ad-
vancing more moderate conclusions that do not condemn the use of 
intuitions in philosophy.

In developing his ‘argument instead of intuition’ account as a way of 
responding to xphi criticism, Deutsch focuses on the two most discussed 
thought experiments, Gettier cases and Kripke’s Gödel case. For him, 
Gettier cases are somehow exceptional in a sense that if there is an 
appeal to intuitions anywhere in philosophy, then it is in Gettier cas-
es. From xphi’s conclusion regarding intuitions, i.e. that not everyone 
shares Gettier’s intuition, it follows that, contrary to the established 
view in the last 50 years, Gettier has not refuted the JBT theory of 
knowledge since intuitions can not be trusted or relied on as evidence. 
Now, as Deutsch sees it, for this xphi’s argument to work experimental-
ists must assume not only that (i) philosophers are treating intuitions 
about cases as evidence, but also that (ii) intuitions are treated as es-
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sential or only evidence, which is a much stronger claim. Deutsch ar-
gues against both (i) and (ii) and concludes that negative xphi critique 
fails to debunk traditional philosophical arguments that “do not, in any 
relevant sense, depend on treating intuitions as evidence” (20). In other 
words, xphi fails to hit the target.

Deutsch substantiates his central thesis—the myth of the intui-
tive—with empirical and theoretical arguments. As he himself admits, 
he is doing this without any accepted theory of intuitions, the no-theory 
theory of intuitions, as he calls is. That way he “offers enough without 
offering too much” (29). The reason for this, according to Deutsch, is 
that accepting a theory of intuitions is not necessary for asking and an-
swering questions about the role of intuitions in philosophy. Further-
more, any attempt to develop such a theory involves conceptual analy-
sis of intuition in terms of necessary and suffi cient conditions which 
ends up being a very diffi cult task because, ironically, every proposed 
analysis of intuition give rise to variety of counterexamples.

This looks like the right diagnosis of the current epistemological ef-
forts to provide any plausible account of intuitions. So while epistemol-
ogists and metaphilosophers are endeavoring this futile, hard-to-settle 
task, Deutsch thinks that the best strategy for asking and answering 
some crucial questions about the role of intuitions in philosophy is to 
conduct empirical investigation of the actual practice via analyzing 
original texts where some of the most infl uential thought experiments 
were presented, with no-theory theory of intuitions. The rationale be-
hind it is this:

It offers enough of an account because it allows for fruitful discussion of the 
argumentative role of intuitions. It offers not too much of an account be-
cause it does not invite the potentially endless cycle of counterexample-and-
theory-revision endemic to many attempts at conceptual analysis. (29–30)

I am inclined to say that it is questionable whether this is a tenable 
move. Although I agree with everything Deutsch says regarding diver-
sity of proposed accounts of intuitions, and unfruitfulness of the en-
deavor of analyzing the concept of intuition in terms of necessary and 
suffi cient conditions only for it to become the target of endless counter-
examples, there are some problems with no-theory theory approach. 
Particularly problematic is his claim that “a theory of the (psychologi-
cal) nature of intuitions is not required for understanding the role of 
intuition in philosophical argument” (26). The natural questions arise: 
‘How can one conduct an empirical analysis with no accepted theoreti-
cal framework of the analysandum?’, or ‘How can he or she “recognize 
an intuitive judgment when he or she encounters one” (29), if they do 
not have some general insight of what they are encountering?’.

Although Dutsch is calling his no-theory theory of intuitions the 
‘examples-plus-commonality’ theory, it is far from clear how this would 
help to answer previous questions because he is never explicit about 
what those commonalities would be. The most precise he gets is say-
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ing that examples he has in mind are those like Gettier cases, where 
certain judgments about certain hypothetical situation are made, and 
that philosophers agreed that they are intuitive judgments. And when 
analyzing suffi cient number of these examples, he is able to abstract 
commonality from them that is “relatively uncontroversial” (31). It 
seems that for Deutsch to establish the no-theory theory of intuitions 
and to investigate whether thought experiments are about intuitive 
judgments, it is enough to fi nd examples where the uncontroversial us-
age of certain judgments is present.

However, the no-theory theory does assume that we have examples of intui-
tive judgments about which those party to the debate over their role can 
agree; that is, these parties can agree that the examples are examples of 
intuitive judgments. (30)

So, the commonality among those examples is that “examples are all 
judgments about hypothetical cases and thought experiments” (32).

Diffi culty with this approach is that there is so much diversity in 
what exactly philosophers fi nd intuitive in original examples of thought 
experiments which results in diametrically different accounts of what 
intuitions are, and consequently results in diversity of the usage of 
the term ‘intuitions’. Wide arrays of views of what intuitions are lies 
between the views that they are sui generis states (e.g. Bealer 1998, 
Pust 2000), inclinations to believe (e.g. Sosa 2007) or simply beliefs 
(e.g. Lewis 1983, Jackson 1998). Or, if we have in mind views regarding 
the justifi catory status of intuitions, some philosophers hold that such 
justifi cation is a priori (e.g. Bealer 1998, BonJour 1998) and others ar-
gue that it is a posteriori (Devitt 2011, Kornblith 2007). Moreover even 
the most ‘uncontroversial’ features of intuitions, that of being sponta-
neous or noninferential, are controversial for Deutsch. He is appealing 
to Rawls’s method, which supposed to depend on intuitions, and yet 
Rawls explicitly says that the relevant judgments are our considered 
moral judgments and, therefore, cannot be spontaneous. Consequently, 
it is diffi cult to see what is the rationale for Deutsch’s thesis that phi-
losophers are not using intuitions in thought experiments, as he has no 
clear description of what precisely is that thing that philosophers are 
not appealing to.

As I see it, Deutsch cannot proceed with his endeavor just by exam-
ining thought experiments with no accepted background theory. For 
instance, if he wants to argue, as he does, that in Gettier cases there is 
no appeal to intuition that is then used as evidence, it would have to be 
clear in what sense intuition is not appealed to and used as evidence. 
Is it sui generis state, inclination to believe or simply belief or all of the 
above? So, if he claims that those things some philosophers refer to as 
‘intuitions’ are nowhere to be found in original texts, it has to be that 
he is implicitly assuming some theory of intuitions, or at least some 
characterization of them. And this I fi nd to be one of the methodological 
weaknesses of Deutsch’s strategy. In all honesty, the attempt to pro-
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vide an account of intuitions in order to show that philosophers are not 
using intuitions would not have better standing. It would be seriously 
undermined since there is no agreement of what intuitions are, so that 
would not be helpful either.

II.
For now I will set aside this methodological worry and explore the way 
Deutsch is arguing for his main thesis in the book, i.e. the evidence 
claim about intuitions. This is the central task of the chapter 2.
(EC) Many philosophical arguments treat intuitions as evidence.
According to Deutsch, the reason for this misconstrual of the philosoph-
ical methodology and the view that philosophers appeal to intuitions as 
evidence lies in the ambiguity of the term ‘intuition’ in (EC). To clarify 
this ambiguity he is advocating the distinction that corresponds to Ly-
can’s (1988) intuitings/intuiteds distinction, which he formulates in the 
following way:
(EC1) Many philosophical arguments treat the fact that certain con-

tents are intuitive as evidence for those very contents.
(EC2) Many philosophical arguments treat the contents of certain in-

tuitions as evidence for or against other contents.
The difference consists in the following: either it is the state of having 
an intuition or the content of the intuition that is doing the justifi cation 
of some proposition. Deutsch is claiming that a prevailing number of 
philosophers who are defending (EC) are defending it in (EC1) state-
sense, while his stand is that the only sense in which (EC) can be true, 
is (EC2) content-sense. 

When I deny that philosophical arguments treat intuitions as evidence, I 
mean to deny (EC1), not (EC2). According to me, very few philosophical 
arguments treat the fact that p is intuitive as evidence for p itself. (38) 

In other words, it can be asserted that philosophers rely on intuitions 
as evidence, if it means that the content of the intuition is used as evi-
dence, not the fact that one fi nds something intuitive. The step from this 
claim to the rejection of the xphi’s results is very clear. Xphi mishit the 
sense in which it is taken that philosophers appeal to intuitions as evi-
dence. Hence, their criticism does not affect philosophical method and 
in this misconception lies the myth of the intuitive, concludes Deutsch. 
He goes on and argues not only that philosophers who are endorsing 
(EC1) sense are mistaken when explicitly addressing the question of 
how philosophy should be done, they are also mistaken in character-
izing their own methods. Now, Deutsch rightly emphasizes the vague-
ness among advocates of the method of appealing to intuitions regard-
ing the sense of (EC) they are using. Some philosophers are not clear 
on that matter. And since this is an empirical question, i.e. whether 
philosophers use (EC1) or (EC2) sense of the evidence claim, we will 
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take a closer look at the Gettier case and see whether it can be said that 
it is a paradigm example of refutation by counterexample or, as some 
opposition to Deutsch would claim, appealing to intuitions as evidence. 

The reader should bear in mind that Gettier cases are somehow 
specifi c, according to Deutsch, being an exceptional case where philoso-
phers almost unanimously agreed that standard defi nition of knowl-
edge as justifi ed true belief is false (this too is an empirical question). 
Important question that Deutsch is addressing is how Gettier argues 
against the standard JTB theory of knowledge:

for every subject, S, and every proposition, p, if S justifi ably and truly be-
lieves that p, then S knows that p. 

Deutsch’s answer is by “presenting (alleged) counterexamples in the 
form of hypothetical cases, to the generalization” (42). In other words, 
Gettier did not use or appealed to intuitions in (EC1) sense as evidence 
against the JTB theory of knowledge in his famous cases. Instead, “Get-
tier refuted the JTB theory, if he did (…) by presenting counterexam-
ples, full stop. Whether these counterexamples are intuitive for anyone 
is a separate, and purely psychological, matter” (46). Deutsch further 
develops his ‘arguments instead of intuitions’ view by introducing the 
condition that counterexample has to fulfi ll in order to be regarded as 
successfully refuting some theory. Since, obviously, not any counterex-
ample will do, the condition of genuineness of the counterexample has 
to be satisfi ed. So, the real question that we should be asking ourselves 
is not whether the counterexamples are intuitive, but rather are Get-
tier cases genuine counterexamples. Only the latter matters in settling 
the issue of refutation of the JTB theory of knowledge. 

Deutsch’s main argument in support of his ‘arguments instead of in-
tuitions’ view consist of the two following thesis: (i) there is “no mention 
of intuitions or intuitiveness of any proposition in Gettier’s presenta-
tion” (43)—the ‘lack of explicit terminology’ thesis as I will call it—and 
(ii) Gettier refuted JTB theory because his counterexample are genu-
ine— ‘the genuineness of counterexample’ thesis. Since both theses re-
quire careful reading and precise analysis of original Gettier case, here 
is the crucial paragraph from his 1963 paper.

But it is equally clear that Smith does not know that (e) is true; for (e) is 
true in virtue of the number of coins in Smith’s pocket, while Smith does not 
know how many coins are in Smith’s pocket, and bases his belief in (e) on a 
count of the coins in Jones’s pocket, whom he falsely believes to be the man 
who will get the job. (Gettier 1963: 122)

Regarding the ‘lack of explicit terminology’ thesis, it is true, as Deutsch 
remarks, that Gettier does not explicitly use the term ‘intuition’ or it 
cognates alongside his conclusion that ‘it is equally clear that Smith 
does not know’ and so makes no explicit appeal to the premise of the 
form “It is intuitive that there is an F that is not G” (45). Addition-
ally, Deutsch claims that being ‘obvious’ or ‘clear’, terms Gettier does 
use, is different from being intuitive. Those terms usually presuppose 



 A. Butković, The ‘Arguments Instead of Intuitions’ Account of TE 197

that something is true, not that they are evidence for the truth of some 
claim. Nevertheless, he admits that the lack of explicit terminology is 
not conclusive evidence to debunk the myth of the intuitive. However, 
he then shifts the burden of proof to the opposition to provide the evi-
dence that Gettier does appeal to intuitions in his cases. I do not fi nd 
this move to be very pervasive, for he must provide some rationale be-
hind this shift of the burden of proof. Not only that in this context 
the lack of explicit terminology is not conclusive evidence in favor of 
his claim, it does not contain any reason why the opposition should 
bear the burden of proof at this point. He has a long tradition of ana-
lytic philosophers who, rightly or wrongly, beg to differ so the reason 
to shift the burden of proof must be more substantiated. It is not like 
traditional philosophers were not aware that Gettier did not use the 
term ‘intuition’ explicitly. They did, and nevertheless continued to ar-
gue that it was the intuition about cases that refuted the JTB theory 
of knowledge. So, in order to reverse the dialectical situation and shift 
the burden of proof, Deutsch must present some new reason to do so. 
Moreover, just because one is not explicitly saying “it is intuitive that 
there is an F that is not G” in order to be qualifi ed as using intuition as 
evidence, it does not follow that one is not using it implicitly. Unfortu-
nately, Deutsch does not discuss this possibility in any detail.

III.
Deutsch is devoting a substantial amount of space to account for the 
second thesis, namely to develop an account of how Gettier refuted tra-
ditional JTB theory of knowledge, i.e. what makes Gettier cases and all 
similar thought experiments genuine counterexamples. Deutsch’s op-
position would address this matter by appealing to the intuitiveness of 
Gettier’s counterexample, arguing that intuitions provide evidence for 
the refutation of the JTB theory of knowledge. Deutsch thinks this view 
is mistaken and argues that Gettier presented an argument of why his 
Smith character does not know. So, Deutsch’s answer to this “evidence-
for-the-evidence” question, to use his own words, is arguments. The 
conclusion of the Gettier argument is stated fi rst: “it is equally clear 
that Smith does not know” (Gettier 1963: 122), and premises are pre-
sented after the semicolon, “for (e) is true in virtue of the number of 
coins in Smith’s pocket, while Smith does not know how many coins 
are in Smith’s pocket, and bases his belief in (e) on a count of the coins 
in Jones’s pocket, whom he falsely believes to be the man who will get 
the job” (122).

At this point, Deutsch is presenting Jennifer Nagel’s (2012) view, as 
the representative example of the opposition to the claim that Gettier 
presented explicit arguments in his cases. She argues that Gettier did 
not offer any account of knowledge in terms of necessary conditions 
(including one that would exclude justifi ed belief that is luckily true), 
which Smith fails to satisfy, and so he is not explicitly stating why 
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Smith does not know that (e) is true. It is important in this discussion 
to emphasize that this is not ‘either–or’ choice. Namely, not all phi-
losophers would argue that Gettier cases are only about intuitions as 
evidence, and not at all about arguments, as Deutsch seems to indicate 
in several places. For instance, Malmgren (2011) explains the way that 
argument is based on intuitive judgment in the Gettier case:

Let the ‘Gettier judgement’ be the intuitive judgement that I (and many 
with me) would make about this case, if asked the appropriate question—a 
judgement that we might express by saying: ‘Smith has a justifi ed true be-
lief, but does not know, that someone in his offi ce owns a Ford.’ And let the 
‘Gettier inference’ be the inference by which we get from this judgement to 
the belief that the target theory—the theory that knowledge is justifi ed true 
belief—is false. (272)

Now, both Deutsch and Nagel’s views are results of careful reading, 
word by word, and analysis of the original text. And yet, they cannot 
agree on whether Gettier appeals to intuitions or to arguments as evi-
dence against the JTB theory. Nonetheless, they both agree that nei-
ther is presented in explicit way. How can we solve this dispute? Since 
it is not explicitly obvious that Gettier presented only an argument, 
and it is not explicitly obvious that he appealed to intuition, is it pos-
sible that this matter comes down to what seems intuitive to whom? 
It seems to me that it does, although this is not something Deutsch 
would agree on. In other words, this dispute is a matter of whether it 
seems intuitive that Gettier presented an intuitive counterexample, or 
it seems intuitive that he presented only an argument.

This is something along the lines of what Deutsch considers as a 
possible problem for his own account, namely the possibility that argu-
ing for his ‘arguments instead of intuitions’ view as evidence in hypo-
thetical examples, simply delays the question of the real ‘evidence-for-
the-evidence’, and that carrying out reasons or arguments has to stop 
at some point. And at some point intuitions would enter anyway as 
regress stoppers at the end of evidential chain. So, even if the Gettier’s 
counterexamples are not presented in terms of intuition as evidence, at 
some point the end of the chain of evidence for why counterexamples 
refuted traditional JTB theory of knowledge, or why they are genuine, 
lies in intuition. Deutsch recognizes this as the relocation problem and 
devotes chapter 3, 4 and 5 to account for it. 

Deutsch rejects the proposed possibility and claims that it is never 
about intuitions but, rather, about more arguments. If Deutsch’s op-
position would insist that “it cannot be arguments all the way down” 
(122), and that, as the answer to the ‘evidence-for-the-evidence’ ques-
tion, intuitions must come in at some point, Deutsch replies that “ar-
guments [are] further down than the myth of the intuitive would have 
us believe” (123) and that evidential levels or chains of reasons are 
fi nite, as well as philosophical texts, and at some point must come to 
an end. That is why every argument takes at least one premise for 
granted—which Deutsch calls philosophical starting points—and im-
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portant methodological note is that they “need have no special phenom-
enological or epistemological features” (124). In a nutshell, for Deutsch, 
regress stoppers are not intuitions viewed as ‘rock bottom’ evidence, 
but rather philosophical starting points, which are taken for granted, 
are not unifi ed, and vary among philosophers.

I fi nd this argument somehow problematic since he seems to be ad-
vancing the double standard of what qualifi es as regress stopper. First 
he accounts for philosophical starting points and claim that “nothing 
unifi es the claims that get taken for granted”, that “different philoso-
phers have different starting points, and the starting points are as het-
erogeneous as can be (124)”. But later argues that “’judgments about 
philosophical cases’ [i.e. intuitions about cases] names too heteroge-
neous a class for every judgment in the class to qualify as foundational 
in the sense required by foundationalist solutions to the regress prob-
lem” (127). In other words intuitions are too heterogeneous to be regard-
ed as rock bottom evidence. But on the other hand, vaguely described 
‘philosophical starting points’, which are a matter of choice for philoso-
phers according to Deutsch, and are also not unifi ed in any substantial 
way beside the fact that they are the “un-argued-for premises in a philo-
sophical argument” which “need have no special phenomenological or 
epistemological features”, can count as regress stopper (124). As I see it, 
either there is no difference between intuitions (or intuitive judgments) 
and Deutsch’s description of philosophical starting points concerning 
this matter, or the difference between the two is very sophisticated.

Deutsch analyses the possibility of intuitions being regress stopper 
via foundationalist criterion of what qualifi es something to be a foun-
dational judgment. In this regard he considers two possibilities, basic 
perceptual and self-verifying judgments, and dismisses the possibility 
that judgments about cases, i.e. intuitive judgments, could qualify as 
either of the two. First, I am puzzled as to why Deutsch dismisses the 
possibility of intuitive judgments being self-verifying judgments with-
out any further explanation. Or the way that perceptual judgments 
are not heterogeneous in a sense that intuitions are. Second, Deutsch 
argues that intuitions cannot be unifi ed on the ground of being sponta-
neous or noninferential judgments, but gives somewhat dubitable ex-
planation of why this is to. Namely, Deutsch thinks that intuitive judg-
ments might seem as nonrefl ective, or spontaneous, or noninferentitial 
because we are taking the wrong perspective on thought experiments. 
The inventor of any given thought experiment “took a considerable 
amount of ingenuity, careful thought, and inference” (98) to arrive at 
the judgments which are then often described as intuitive. This claim 
seems to be controversial on several levels, but I will focus just on one 
of them. I think it is wrong in this context to assume the correctness 
of the fi rst person perspective, because the amount of work and careful 
thought one invested in constructing the thought experiments is beside 
the point. What is relevant here is whether such thought experiments 
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elicit nonrefl ective and noninferential judgments, which are then used 
as evidence. Whether thought experiments elicit intuitions and the 
amount of work philosopher has to do in order to construct them are 
two separate questions. And the amount of careful thought and effort 
that is putted in their construction does not say anything of whether 
they elicit intuitions. And to additionally claim that Gettier himself, for 
instance, did not intuit that Smith character does not know requires 
some empirical confi rmation, which Deutsch does not provide.
Third, it is doubtful whether Deutsch’s account of philosophical start-
ing points would pass this foundational criterion that he imposes on 
intuitive judgments. And if intuitions, as heterogeneous group, must 
pass such criterion, so should Deutsch’s heterogeneous group of phil-
osophical starting points. It seems that Deutsch is willing to accept 
un-argued-for premises in philosophical arguments, and if he does not 
explain why the latter is acceptable while the former is not, I do not see 
any substantial difference to justify his rejection of intuitions. More-
over, it does not seem plausible to maintain that these un-argued-for 
premises in philosophical arguments need not to have epistemologi-
cal features, as Deutsch argues. The chain of epistemic reasons of the 
given argument end in those premises, so they certainly have to have 
some epistemic merits. My point is that if intuitions are too hetero-
geneous group and cannot be unifi ed in a way to qualify as eviden-
tial starting points, the same should apply to the Deutsch’s proposal 
of philosophical starting points, which are also heterogeneous group. 
The difference should be elaborated in more details, especially since 
he does not discuss the way that intuitions are heterogeneous—which 
can be ascribed to the fact that he does not have a theory of intuitions. 
It could be that Deutsch is not evaluating philosophical starting points 
via foundational criterion, but instead appeals to the possibility of co-
herentist solution to the regress problem. He is proposing solution to 
the relocation problem in term of hypothetical claim:

(…) if some form of coherentism about inferential justifi cation is true, then 
it is something other than resting on rock bottom evidence that justifi es our 
inferences. Some premises are justifi ed not by inference from further prem-
ises but instead by their coherence with other premises—if coherentism is 
true, that is. (127)

Deutsch is maintaining that if coherentism is true, then the demand 
of foundational justifi cation could be avoided. Unfortunately, Deutsch 
is not arguing that coherentism is true, nor is he providing any reason 
why we should accept his coherentist solution rather than foundational 
one, so his ‘arguments instead of intuitions’ account of thought experi-
ments is still facing the relocation problem. Furthermore, Deutsch is 
trying to make it immune from problems regarding the truth-irrele-
vant factors that (supposedly) affect philosophical intuitions.

Truth-irrelevant variability in the intuition that p, where this is understood 
as variability in whether different groups of people have or lack the intu-
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ition that p, will not matter in the slightest. If there is a cogent and com-
pelling argument for p, then p may perfectly well be regarded as true and 
taken as evidence for or against the truth of other, related propositions. (75)

If we agree with Deutsch that in thought experiments philosophers are 
not using intuitions, but rather arguments as evidence for p, then it 
follows that philosophers are not very profi cient in argumentation, or 
that they simply refuse to accept a good argument for the truth of p. If 
cogency and compellingness of argument for p is all that is needed for p 
to count as true, then either we have very few such arguments—which 
would be very unfortunate since philosophers do that for a living—or 
there is something else that prevents philosophers to accept something 
to be the evidence for or against some theory. For if a philosopher sets 
forth an argument for p, and given the fact that philosophers do not 
agree about much else beside the fact that traditional JTB defi nition 
of knowledge is false, then our ability to construe a good argument is 
very poor. Of course, pervasiveness of arguments, or the absence of it, 
can lie at the philosophical starting points, which are very heteroge-
neous group, as Deutsch argues. But this would not be an accurate in-
terpretation of argumentative practice among philosophers since more 
often than not these starting points are taken for granted among the 
opposition, and philosophers proceed evaluating and rebutting the ar-
guments.

There is one more important thing that should be stressed regarding 
Deutsch’s claim that arguments in thought experiments might elicit in-
tuitive judgments, but that those do not have any evidential strength. 
Additional arguments, that support those intuitive judgments do.

Judgments about thought experiments can be given argumentative support, 
even if the judgment is intuitive. Arguments for the truth of some intuitive 
judgment are arguments that reveal that the content of the judgment may 
qualify as evidence (…). (75)

No defender of the intuitional methodology would deny that intuitive 
judgments elicited by thought experiments are not often reinforced by 
supplementary arguments. The disagreement is whether the former 
has any evidential force.

As I see it, we are faced with two horns of a dilemma: either phi-
losophers have different intuitions or they are bad in argumentation. 
I would argue that the latter is less preferable option. For one thing, 
variability in intuitions existed in philosophical discussions even be-
fore the arrival of the xphi and that did not present any problem. For 
instance, internalists and externalists regarding the problem of jus-
tifi cation in epistemology, just to mention one example, engaged in 
their exchange of arguments in spite of having different intuitions 
as starting points. That did not present any problem for the ongoing 
discussions or exchange of arguments. If any of the thought experi-
ments should count against the externalism and reliabilism, it should 
have been the Lehrer’s Truetemp case (1990) and BonJour’s Norman 
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case (1984). If those thought experiments really are arguments used 
as evidence for internalism and against reliabilism, as Deutsch is sug-
gesting, why philosophers did not unanimously reject reliabilism as a 
false theory? Is it because those are not very good arguments or not 
well construed thought experiments? These would be the only viable 
options if we accept Deutsch’s view that thought experiments are not 
about intuitions. However, this certainly is not the accurate verdict 
since no one would argue that those are not good thought experiments. 
So the plausible explanation of the continuance of the disagreement 
would be the difference in philosophers’ starting intuitions regarding 
the concept of justifi cation. I am puzzled as to why these variations did 
not present any problem until xphi conducted surveys which revealed 
that folks do not share philosophers’ intuitions. In other words, philoso-
phers were fully okay with not having same intuitions with each other, 
but fully concerned about their methodology when realizing that folks 
are having the same variation.

And although Lehrer’s Truetemp case is a good thought experiment 
that received a lot of philosophical attention and is substantiated with 
additional arguments against externalism, there are still a vast num-
ber of externalists. This is a good indicator that essentially it all comes 
down to the initial intuitions philosophers have as a starting point. 
And philosophers are ok with diversity in that respect. But I do not 
think they would be ok with the other horn of a dilemma, namely that 
there are no good arguments in philosophy, or that they do not accept a 
good argument as evidence for p even if they see one.

As we can see, the trouble with intuitions is on both sides of the 
camp. Epistemological and metaphilosophical accounts of intuitions 
are, in one way or another, fl awed and the level of obscurity and am-
biguity in using the term ‘intuition’ is deeply troubling. Consequently, 
any attack on intuitions and intuitional methodology stands on equally 
troubling grounds. It is not enough simply to argue that philosophers 
are not using intuitions as evidence in their philosophical texts on the 
ground that one simply does not fi nd any appealing on intuitions in 
thought experiments, or that philosophers do not explicitly use the 
term ‘intuitive’. What is needed is some plausible empirical analysis 
of it. And it seems that empirical analysis comes down to intuitions, 
or what philosophers would say Gettier cases are about, intuitions or 
arguments.
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Goldberg 2016 is a collection of papers dedicated to Putnam’s (1981) 
brain in a vat (‘BIV’) scenario. The collection divides into three parts, 
though the issues are inter-connected. Putnam uses conceptual tools 
from philosophy of language in order to establish theses in epistemology 
and metaphysics. Putnam’s BIV is considered a contemporary version 
of Descartes’s skeptical argument of the Evil Genius, but I argue that 
deception (the possibility of having massively false belief) is not essen-
tial, externalism does all the anti-skeptical work. The largest section in 
the collection covers Putnam’s model-theoretic argument (MTA) against 
metaphysical realism (MR) and its connections with the brain in vat 
argument (BVA). There are two camps—unifi ers (there is a deep con-
nection in Putnam’s thoughts on BVA, MTA and MR) and patchwork 
theorists and I try to provide some support for the second camp. All of the 
papers in the collection are discussed and the anti-skeptical potential of 
BVA is critically assessed.

Keywords: Putnam, brain-in-a-vat scenario, skepticism, realism, 
model-theoretic argument.

It is not easy to track the provenance of the brain in a vat (‘BIV’ for 
short) scenario. The contemporary empirical source seems to be the 
work of Canadian neurosurgeon Wilder Graves Penfi eld on neural 
stimulations (in the 1930s) and experiments in waking human sub-
jects undergoing epilepsy surgery. Penfi eld observed quite complex 
memories being switched on by electrical stimulation of the appropri-
ate parts of the cerebral cortex (Tallis 2011: 36). Its philosophical use 
is (fi rst?) registered in the work of Gilbert Harman (1973)—a playful 
brain surgeon might be giving you “normal” experiences by stimulat-
ing your cortex in a special way, but in reality “you might really be 
stretched out on a table in his laboratory with wires running into your 
head from a large computer. Perhaps you have always been on that 
table. ... Or perhaps you do not even have a body. Maybe you were in 
an accident and all that could be saved was your brain, which is kept 
alive in the laboratory” (Harman 1973: 5). This type of scenario leads to 
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familiar philosophical problems of other minds and the external world 
skepticism, evoked, famously by Descartes. Recall: “... some evil spirit, 
supremely powerful and cunning, has devoted all his efforts to deceiv-
ing me. ... What truth then is left? Perhaps this alone, that nothing is 
certain” (Descartes 2008: 16).

Nowadays the scenario is almost automatically associated with Hil-
ary Putnam (the fi rst chapter of his 1981). An entire new collection 
(Goldberg 2016 in the series on Classic Philosophical Arguments) is 
now dedicated solely to philosophical applications and ramifi cations of 
the version proposed by Putnam. Descartes is still in the background, 
thus Goldberg in Introduction (2016: 2) “Putnam’s refl ections on the 
BIV scenario have a familiar historical precedent, of course, in Des-
cartes’s refl ections on the Evil Demon scenario.” The connection with 
the Cartesian deceiver is not entirely accurate and I fi nd the proper 
role of deception to be controversial. Putnam actually writes: “Perhaps 
there is no evil scientist, perhaps (though this is absurd) the universe 
just happens to consist of automatic machinery tending a vat full of 
brains and nervous systems” (Putnam 1981: 6). In Putnam’s BIV world 
everyone is raised as brains in vats, but their perceptual input is quali-
tatively just like ours. Could this be our predicament? Putnam argues 
from some plausible assumptions about the nature of reference to the 
conclusion that it is not possible that all sentient creatures are brains 
in a vat. A deceivingly simple and enormously infl uential argument 
(‘BVA’ for short) in various fi elds of philosophy. The collection divides 
into three parts, though the issues are inter-connected. Putnam uses 
conceptual tools from philosophy of language in order to establish the-
ses in epistemology and metaphysics.

The fi rst part, “Intentionality and the philosophy of mind and lan-
guage” opens with an essay by Anthony Brueckner, one of the earliest 
commentators who wrote several papers on the argument. His seminal 
paper reconstructed the argument in terms of a disjunctive dilemma 
suggested by Putnam (Brueckner 1986: 154; more or less reproduced 
by Pritchard and Ranalli in Goldberg 2016: 78):
(1) Either I am a BIV (speaking vat-English) or I am a non-BIV 

(speaking English).
(2) If I am a BIV (speaking vat-English), then my utterances of ‘I 

am a BIV’ are true iff I have sense impressions as of being a BIV.
(3) If I am a BIV (speaking vat-English), then I do not have sense 

impressions as of being a BIV.
(4) If I am a BIV (speaking vat-English), then my utterances of ‘I 

am a BIV’ are false. [(2), (3)]
(5) If I am a non-BIV (speaking English), then my utterances of ‘I 

am a BIV’ are true iff I am a BIV.
(6) If I am a non-BIV (speaking English), then my utterances of ‘I 

am a BIV’ are false. [(5)]
(7) My utterances of ‘I am a BIV’ are false. [(1), (4), (6)]
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Whatever proposition is expressed by my utterances of ‘I am a BIV’ is 
a false proposition. The anti-skeptical conclusion seems to be that I 
therefore know that I am not a BIV. The argument is based on an anal-
ysis of the truth conditions for the sentences uttered (or thought) by a 
BIV. These conditions depend on the assignments of references which 
one would make in evaluating the truth value of BIV’s utterances. Ac-
cording to semantic externalism when S uses a referring term, she re-
fers to whatever typically causes her uses of that term (in the case of 
BIV—sense impressions as of being a BIV, according to Brueckner and 
many other commentators, but not real “brains” and “vats”). 

The exact role and type of externalism used in the argument has 
been disputed, however. Kallestrup (Goldberg 2016: 53) argues that 
the causal constraint on reference needed in Putnam’s proof is actu-
ally quite weak and consistent with semantic internalism: “semantic 
externalists are no better placed than semantic internalists in terms of 
being able to appeal to Putnam’s proof as a semantic response to epis-
temological skepticism.” Grundmann (Goldberg 2016: 90–110) on the 
other hand compares the New Evil Demon (NED) intuition—one can 
have justifi ed beliefs about the world even if one is living in a demon 
world with the Old Evil Demon (OED) intuition (BIV, dream). Accord-
ing to the latter one cannot possess justifi ed beliefs about the world 
unless one is able to rule out relevant skeptical hypotheses. There was 
always a strong tendency to regard the NED intuition as evidence for 
the internalism, but Grudmann argues that the NED intuition does not 
provide a compelling argument for mentalism but is in fact compatible 
with the view that justifi cation requires reliability. The BVA assumes 
the view that the individuation conditions of mental content depend, in 
part, on external or relational properties of the subject’s environment. 
If these connections are constructed reliabilistically and reliability is 
a necessary condition for justifi cation this would vindicate the crucial 
role of externalism in Putnam’s argument, or so it seems.

An interesting new development in this area is explored by Ber-
necker (Goldberg 2016: 54–72). Whereas content externalism locates 
mental states inside the head or body of an individual, the hypothesis 
of extended mind claims that the role of the physical or social environ-
ment is not restricted to the determination of mental content. Mental 
states are not only externally individuated but also externally located 
states. Just as the brain in a vat forms a coupled system with the su-
percomputer that feeds it all of its sensory-input signals, the supercom-
puter forms a coupled system with the evil scientist who programs it 
(Goldberg, ed. 2016: 64). But the scientist presumably speaks a “nor-
mally” referring language, and since the brain in a vat should count 
as an extension of the evil scientist’s mind it too, can, after all refer to 
trees and vats and so on. When content externalism is combined with 
the extended mind hypothesis it is robbed of its anti-skeptical power 
according to Bernecker.
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The topic of externalism, self-knowledge and reliabilism in the form 
of sensitivity principle is also discussed by Becker (Goldberg 2016: 111–
127). The crucial belief “I am a not BIV” is sensitive (and thus fulfi lls 
a necessary condition for knowledge), for if it were false I would not 
believe that I am. “I would have some other belief, such as that I am 
not some specifi c state type of some particular automated machinery” 
(Goldberg 2016: 116). But unless I know that my terms are referring 
and my thoughts are about brains and vats, I don’t know whether the 
belief that I express by ‘I am not a BIV’ is that I am not a BIV. The ap-
peal to sensitivity has not explained how I could know that the skepti-
cal hypothesis is false. Becker’s result is largely negative—sensitivity 
adds nothing to the standard view and standard discussion.

Standard discussion views the BIV scenario primarily as a vehicle 
for Cartesian angst (cf. Button in Goldberg 2016: 142). The worry that 
it generates is that appearances might be radically deceptive, so that 
(almost) all of our beliefs are false. In particular, my utterances of ‘I 
am a BIV’ are false if I am a BIV (speaking vat-English), according 
to Brueckner (recall step 4 in the disjunctive argument above). The 
vat-English truth conditions of ‘I am a BIV’ are not satisfi ed because 
of deception (I am not fed experiences about my “reality”, representing 
me to be a disembodied BIV). But I think that deception, implying false 
beliefs, is, strictly speaking, not essential at all. On the assumption of 
externalism BIVs lack conceptual resources to even think about the 
reality of their situation. The Evil Demon scenario has undergone an 
important historical transformation.

We should follow the suggestion by Miščević (Miščević 2016) and 
explore the diachronic developments in a long-term life of a thought 
experiment. The BIV scenario lies at the intersection of “trails” of two 
thought experiments, the Cartesian Evil Demon scenario and Put-
nam’s Twin Earth scenario (Oscar on the Twin Earth, not being in 
causal contact with Earthly H2O, does not refer to water). Deception is 
of course crucial in the Cartesian scenario, but when the two scenarios 
are combined all the anti-skeptical work is done by semantic external-
ism—in order for our words to refer to a particular kind of thing, it is 
necessary for our uses of the term to be connected in an appropriate 
way with things of that kind. Recall Putnam’s initial analogy: an ant is 
crawling on a patch of sand and as it crawls, it traces a line in the sand 
which ends up looking like a caricature of Winston Churchill (Putnam 
1981: 1). The Putnamian intuition is that the caricature does not refer 
to or represent Churchill, because the presuppositions of successful ref-
erence are not fulfi lled. This suggests that the main problem with BIV 
mental states is not a cruel deception, but lack of proper connection.

Suppose we take seriously the parenthetical part of Putnam’s own 
comment (Putnam 1981: 15): “the sentence ‘we are brains-in-a-vat’ says 
something false (if it says anything).” We should then reconsider the 
anti-skeptical argument not on the assumption that “We are not brains 
in a vat” is false, rather, the preconditions for its being true or false 
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are not fulfi lled (I try to do this in Šuster 2016). To repeat, I think that 
Putnam’s externalism is the basis of his reply to BIV skepticism: no 
false beliefs because no real beliefs (thoughts) at all (and not because 
some demonic machinery is feeding us false impressions). Still, a vast 
majority of authors in the collection take the crucial role of massively 
false beliefs for granted (with Folina as an exception).

I will return to the assessment of the Putnam-style refutation of 
radical skepticism later (Part II: “Epistemology”). Let me jump to the 
third and the largest section, “Metaphysics”, covering Putnam’s model-
theoretic argument (MTA) against metaphysical realism (MR) and its 
connections with the brain in vat argument (BVA). It is a vexed issue 
how to reconstruct interrelations between MTA, BVA and MR. Even 
Putnam himself is (characteristically) ambiguous. According to his own 
report (Putnam 1992: 362):

I gave a seminar at Princeton in the late seventies at which I presented and 
defended my model-theoretic arguments. David Lewis, who was present, 
commented that “there must be something wrong somewhere”—because, if 
my arguments were right, it followed that we could not be brains in a vat! 

So there is a direct connection between the BIV scenario and the mod-
el-theoretic argument, MTA implies BVA? But there are other reports, 
for instance by Brueckner, who thinks that BVA should be sharply dis-
tinguished from the model-theoretic argument against metaphysical 
realism (1986: 149, footnote 2):

Putnam has indicated (in conversation) that it was in fact his intention to 
construct an argument in chapter 1 [of Putnam 1981, i.e. BVA, D.Š.] quite 
different from the model-theoretic argument of the later chapters. 

Guyer (1992: 100) noticed that some commentators are committed to 
the assumption that the views of a great philosopher like Kant must 
possess a profound unity that can be brought out by a sympathetic 
interpretation. A different interpretation is defended by Guyer himself 
and the so called “patchwork” theorists: Kant’s greatness lies more in 
some of his particular analyses and arguments and in his recognition of 
the complexity of the connections among them than in his pretensions 
to systematicity. I think that something similar is true of Putnam and 
his interpreters. Button and Sundell belong to the camp of unifi ers, 
Sher is clearly a patchwork theorist, Douven and Marino are less ex-
plicit, but probably also accept just a juxtaposition, not an amalgama-
tion of BVA and MTA.

Let me start with Putnam himself. The fi rst chapter of Reason, 
Truth and History is dedicated to the BIV scenario, and model the-
oretic results are briefl y mentioned (Putnam 1981: 7), when he says 
about the BVA argument: “It fi rst occurred to me when I was thinking 
about a theorem in modern logic, the ‘Skolem-Löwenheim Theorem’, 
and I suddenly saw a connection between this theorem and some argu-
ments in Wittgenstein’s Philosophical Investigations.” The prime locus 
of Wittgensteinian themes seems to be the private language argument: 
mental representations are not magically connected with what they 
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represent. On the other hand, when discussing the problem of (anti)
realism later in the book, the possibility of a BIV scenario is one of 
the dividing issues between the camps. According to the perspective of 
metaphysical realism:

… the world consists of some fi xed totality of mind-independent objects. 
There is exactly one true and complete description of ‘the way the world 
is’. Truth involves some sort of correspondence relation between words or 
thought-signs and external things and sets of things. I shall call this per-
spective the externalist perspective, because its favorite point of view is a 
God’s Eye point of view (Putnam 1981: 49).

On the internalist perspective, defended by Putnam, the question of 
what objects does the world consist of is a question that it only makes 
sense to ask within a theory or description. ‘Truth’, in an internalist 
view, is some sort of (idealized) rational acceptability. A ‘Brain in a 
Vat World’ is then only a story and not a possible world at all (Putnam 
1981: 50):

For from whose point of view is the story being told? Evidently not from 
the point of view of any of the sentient creatures in the world. Nor from the 
point of view of any observer in another world who interacts with this world; 
for a ‘world’ by defi nition includes everything that interacts in any way with 
the things it contains. ... . So the supposition that there could be a world in 
which all sentient beings are Brains in a Vat presupposes from the outset a 
God’s Eye view of truth, or, more accurately, a No Eye view of truth — truth 
as independent of observers altogether.

For a metaphysical realist the truth of a theory consists in its corre-
sponding to the world as it is in itself, so the BIV scenario cannot be 
dismissed. This establishes an elegant connection between MR and 
BIV in the form of modus tollens, in the version of Sundell (Goldberg 
2016: 229):
1) If metaphysical realism is true, then pervasive error is a coher-

ent possibility.
2) But pervasive error is not a coherent possibility.
3) So metaphysical realism is false.
The fi rst premise is based on the non-epistemic notion of truth inher-
ent to MR: even an empirically adequate theory—a theory that is pre-
dictively accurate and that satisfi es any theoretical virtue one may 
like—may still be false (cf. Douven in Goldberg 2016: 175). In Putnam’s 
earlier writings the BIV scenario sometimes really fi gured as an illus-
tration of the possibility of pervasive error. According to MR (Putnam 
1977: 485)

THE WORLD is supposed to be independent of any particular representa-
tion we have of it—indeed, it is held that we might be unable to represent 
THE WORLD correctly at all (e.g., we might all be “brains in a vat”, the 
metaphysical realist tells us).
The most important consequence of metaphysical realism is that truth is 
supposed to be radically non-epistemic—we might be “brains in a vat” and 
so the theory that is “ideal” from the point of view of operational utility, 
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inner beauty and elegance, “plausibility”, simplicity, “conservatism”, etc., 
might be false.

But Putnam (1981) does not justify premise (2) above with the impossibil-
ity of BIV demonstrated by BVA. The main work of justifying the impos-
sibility of pervasive error is done by MTA, an epistemically ideal theory is 
guaranteed to be true, according to Putnam. As noted by Sundell:

For an ideal theory to be false, it must be the case that the theory fails to 
correspond to what the world is like on the correct interpretation of that 
theory. But the MTA shows that there is no way to privilege such an inter-
pretation as correct. The theory is guaranteed to be true on some interpre-
tation, and nothing from inside or outside of the theory can show that that 
interpretation is the wrong one (Goldberg 2016: 229).

But what I fi nd much more doubtful is that for Sundell “... the anti-re-
alist application of the BVA is the same as the anti-realist application 
of the MTA. Both arguments attack the coherence of pervasive error” 
(Goldberg 2016: 234). Putnam’s aim in his 1981 was to refute three “so-
lutions” to the puzzle of what it is that determines reference and meta-
physical realism is not the main target (cf. De Gaynesford 2011: 579). 
The main problem is the relation of correspondence on which truth 
and reference depend for MR. Putnam argues that MR cannot offer a 
satisfactory account of determinate referential relations between the 
words and the things. If one is in BIV the relation of independent cor-
respondence characteristic for MR is not available, so, given MR com-
mitments, the scenario is paradoxical, a puzzler (Putnam 1981: 51). 
As he notes in his earlier writings, “Suppose we (and all other sentient 
beings) are and always were “brains in a vat”. Then how does it come 
about that our word ‘vat’ refers to noumenal vats and not to vats in the 
image?” (Putnam 1977: 487).

We can agree with Sher (Goldberg 2016: 208) that the MTA argu-
ment shows that (i) we cannot theoretically determine the reference of 
our words, and that, as a result, (ii) we must renounce the correspon-
dence theory of truth and robust realism. The BVA argument, on the 
other hand, shows, that (iii) we cannot truly believe that we are BIVs, 
and that (iv) Cartesian skepticism is thus undermined. MTA is the 
main weapon against MR and BVA seems to be a different, juxtaposed 
issue. Sher is also critical with respect to Putnam’s results—she thinks 
that the meta-logical considerations that lead Putnam to conclude (i) 
are irrelevant to a robust realist/correspondence account of reference (I 
tend to agree).

The other two “patchwork” theorists, Douven and Marino, do not 
have much to say about BVA, but they are also critical with respect 
to the prospects of MTA. According to Douven MTA against realism is 
based on two assumptions:
(CT) Truth is a matter of correspondence to the facts.
(SN) Semantics is an empirical science like any other.
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At the time when the MTA was conceived, it was common to think that 
a semantics could not be scientifi cally acceptable if its key concepts 
could not be accounted for in strictly physicalist terms. But (CT) is no 
longer the only game in the town, specialists working on truth are now-
adays more inclined toward some version of defl ationism. Douven ar-
gues, convincingly, that semantics can be pursued in a scientifi c spirit 
without necessarily being part of a reductionist–physicalist research 
program. Thus MTA is no longer supported (Goldberg, ed. 2016: 189). 

Marino discusses the question how does the model-theoretic argu-
ment look from the point of view of contemporary naturalism. She also 
stresses that naturalistic forms of disquotationalism diverge from or 
challenge Putnam’s own understanding of reference and truth. Her 
prime example of a contemporary naturalistic philosopher is “the Sec-
ond Philosopher”, from Maddy (2007). The whole idea of metaphysical 
realism is somehow misguided from the perspective of modern natural-
ism and, at least from the contemporary perspective, Putnam seems to 
be fi ghting a straw man:

... the rejection of metaphysical realism seems signifi cant to Putnam only 
because of his desire for an account that will, from outside the use of our 
methods, support and justify those methods—a desire the Second Philoso-
pher does not share (Marino in Goldberg 2016: 200).

On the other pole of interpretation the main defender of unifi cation is 
Button. He sees a deep connection between Putnam’s thoughts on BIVs, 
on Skolem’s Paradox, and on permutations (also called the “cats and 
cherries” argument from the Appendix in Putnam 1981: 217–218). The 
last two are based on model-theoretical results but Button unites them 
all in the form of the BIV-style argument. All types of skepticism—
permutation-skepticism (the worry is that our words do not refer as 
they are intuitively supposed to), skolemism (the worry here is that we 
cannot tell whether there really are uncountable sets, or merely seem 
to be1) and BIV skepticism are self-refuting when considered as types 
of internal skepticism. Internal skepticism is based on assumptions 
which we ourselves hold, the skeptic raises an antinomy from within 
our own worldview. The lynchpin of all of the anti-skeptical arguments 
is self-refutation, if the skeptical scenario were actual, then we would 
be unable to articulate this (Goldberg 2016: 153). 

Button elegantly develops the template in the form of the BIV-style 
argument, where the core principle is the principle of disquotation. Ac-
cording to Brueckner’s original assessment (cf. Pritchard and Ranalli 
in Goldberg 2016: 78) one can get the proper anti-skeptical conclusion 

1 Let me note a disturbing typo, the argument against the skolemist is stated as 
(Goldberg 2016: 143):

 (1S) A smallworlder’s word ‘countable’ applies only to countable (H) sets.
 (2S) My word ‘countable’ applies only to countable (H) sets.
 (3S) So: I am not a smallworlder.
But surely, (2S) should be “My word ‘countable’ does not apply only to countable 

(H) sets.”
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“It is not the case that I am a BIV” from “My utterances of ‘I am a BIV’ 
are false” only with the help of the additional disquotation principle:
(T) My utterances of ‘I am a BIV’ are true iff I am a BIV.
This looks question-begging. I am entitled to (T) only if I am entitled to 
assume that I am a normal human being speaking English rather than 
a BIV speaking referentially defective vat-English. Since I do not know 
whether I am speaking English or vat-English, I do not know whether the 
truth conditions of my utterances of ‘I am a BIV’ are disquotational ones 
or not. Still, Button, Ebbs, Sundell and in this collection also Brueckner 
(Goldberg 2016: 21–22), they all defend our knowledge of the semantics 
of our own language (i.e. our language disquotes and we are entitled to 
(T)). According to Ebbs (Goldberg 2016: 27–36) the goal of the argument 
is not to show, by strictly a priori methods, that we are not always brains 
in vats. Rather, we always start “relying on already established beliefs 
and inferences, and applying our best methods for re-evaluating particu-
lar beliefs and inferences and arriving at new ones” (Goldberg 2016: 31). 
The point of the BVA is to transform our understanding of the statement 
that we are not always brains in vats. If we presuppose substantive be-
liefs that suffi ce for minimal competence in the use of the words, we may 
infer that the disquotational premise (T) is true.

This is still very cautious. In the opening article of the collection 
Brueckner now defends Putnam’s reasoning in the form of the Simple 
Argument (Goldberg 2016: 21–22):
(1) If I am a BIV, then my tokens of ‘tree’ do not refer to trees.
(2) My word ‘tree’ refers to trees.
(3) So, I am not a BIV.
How does he refute his own earlier criticism? How is (2) justifi ed? 
Brueckner now claims that whichever language is the one that I am 
speaking (English or vat-English), my language disquotes. This is li-
censed by my knowledge of the semantics of my own language (Gold-
berg 2016: 24). 

Button is the most resolute of the three—for him the falsity of dis-
quotation is genuinely unrepresentable. He considers the following ver-
sion of BVA (Goldberg 2016: 135):
(1B) A BIV’s word ‘brain’ does not refer to brains.
(2B) My word ‘brain’ refers to brains.
(3B) So: I am not a BIV.
Premise (1B) is justifi ed by semantic externalism and premise (2B) by 
defending disquotation in the mother-tongue. To understand, talk or 
even just present the BIV scenario, we need to rely on disquotation, 
so the skeptic cannot even raise doubts about (2B)—“premise (2B) is 
implicitly required by the BIV skeptic herself in the very formulation 
of her skeptical challenge …, to deny (2B) is self-refuting” (Button in 
Goldberg 2016: 137). Without relying upon disquotation the skeptic 
cannot even present her worry that everyone is a BIV.
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For Button a simple argumentative template, based on self-refuta-
tion (as exemplifi ed by the BVA), shows us how to defeat skolemism, 
permutation-skepticism and BIV skepticism and, in so doing, how to 
overthrow certain philosophical pictures. The process that unifi es MTA 
and BVA is the following (Goldberg 2016: 153):
Step 1. Isolate a particular philosophical picture.
Step 2. Observe that some skeptical challenge is unanswerable, given 

 this picture.
Step 3. Show that the skepticism in question is actually self-refuting 

 (or reliant on magic).
Step 4. Conclude by rejecting the original picture as incoherent 

 (or reliant on magic).
Let me start by noting that this unifying process is very general, it 
could easily fi t, for instance, Berkeley’s critique of materialism as a 
particular philosophical picture (given materialism the skeptical chal-
lenge is unanswerable, but skepticism is self-refuting, because in order 
to conceive of mind-independent objects, we must ourselves be conceiv-
ing of them.) A road to idealism as is often suspected by Devitt in his 
comments on Putnam? Not necessarily, the process could perhaps also 
fi t some of Wittgenstein’s strategies, the point is, rather, that there 
need not be any specifi c unity in Putnam’s discussions of brains in vats, 
of Skolem’s paradox, and of cats and cherries (that all and only those 
three arguments fi t the procedure diagnosed by Button). My sympa-
thies remain with the patchwork theorists but as it is clear from the 
quotes above, in the late seventies there were several lines of thoughts 
in Putnam’s writings, sometimes separate, sometimes intersecting and 
Button does a great job in his attempt to provide a unifi ed picture (also 
in his very elegant and “user-friendly” presentation of skolemism and 
the permutation argument).

Next, is it really impossible to make sense of the statement that 
we are not always brains in vats being false? It seems to me that our 
knowledge of semantic features (disquotation) of our own language 
cannot be apriori—it is an established semantic fact that even in plain 
vernacular English containing empty names (and perhaps vague ex-
pressions) disquotation fails. Suppose we take seriously the idea that 
sentences uttered by BIVs are neither true nor false, because the pre-
conditions for their having a truth value are not fulfi lled. The disquota-
tion scheme for sentences is just the Tarski’s schema:
(T) “P” is true if and only if P
If truth-value gaps are admitted, then this principle is no longer valid. 
Sentences with empty terms (‘this dagger’ when used by someone under 
a hallucination), lack the disquotational properties. Yet we still seem to 
be linguistically competent and possess some level of understanding of 
our words even if disquotation fails. “Quasi-understanding” perhaps, so 
that BIV’s mental states lacking normal referential properties do not 
count as real thoughts but “quasi-thoughts” only. Still, BIV’s are not 
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like ants, the scenario makes sense only if they are relevantly similar 
to us—capable of engaging in cognitive mental activities. In the vat I 
cannot really think “I am a brain in a vat” since I cannot think about 
real world brains and real world vats. But, as Folina (Goldberg 2016: 
172) rightly notices, it does not follow that I cannot have thoughts that 
are epistemically identical to the BIV thought or nearly so. Just recall 
the discussions about narrow content—no matter how different the in-
dividual’s environment were, the belief would have the same content it 
actually does. Horgan, Tienson and Graham, for instance, defend the 
notion of narrow phenomenology—according to Cartesian intuitions, 
as they name them, one intuitively judges that the BIV’s mental life 
exactly matches one’s own, the BIV has numerous beliefs, both percep-
tual and non-perceptual, that exactly match one’s own “normal” beliefs 
(Horgan et al. 2004: 297). Can we really exclude this possibility on the 
grounds of self-refutation? Contrary to Ebbs I fi nd the worry of the 
question-begging nature of the BVA quite persuasive (Brueckner 1986: 
160, quoted by Ebbs in Goldberg 2016: 36):

I can conclude from this [argument] that I am a normal human being rather 
than a BIV—and thereby lay the skeptical problem to rest—only if I can as-
sume that I mean by “I may be a BIV” what normal human beings mean by 
it. But I am entitled to that assumption only if I am entitled to assume that 
I am a normal human being speaking English rather than a BIV speaking 
vat-English. This must be shown by an anti-skeptical argument, not as-
sumed in advance.

The challenge has now really changed—the original worry was the Car-
tesian possibility of having massively false beliefs, the “new” skeptical 
worry is how do we know that our terms refer, that the preconditions 
of our having real thoughts are fulfi lled. Or, in words of Folina, our in-
ability to think of or about the exact conditions under which we may 
be deluded implies that the skeptical thought lacks specifi city, it does 
not make it incoherent (Goldberg 2016: 172–173). Similar critical voices 
are represented by Pritchard and Ranalli (Goldberg 2016: 75–89). They 
provide a list of critiques of the anti-skeptical potential of BVA, end-
ing on a pessimistic note—the BIV hypothesis is simply a template for 
making vivid what might be our actual epistemic predicament. “Prima 
facie it’s hard to see why some of those possible truths [truths we can-
not conceive] are not skeptical, representing our epistemic predicament 
in ways that we cannot conceive” (Goldberg 2016: 89). And Sher adds 
(Goldberg 2016: 225): “… if there are conditions under which BIVs could 
fi gure out some things about the world, are we as different from them 
as Putnam thinks we are? Is it absolutely irrational to entertain the 
possibility that we are them, that we are at least a little bit like them?”

Let me try to summarize the problem of the relationships between 
BVA, MTA and MR from the perspective of the BIV scenario. Skepti-
cism was traditionally a road to anti-realism (a total denial of knowl-
edge is diffi cult to sustain, so the “reality” cannot be something that 
transcends our cognitive abilities) and externalism, in general, was 
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supposed to be realistic in spirit. One would therefore expect the anti-
skeptical argument such as BVA to support realism, but Putnam is 
more subtle. According to his intersecting lines of thinking only inter-
nal realism can deliver the anti-skeptical goods. Metaphysical realism 
is always in the grip of the “mind the gap” warning: even a rationally 
optimal or ‘ideal’ theory of the world could be mistaken. Putnam argues 
that this is not possible, but his main weapon against MR is the model-
theoretic argument. Metaphysical realism commits itself to claim that 
uniquely determinate referential relations exist between what we say 
(and think) and the world, and MTA challenges this claim. This sug-
gests that we should interpret the BIV scenario as a referential puzzle 
for MR and not as a way of showing that pervasive error is incoherent 
and in this way opposing the view that a theory which gives every ap-
pearance of being true might really be radically false.

BVA, on the other hand, is primarily an anti-skeptical argument, 
but a Putnam-style refutation of radical skepticism looks like a small-
pox vaccine which prevents the severest and the rarest form of small-
pox only. The BVA excludes just those bad scenarios “cooked up to be 
vulnerable to the semantical reply” (Christensen 1993: 302), but one 
remaining is enough to “kill” your knowledge (DeRose 2000: 128). Even 
on its own terms Putnam’s reasoning remains unconvincing as an an-
tidote for skepticism—most of the vast literature has been critical and 
my presentation might be biased in this respect since the collection is 
quite balanced between those who assess the anti-skeptical potential of 
the argument positively (Brueckner, Ebbs, Button, Sundell) and those 
who are more doubtful (Pritchard and Ranalli, Folina, Sher). The con-
nections between MTA and BVA might be tenuous (to loose to justify 
six articles out of fourteen altogether in any case), and perhaps some 
space should be dedicated to the historical dimension of BIV instead 
(this type of thought experiment did not start with Putnam in 1981). 
Still this is an excellent collection of papers provoking and extending 
discussion in various directions, the long-term life of the brain in a vat 
thought experiment seems to be guaranteed.

References
Brueckner, A. 1986. “Brains in a Vat.” The Journal of Philosophy 83: 148–

16.
Christensen, D. 1993. “Skeptical Problems, Semantical Solutions.” Philoso-

phy and Phenomenological Research 53: 301–321.
Goldberg, S. C. (ed.). 2016. The Brain in a Vat. Cambridge: Cambridge 

University Press.
De Gaynesford, M. 2011. “Putnam’s Model—Theoretic Argument.” In 

Hales, D. (ed.). A Companion to Relativism. Oxford: Wiley-Blackwell: 
569–587.

DeRose, K. 2000. “How Can We Know that We’re Not Brains in Vats?” 
The Southern Journal of Philosophy, Spindel Conference Supplement 
38: 121–148.



 D. Šuster, “The Brain in Vat” at the Intersection 217

Descartes, R. 2008. Meditations on First Philosophy. New York: Oxford 
University Press.

Guyer, P. 1992. “Kant’s Theory of Freedom by Henry E. Allison.” The Jour-
nal of Philosophy 89: 99–110.

Harman, G. 1973. Thought. Princeton: Princeton University Press.
Horgan, T., Tienson, J., Graham, G. 2004. “Phenomenal Intentionality and 

the Brain in a Vat.” In Schanz, R. (ed.). The Externalist Challenge. Ber-
lin: Walter de Gruyter.

Maddy, P. 2007. Second Philosophy: A Naturalistic Method. Oxford: Oxford 
University Press.

Miščević, N. 2016. “In Defense of the Twin Earth—The Star Wars Con-
tinue.” European Journal of Analytic Philosophy 12 (2).

Putnam, H. 1977. “Realism and Reason.” Proceedings and Addresses of the 
American Philosophical Association 50 (6): 483–498.

Putnam, H. 1981. Reason, Truth and History. New York: Cambridge Uni-
versity Press.

Putnam, H. 1992. “Replies.” Philosophical Topics 20 (1): 347–408.
Putnam, H. 1994. “Comments and Replies.” In Clark, P., Hale, B. (eds.). 

Reading Putnam. Oxford: Blackwell: 242–295.
Šuster, D. 2016. “Dreams in a Vat.” European Journal of Analytic Philoso-

phy 12 (2).
Tallis, R. 2011. Aping Mankind: Neuromania, Darwinitis and the Misrep-

resentation of Humanity. London: Routledge.



218



219

Croatian Journal of Philosophy
Vol. XVII, No. 52, 2018

Book Reviews

Michael Stuart, Yiftach Fehige and James Robert 
Brown (eds.), The Routledge Companion to Thought 
Experiments, London: Routledge, 2018, xiii+567 pp.
The Routledge Companion to Thought Experiments is a comprehensive and 
unprecedented collection of works meticulously compiled by Stuart, Fehige 
and Brown, the pioneers on the topic of thought experiments. The mag-
nitude of the volume is nothing short of impressive as it draws together 
contributors dispersed across numerous spheres of philosophical inquiry. 
It is divided into four major parts, taking four different perspectives in ap-
proaching the discussion.

The fi rst part is a selection of papers covering the topic of thought ex-
periments from a historical perspective. It opens with a piece entitled “The 
triple life of thought experiments” by Katarina Ierodiakonou. In the be-
ginning, she presents a couple of thought experiments from the antiquity 
including the one found in Aristotle’s Physics of a man standing on the edge 
of the universe trying to extend his hand, the famous Ring of Gyges from 
Plato’s Republic and the Sextus Empiricus’ in Against the Physicists deal-
ing with the possibility of motion with regards to the existence of atoms, all 
of them serving the function of either confi rming or refuting a particular 
theory. The purpose of her article is twofold; she explores the notion of 
thought experiments in ancient philosophy as a concept compared to its 
use in contemporary philosophy while also introducing a novel, somewhat 
uncommon role of thought experiments which was characteristic of the 
ancient Sceptics. In discussing the former she emphasizes that the term 
itself is a novel concoction and as such it has not been used by the an-
cient Greeks. Furthermore, she argues that they did not think of thought 
experiments as a special category of philosophical endeavor as they are 
thought of in contemporary philosophy but rather they were considered to 
be examples, corresponding to the Greek word paradeigmata. Nonetheless, 
she does not consider that to be an obstacle in applying the term thought 
experiments to their ‘examples’ as they share some of the core properties 
with what we call thought experiments.

After she has laid the ground for discussing the ancient ‘examples’ as 
thought experiments she delves into the function and usage of TE’s by the 
ancients offering an additional role to the confi rmation or refutation of a 
theory, namely the suspension of belief, which can be found in the works of 
ancient Sceptics. Looking past refutation and confi rmation as their func-
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tion in discussions, she takes a step back specifying a general characteris-
tic of ancient thought experiments: “the imaginary assumption initiates a 
process of thinking without a previously settled or determined conclusion, 
namely a series of arguments that should be clearly spelt out, compelling us 
to make up our mind on a particular subject” (35) which she considers to be 
the controversial nature of thought experiments. In support of that claim, 
she outlines the discussion between the Stoics and the Sceptics on several 
thought experiments, two of which are Plutarch’s The Ship of Theseus and 
Chrysippus’s Dion and Theon. Both the Stoics and the Sceptics agreed on 
the aforementioned controversial nature of thought experiments although 
they reached opposing conclusions; the Stoics used them to confi rm or refute 
a thesis while Sceptics aimed at inducing a suspension of belief by allowing 
the possibility of reaching different conclusions.

Thus, what we can take home from her article is not just a piece of the 
historical puzzle of the ancient thought experiments but a lesson from the 
Sceptics as to the suspension of judgment which, in the contemporary set-
ting is not advisable to be used with relentlessness and vigor of the Scep-
tics, but could at least make us more wary and less eager to settle for a 
conclusion which is controversial and ambiguous. Our skepticism should be 
rationed in healthy doses but employed nonetheless for it keeps us on our 
philosophical toes.

The second part of the collection is dedicated to the thought experiments 
with regards to specifi c branches of philosophy. Georg Brun’s “Thought ex-
periments in ethics” is a compact and systematic analysis of thought ex-
periments in the domain of ethics. After briefl y outlining several thought 
experiments of the contemporary discussion including the ‘Trolley’, ‘Pond’, 
‘Violinist’, ‘Ticking Bomb’, and the ‘Original Position’ he engages in a re-
construction of the thought experiments by explicating three key elements: 
“(1) A scenario and a question are introduced. (2) The experimenter goes 
through (imagines, thinks about, etc.) the scenario and arrives at some re-
sult. (3) A conclusion is drawn with respect to some target (e.g., an ethically 
relevant claim or distinction)” (196). Consequently, he makes a distinction 
between ‘core’ thought experiments which rely on the fi rst two conditions 
and the extended ones which involve all of the three aforementioned prop-
erties thereupon dedicating the rest of the article to the analysis of the ex-
tended thought experiments. Firstly, his efforts are directed towards ‘epis-
temic’ thought experiments where he differentiates between constructive 
and destructive ones which are certainly the most prevalent functions of 
thought experiments together with it being one of the more commonplace 
classifi cations, inspired by James R. Brown. Constructive ones can either 
argue for the possibility of certain scenarios or provide support for a par-
ticular claim or a theory, while destructive are used as counterexamples to 
some claims emphasizing the problems with certain ideas. Subsequently, he 
turns to illustrative and rhetorical thought experiments. Illustrative, as the 
name says, are intended to illustrate or make the problem more vivid and 
relatable thus increasing the understanding of the experimenter. Rhetori-
cal ones are similar to illustrative, however, they are employed when prov-
ing a particular point or arguing for a certain position. Pond experiment can 
be used as both of those. Another type are heuristic thought experiments 
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whose function resembles an ‘exploratory mission’ where the core experi-
ment is run in experimenter’s mind in order to analyze the consequences 
and where it takes the experimenter. Sometimes they are used in determin-
ing which factors are relevant for evoking certain intuitions. As an example, 
Foot’s Trolley case has several variations which entice different intuitions 
about the problem. Their function is to extract the information relevant for 
making moral judgments.

He emphasizes that although epistemic thought experiments are the 
locus of the discussion on thought experiments, according to some accounts 
illustrative and heuristic ones do not fall behind in relevance. Specifi cally, 
it has been argued that understanding could be an important epistemic goal 
of thought experiments, no less potent than generating novel knowledge, 
to which illustrative and heuristic experiments majorly contribute. In dis-
cussing the functions of thought experiments, he narrows the scope to the 
ones grounded on refl ective equilibrium since the functions vary with re-
spect to meta-ethical theoretical framework. He discusses ‘wide’ refl ective 
equilibrium which contains two components; one being that “judgments and 
principles are justifi ed if judgments, principles and background theories 
are in equilibrium” (202) and the other that “this state is reached through 
a process that starts from judgments and background theories, proposes 
systematic principles and then mutually adjusts judgments and principles” 
(202). Under the assumption of cognitive equilibrium, thought experiments 
can be constructive in which an experimenter can produce a commitment to 
an option at any stage in the process, either in core experiments or in the 
extended ones, while deconstructive thought experiments use as a premise 
the result of a core experiment to point out the fl aws in a theory or in the 
background assumptions which are challenged in the extended version.

There are several issues with the thought experiments in ethics, which 
are outlined in this paper. On the one hand, concerning those aiming at the 
result of core thought experiments, it has been argued that they reveal ex-
plicit commitments which appear in experimenter’s mind which is not nec-
essarily how they would act were they faced in real situations. Furthermore, 
there is an issue with regards to intuitions since core thought experiments 
elicit ‘raw’ intuitions which can be revised in the extended ones during the 
process of cognitive equilibrium. The person could conclude the opposite of 
the content of his intuition in cognitive equilibrium, and some would argue 
that defeats the purpose of fi nding out what really is morally relevant. On 
the other hand, concerning the problems of extended thought experiments, 
destructive thought experiments do not always succeed in refuting the the-
ory and it can point to the need for rethinking some assumptions, however, 
it does not pinpoint which information, in particularly, has to be revised. 
Moreover, some thought experiments are analogies constructed based on a 
theory in support of it which is problematic since in order for transferring 
assumptions they need to be explicated.

Challenges to thought experiments are numerous and are directed ei-
ther to a certain function of thought experiment or to a specifi c thought 
experiment. The author briefl y outlines various ways in which thought ex-
periments are put on spot, for example, the issue of intuitions generated 
by them, the possibility or lack thereof to be carried out in the real world, 
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deriving to conclusions etc.  Naturally, Brun pays more attention to some 
well-known objections directed to ethical thought experiments, namely the 
ones questioning how realistic should thought experiments be and the oth-
ers that argue for them being misleading or generating faulty results.

Turning to challenges which address the problem of thought experi-
ments being unrealistic, it is argued that they do not justify moral prin-
ciples which are developed to govern our actions in real life situations to 
which the author replies that some thought experiments deal with more 
fundamental principles that lead moral judgments to which thought experi-
ments still hold relevance. Another challenge argues for the unreliability 
of core experiments of unrealistic scenarios by either questioning the reli-
ability of intuitions or inability to discern what is morally relevant because 
of our own beliefs.

A distinct set of challenges assert that thought experiments are mis-
leading on several accounts; one being that they pose dubious questions not 
encountered in our day-to-day lives or questions which limit the scope of an-
swer. As an example he uses the “Should you pull the lever?”, one which is 
not a plausible real life situation and which can only be answered with ‘yes’ 
or ‘no’ thus ‘leading the witness’, so to speak. Additionally, it is argued that 
they implicitly contain problematic assumptions while side tracking the 
additional information which might prove to be essential. Lastly, there is 
one more challenge to thought experiments, addressing the fact that some 
thought experiments are constructed in the form of analogies so that they 
lead the experimenter to draw conclusions about a situation different than 
what has been depicted in the experiment, examples of which are Pond and 
Ticking Time-bomb thought experiments. The author replies to two such 
objections to using analogies.

The author concludes with the warning that the discussion on thought 
experiments in ethics should not be taken lightly as inadequately construct-
ed thought experiments may be used in public discourse for promoting im-
moral and problematic agendas. This paper is instructional both for novices 
in the exploration of ethics as a branch of philosophy as well as for the 
students tinkering with the subject of thought experimentation. It would 
prove to be no less useful for the experts of both fi elds as it compresses a 
masterfully elegant compendium of ethical intricacies which could prove to 
be a valuable reference text.

Nancy Nersessian’s article “Cognitive science, mental modelling, and 
thought” experiments explores the underlying cognitive mechanisms which 
are employed in the process of thought experimenting.  Her efforts are di-
rected to accounting for the psychological frameworks which make such in-
quiries possible and which ultimately generate the knowledge that is novel 
in our everyday lives as well as in the work of science. Her hypotheses are 
supplemented by an overview of the body of work she offers from the fi elds 
of psychology, cognitive and neurosciences, and philosophy. After briefl y in-
troducing some basic notions and problems of thought experimentation, she 
outlines the ‘story so far’ concerning the mental model framework of which 
she has been the architect alongside Nenad Miščević in this vast edifi ce 
that is the discussion on thought experiments. From the introduction of the 
term ‘mental model’ by Kenneth Craik in 1943 who hypothesized them as a 
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modus operandi of people’s reasoning about physical situations by means of 
employing internal models in exploring them, to the no less infl uential work 
of Johnson-Laird whose Mental Models (1983) exploring the notion of logi-
cal reasoning, working memory and mental models. Although their views of 
mental models differ in some respects it undoubtedly casts a shadow over 
the investigation and discussions of them in years to come which is enor-
mous and beyond the scope of Nersessian’s paper.

Consequently, her attention is directed to interpreting literature on 
discourse and situational models in dealing with the issue of how mental 
models are constructed, the prevalent view being that thought experiments 
are revealed through narrative. However, the importance of narrative does 
not lie in the “system of propositions representing the content of the text” 
(313) to which we apply rules of inferences but rather that the model being 
manipulated is that of the situation represented by narratives as “discourse 
models make explicit the structure not of sentences but of situations as we 
perceive or imagine them (Johnson-Laird 1989: 471)” (313) In support of 
that claim, she mentions several experiments all pointing to the aforemen-
tioned hypothesis.

According to Nersessian, another key cognitive faculty which partakes 
in thought experimenting is mental spatial simulation which means that 
humans have the ability to mentally transform and manipulate objects in 
space that is akin to the physical transformation. After giving a couple of 
examples in overviewing the literature exploring such capacities she con-
cludes with the words of Kosslyn that: “psychological research provides 
evidence of rotating, translating, bending, scaling folding, zooming, and 
fl ipping of images” (314). It is hypothesized that such abilities are due to 
‘internalized constraints assimilated during perception’. Additionally, she 
cites the research which points to physical knowledge taking part in imagi-
nary transformation noticing the subtle connection of imagination, percep-
tion and action emphasis that mental spatial simulation can be employed 
in manipulating both representational and non-representation content. 
Supplementing that notion with the literature on mental imagery and spa-
tial simulation she concludes that perceptual and motor mechanisms do in 
fact largely contribute to construction and manipulation of mental images.

Together with mental simulation she explores the subject of mental 
animation. Even though they are closely related, mental simulation deals 
with spatial and temporal transformation, while mental animation includes 
causal and behavioral knowledge. In other words, mental animation is about 
mentally bringing static representation to life by inferring motion. To illus-
trate this, she uses prominent research done by Mary Hegarty’s Pulley sys-
tems and Daniel Swartz’s gear rotation studies which supply evidence for 
the human ability to perform “simulative causal transformations of static 
fi gures” (316). She highlights several fi ndings, some of which are that par-
ticipants animate the objects in a sequence which is dissimilar to how they 
would be manipulated in the physical world, they often use gestures while 
performing such mental actions, etc. together with the fi ndings from the in-
terference paradigm which imply that performing physically incongruent 
action to the mental animation prolongs the participant’s response time. Ad-
ditionally, she provides insight into neuroimaging studies which show that 
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the same brain areas involved in carrying out motor actions are employed in 
mental simulation, not to mention the fact that observing an action engages 
the brain in a similar fashion to actually performing the action.

In efforts to ground her theory in the long-term memory representation 
as the paper so far outlines compelling evidence just in the domain of work-
ing memory she includes the research done on embodied mental represen-
tation. The research on embodied mental representation aims to show that 
perception and action are integral to numerous cognitive processes such as 
“memory, conceptual processing, and lan guage comprehension” (317). She 
outlines two strands of research in the domain of embodied mental simula-
tion. One deals with the representation of spatial information in mental 
models the results of which indicate that spatial representation is not ‘3D 
Euclidian’ in relation to one’s body and gravity. In other words, representa-
tion of spatial information is ‘egotistical’ linked to the person’s body as a 
frame of reference.

Another line of research she lays out tackles the representation of con-
cepts. In support of Barsalou’s view that mental representations maintain 
perceptual features which are reenacted during cognitive processes, which 
is his interpretation of current research in cognitive and neurosciences, she 
also outlines his distinction between modal and amodal features of concepts, 
introducing the idea of perceptual symbols as fundamental representations 
of both conceptual and sensimotor processing.

The aim of the research disclosed to this point aimed at setting the stage 
and being constituent of thought experiments as simulative model based 
reasoning. The cornerstone of such view is that people in their reasoning 
take advantage of mental models which they manipulate through simula-
tion. Thus, mental models can be described as organized representations 
which are determined by the constraints of experience and current under-
standing like the knowledge of spatio-temporal relations and properties of 
entities, processes etc. The aforementioned constraints are as Nersessian 
enumerates them: “tacit and explicit knowledge of spatio-temporal rela-
tions, the represented situations, entities, processes, and other perti nent 
information such as causal structure” (319). In manipulating mental mod-
els we draw from linguistic, auditory, visual, kinesthetic and many other 
cognitive faculties.  She sees thought experiments as fundamental to hu-
man reasoning and as such its application to scientifi c reasoning is all the 
more reasonable. Even though certainly more complex in nature, they are 
also accessed through narratives, which, as we have already seen, entice 
the experimenter to manipulate the mental model of the situation depicted, 
rather than draw inferences from proposition-like statements. Further, she 
distinguishes between fi ctitious imaginings and thought experiments with 
real life consequences in human day-to-day reasoning deeming the latter as 
far more signifi cant. On that account, she argues that thought experiments 
in science exploit the same capacities she outlined so far in the paper. Her 
hypothesis being:

that the carefully crafted thought-experimental narra tive leads to the construc-
tion of a mental model of a kind of situation and that simulating the consequenc-
es of the situation as it unfolds in time affords epistemic access to specifi c aspects 
of a way of representing the world. (320)
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Lastly, she tackles Norton’s view of thought experiments as arguments 
which enforces the notion that thought experiments produce truths about 
the nature. Nersessian, seeing such a view as too “epistemically potent” 
(320), offers two arguments to oppose it. The fi rst being that thought experi-
ments refer to the kind of phenomena being explored, not to the particular 
situation, thus making them generic. Second, she argues that science uses 
many devices and practices which do not always generate truths about the 
phenomena but, nonetheless, tell us something about the nature of things.

In the introduction of their paper “Intuition and its critics”, Steven Stich 
and Kevin Tobia draw a parallel between linguistics and philosophy with re-
gards to intuition. In Chomskian terms, intuition drives the spontaneous ap-
plication of grammatical properties and rules to novel sentences. The speaker 
does not have to be consciously aware of the rules when they make grammati-
cality judgments and sometimes it is possible to make errors in judgments 
because of various factors that might impede on speaker’s attention, memory 
etc. Similarly, philosophers have posed questions about the world and its 
characteristics in the form of hypothetical situations, evoking the intuitions 
which present themselves instantly in minds of participants of such discus-
sions without explicit appeal to the rules of reasoning. On that note, their 
paper is based on the use of term intuition “for the spontaneous judgments 
that people make about philosophical thought experiments” (370).

After defi ning their use of the term “intuition”, they set out to explore 
the usage of intuition as evidence in philosophy which brings them to the 
pre-Chomskian years of logical positivists whose view on the purpose of phi-
losophy was conceptual analysis. Alongside this view, one of the methods 
of conceptual analysis were thought experiments and compiling intuitions 
evoked by them was the means of acquiring evidential signifi cance. Justifi -
cation for their use is similar to the aforementioned Chomskian take on in-
tuitions about grammar shared by philosophers such as Alvin Goldman who 
maintains that intuitions can bear relevance in exploration of the content or 
extension of the concept. Another view makes use of intuitions as evidence 
for or against theories about phenomena in philosophical discussions for 
example truth, justice, good etc. different from conceptual analysis in that 
they do not seek to pinpoint the people’s concept of these things. Conjoint-
ly, these two stances correspond to two ways of dealing with philosophical 
problems depending on their goal as outlined by Goldman and Pust:

Broadly speaking, views about philosophical analysis may be divided into those 
that take the targets of such analysis to be in-the-head psychological entities 
versus outside-the-head non-psychological entities. We shall call the fi rst type of 
position mentalism and the second extra-mentalism (1998, 183). (370)

Accordingly, mentalist analysis deals with investigation of concepts or in-
the-head psychological entities sometimes aided by implicit or tacit theories 
in their explanation of intuition generation. Conversely, extra-mentalism’s 
analytic aim is harder to discern thus Goldman and Pust in efforts of nar-
rowing down the scope of its inquiry emphasize three domains of their ex-
ploration: universals or Platonic forms, modal truths and natural kinds, 
taxonomy to which Stich adds moral facts. Their common denominator is 
that: “the correctness or incorrectness of an extra-mentalist theory does 
not depend on what is in the head of a person whose intuitions are used 
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as evidence” (371). They consider people’s intuitions to be the truth about 
the extra-mental entities they explore. The problem with such account is 
the ambiguity and inexplicability of the connections between intuitions and 
aforementioned domains since it is not clear how we intuitively access for 
example Platonic forms. However, more problematic claim of extra mental-
ism is the previously mentioned stance that intuitions derived from thought 
experiments indiscriminately illicit the truth about these extra mental enti-
ties. Further, intuitions are challenged by another strong and budding philo-
sophical branch: the experimental philosophy. Contrary to extra-mentalist 
position, evidence from experimental philosophy indicate that intuitions 
vary among people depending on a number of factors which they briefl y out-
line in the followings sections  including the variation of intuition with re-
gards to demographic groups, language and order in which the experiments 
are presented. Furthermore, fi ndings from experimental philosophy also in-
dicate that intuitions are not immune to framing effects and that they are 
affected by the physical and social environment in which they are evoked. 
(Thus, intuition one person has in the Trolley case of pulling the lever does 
not mean that pulling the lever is morally permissible since another person 
has the intuition of not pulling the lever) Besides the fact that studies show 
that intuitions vary across groups and conditions in which they are elicited, 
an additional problem is that people of the same groups and under the same 
conditions still seem to report having differing intuitions.

As a side note, most of these studies also endanger the mentalist stance on 
concepts with the exception of evidence that suggests that people of different 
demographic groups have in fact distinct concepts. As an example, people’s 
concepts vary with respect to the academic fi eld of their interest. Though such 
evidence do not pose problems for mentalist position on concepts per se, it 
should be specifi ed beforehand whose concepts and why they are investigat-
ing. The fi ndings brought forth by experimental philosophy undoubtedly pose 
problems for mentalist and extra-mentalist analyses. In rising to their chal-
lenge, Stich and Tobia propose two ways of overcoming them.

The fi rst appeals to professional ineptitude of the participants in the 
studies, also known as the expertise defense, which argues that the studies 
do not offer valuable insight for philosophy since the participants them-
selves are not professional philosophers. Analogous to other professions, we 
seem to deem the intuitions of doctors or chess players of more relevance 
than those of amateurs in those fi elds. There are several positions one can 
assume in taking the expertise defense; one asserts that philosophers are 
less likely to be seduced by the aforesaid factors which interfere with gen-
erating intuitions such as the order of presentation, framing or “ambient 
odors” while the other relies on the notion that intuitions of philosophers 
are more accurate than those of non-philosophers.

Stich does not hold the former approach in high-esteem as evidence, 
although scarce, does not seem to point to philosophers’ immunity to such 
hindrances. The latter approach, enforced by Daniel Devitt in the domain 
of philosophy of language leave much to be desired. He engaged in an ex-
tensive theoretical exploration of the subject which regrettably has not bar-
ren fruit in the empirical, experimental examination so far. Granted, it is 
extremely diffi cult to empirically test whether philosopher’s intuitions are 



 Book Reviews 227

in fact more accurate than regular folk’s intuitions so Devitt’s efforts are 
nothing if not commendable. Still, one can take an alternative approach to 
what has been outlined so far, known as the restrictive accounts of philo-
sophical intuitions. By defi ning intuitions more narrowly, their incentives 
are to explain why intuitions might be reliable enough to count as evidence 
and to fend of the attacks of experimental philosophy. One of the authors 
who endorse the restrictive position with respect to intuitions is Ludwig 
who proposed that only the intuitions derived from conceptual competence 
are the ones which are valid. Conversely, those infl uenced by factors men-
tioned earlier like framing or order of presentation which do not fall under 
the conceptual competence should not be regarded as intuitions. Such view, 
however, is not without its problems since it is almost impossible to tease 
apart conceptual competence from those interfering factors since the ex-
perimenter herself is not consciously aware of them. Authors like Cappelen 
even go a step further in their restriction of what intuitions entail narrow-
ing their scope so profusely that even philosophical discussions do not seem 
to include them. In that sense, experimental philosophy does not endanger 
the philosophical practice but consequently, his proposal has not gained 
much momentum among philosophers. The paper ends on an optimistic 
note that even though intuitions are highly problematic they should not be 
discarded but rather they should be thoroughly explored further in which 
experimental philosophy should play a key role.

Let me pass on to Michael Stuart’s “How thought experiments increase 
understanding”. As the title indicates, this paper belongs to the domain 
of epistemology, its aim being the capability of thought experiments to in-
crease understanding. The answers to why that function of thought experi-
ments should be analyzed, are brought forth in the very beginning of the 
paper. Upon noticing that a great deal of discussion on thought experiments 
from the epistemological perspective is concerned with the question of how 
thought experiments generate new knowledge without experience, the au-
thor has directed his efforts to an important epistemological aspect which 
does not receive as much attention as it should, namely the contribution of 
thought experiments to understanding. As he points out, there are numer-
ous roles thought experiments can assume to contribute to understanding 
the world among which are illustration of a theory, exemplifi cation of prop-
erties and relations, provision of hypotheses and many others. Their sole 
function need not be increasing the experimenter’s knowledge to be episte-
mologically signifi cant. In order to see how thought experiments increase 
understanding, the author fi rst tackles what understanding is and what 
it entails. He highlights Catherine Elgin’s view on the subject which does 
not limit understanding to propositional knowledge but widens the scope to 
include work, actions, passions, situations etc.

Along the lines of her claim, there have been many classifi cations and 
subtypes of understanding; transitive and intransitive, propositional and 
non-propositional, interrogative and noninterrogative, to name a few. How-
ever, the focus of this paper is on three types of understanding: explanatory 
understanding (EU), objectual understanding (OU) and practical under-
standing (PU). Explanatory understanding is based on explaining, as the 
name says, of why some state of the matter is the way it is and it often but 
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not always, takes the form of propositions.  Objectual understanding is the 
understanding of a thing, or an object itself and in relation to the context 
and subject matter it is immersed in. Finally, practical understanding is 
akin to tacit or implicit knowledge, basically knowledge “how” for example 
“Jimi understands how to play the guitar” (529) and it is contrasted with 
explanatory as it is not run-of-the-mill propositional knowledge.

It is mentioned that there is a debate about whether some kinds of un-
derstanding previously outlined can be reduced to just two or even one sub-
type of understanding. Stuart insists on their separation arguing that each 
type is obtained differently and we have distinct ways of pinning down their 
realization. Naturally, while explanatory understanding should strive for 
providing a better explanation of a phenomena and practical understanding 
should foster some abilities, objectual understanding is not as easy to pin 
down as its purpose is the understanding of the relations between things 
such as entities, events or experiences, objects and background knowledge. 
The authors opts for understanding the semantic content.

In subsequent sections the possibility of each of these types of under-
standing as a result of thought experimentation are given a closer look. In 
support of the hypothesis that thought experiments contribute to explana-
tion, several arguments and studies are offered; one being an online sur-
vey which showed that people (some of which professional philosophers) 
strongly favor thought experiments as a method of explanation, another 
was a study on thought experiments in textbooks which reported that many 
thought experiments are employed because of their explanatory power even 
though they may be outdated. Further, they are prevalent in literature for 
explaining a variety of phenomena, for example, Darwin’s vertebrate eye, 
Newton’s cannonball etc. Explanation can also be viewed as consolidat-
ing phenomena that are in opposition to each other “why does x happen 
as opposed to y?” (531). In such case thought experiments also do not fall 
short. It is also stated that they provide explanation in situations where 
causal relation is sought, for example, in counterfactuals, causal chains etc. 
What these examples tell us is that thought experiments do increase un-
derstanding since explanation and understanding seem to be inextricably 
linked. Furthermore, thought experiments, as it is argued, seem to increase 
meaningfulness by enhancing the semantic connections between objects, 
entities, experiences and so on in contribution to objectual understanding 
(OU). The scientifi c thought experiments often assume such roles as they 
make the problematic and sometimes unfathomable concepts or theories 
more accessible to the laymen as well as to the students on their way to be-
coming experts. The history of science is abundant with such examples and 
two of them are briefl y outlined in this paper, namely Darwin’s vertebrate 
eye and Maxwell’s demon.

Thus, the author asserts that thought experiments help us make seman-
tic connections between concepts, theories, entities and between our past 
and present experiences, abilities etc.

Consequently, several remarks are disclosed in arguing for their fruit-
fulness. What is meant by that is the property of some thought experiments 
which makes us able to do something we had not been able to do before 
engaging in thought experiment for example “manipulate a model, make 
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a successful prediction, produce a good explanation for a phenomena, de-
rive to a particular conclusion” (533). To support his claim, he mentions a 
couple of examples such as using thought experiments in therapy in order 
for clients to confront their fears, in education for incapacitating students 
to make further predictions and inferences about phenomena but also in 
the history of science as Darwin’s vertebrate eye nudged the scientists in 
the following years to acquire the mechanisms by which evolution functions 
thus generating new hypotheses. As to how thought experiments increase 
understanding, the author focuses on objectual and practical understanding 
since explanatory is beyond the scope of this paper.

In explaining objectual understanding he references the work of Eliza-
beth Camp and her notions of perspective, characterization and frames. Per-
spective is the position we assume with respect to the world described in 
the narrative “as if it were the way the narrative presents it” (534). The 
application of perspective to a particular instance or a situation is labeled 
characterization (534). Framed is described as: “a representa tional vehicle 
that crystalizes a perspective by suggesting a characterization” (534). With 
the aid of these terms, the author further explicates how they contribute 
to understanding. Thought experiments provide frames with which we tap 
into characterizations. Although they are non-propositional they can be 
transcribed in forms of propositions but that is not where their potency 
lies. As Stuart asserts, they are “tools for thinking” (535) and good thought 
experiments are those which provide good frames by which we can assume 
a certain perspective which will be of epistemological signifi cance.

In dealing with practical understanding, he highlights Alison Hill’s 
explanation in terms of ‘grasping’ and ‘cognitive control’. Having cogni-
tive control means having the ability to manipulate propositions, i.e. to ex-
plain propositions and what can be deduced from them, to form analogies 
of propositions etc. Even though her account focuses primarily on propo-
sitions, Stuart argues that it can be applied in cases of gaining practical 
understanding by thought experimenting. That can be achieved by expo-
sure to questions and analogies which have to be worked through to get a 
certain result. In that sense, they thought experiments should be formed 
in a way that they provide the necessary information and some guidelines 
to point the experimenter in the right direction, however, the result should 
be gained independently by working out a certain conundrum thus gaining 
‘cognitive control’. Gaining practical understanding can also be achieved 
through various tasks and puzzles, the important element being, as he as-
serts, the open-endedness of a particular problem without giving away pos-
sible solutions before going through an experiment in one’s mind. Finally, 
he proposes some ways of exploring whether thought experiments increase 
understanding by introducing and testing them in educational academic 
settings.

MIA BITURAJAC
University of Rijeka, Rijeka, Croatia
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Harris Wiseman, The Myth of the Moral Brain. The 
Limits of Moral Enhancement, Cambridge: The MIT 
Press, 2016, 352 pp.
For the past decade, the academic debate on the possibility of human 
enhancement1 has produced quite a substantial record (Agar 2007). The 
youngest entry to the enhancement debate is the theme of moral enhance-
ment. This rising new fi eld of research, both scientifi c and philosophical, 
is “concerned not so much with the improvement of physical or cognitive 
capacities, but improvements in the way in which we act or refl ect morally,” 
(Raus et. al. 2014) and is very much fueled by the rapid progress in fi elds of 
neuro and cognitive sciences. Of the many possible approaches to moral en-
hancement, the biomedical approach has become the focal point upon which 
many spears have been shattered in the still ongoing debate’s two oppos-
ing camps. These are the proponents of the traditional moral enhancement 
which include approaches such as moral education, advancement of moral 
reasoning etc., and those, on the other side, who argue for a direct use of bio-
medical procedures in trying to advance human morality. As the possibility 
to enhance morality through biomedical procedures in the past years has 
become entrenched within the neuropharmacological capacity to facilitate 
these desired modifi cations, the debate, unfortunately, hasn’t quite moved 
on with novel explorations.

In this regard, Harry Wiseman’s most recent work Myth of the moral 
brain, in which he systematically and thoroughly engages the predominant 
approaches to moral bioenhancement, is more than a welcomed refresh-
ment and, for some, quite a realistic sobering. Wiseman’s work comes out 
just in the right time when other engaged scholars (including neuroscien-
tists) are also pointing out that the neuropharmacologically based propos-
als, which have received the biggest impetus, hold serious and somewhere 
even irreparable fl aws. For instance, Dubljević and Racine (2017) in their 
most recent contribution create a thorough assessment of currently pre-
dominant neuropharmacological options for the biomedical approach and 
fi nd them all wanting,2 Wiseman directly contributes to these fi ndings with 

1 “Human enhancement… aims to develop technologies and techniques for 
overcoming current limitations of human cognitive and physical abilities…rely 
on advances in genetic engineering, pharmacology, bioengineering, cybernetics, 
and nanotechnology. The envisioned applications are limitless, and include the 
enhancement of human traits like muscular strength, endurance, vision, intelligence, 
mood, and personality” (Brey 2009: 169). 

2 To name just a few of their important fi ndings, Oxytocin was found to promote 
trust, but only in the in-group, while with the out-group members of society it 
can decrease cooperation and selectively promote ethnocentrism, favoritism, and 
parochialism. Beta blockers were found to decrease racism but also blunt all emotional 
response which puts their effective usefulness in general doubt. SSRIs (Selective 
Serotonin Reactive Inhibitors) reduce (reactive) aggression, but have serious side-
effects, including an increased risk of suicide. Deep brain stimulation was found to 
have no effect whatsoever on moral behavior. And so they conclude that biomedical 
and especially neuropharmacological „techniques are all blunt instruments, rather 
than fi nely tuned technologies that could be helpful” (Dubljević and Racine 2017).
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a refreshing and, at many places, consummate entry as he aims to offer a 
realistic critique of the biomedical approach both in its philosophical mus-
ings and scientifi c underpinnings.  The main point, and a general motif, of 
the book is that we require a more realistic approach which Wiseman terms 
the “bio-psycho-social” (245) model inside which he aims to “base our ratio-
nales for moral enhancement upon this foundation of what is realistically 
possible” (53). The book thus, in general, should be recommended as a good 
entry point for anyone interested in the moral enhancement debate (at least 
in its analysis of the ongoing debate) as it aims to dissect the bloated vision 
of some moral enhancement scenarios as well as trying to show where does 
exactly real science stand on issues pertaining to it. Following, the book is 
divided into four main parts: Philosophy, Science, Faith, and Praxis. We 
will explore them in order.

In Philosophy, Wiseman focuses on the works of Ingmar Persson and 
Julian Savulescu, James Hughes, and Tom Douglas. The hardest hit of 
the three gets the Persson Savulescu duo. And this is not surprising since 
in general Persson and Savulescu’s approach has generated the broadest 
amount of critiques. Wiseman aims to deliver the killing blow as he con-
stantly engages their proposal throughout the entire book seeing it as a 
“hideous visage” a hypothesis that puts forward a “literally, morally en-
hance or die” (263). He believes that the Persson-Savulescu thesis has “re-
ally made a joke of this domain” (263) and hopes that this approach may 
“be abandoned by commentators completely, leaving nothing over and that 
it never be spoken of again” (263). The second, James Hughes, Wiseman 
credits as the “arch-transhumanist, perhaps the most intellectually cred-
ible of all transhumanists” (34) and engages his account of “voluntary vir-
tue engineering” which is all about how “you are free to morally enhance 
yourself in any way which encourages free society” (44). This ought to be 
done by linking neurochemical changes with achieving the desired liberal 
personality as the morally superior option. Even though he puts aside the 
notion of liberal moral superiority, Wiseman is not impressed with Hughes’ 
approach which he sees as a “clumsy way of conceptualizing the operations 
of moral enhancement” (46) since it cannot guarantee to attain its specifi c 
moral character results and at the same time ignores unexpected side ef-
fects. As the “arch-transhumanist” Hughes should be strong on science but 
this is exactly what Wiseman points out he lacks the most and through 
him aims to show the focal mistakes of “enthusiast” enhancement propo-
nents in general. Namely, that they are building up a “poorly evidenced and 
massively overoptimistic account of moral enhancement possibilities based 
on highly provisional and contested research” (46). Conclusively, Wiseman 
deems Hughes’ approach as “simply unrealistic” (46). The last one to be 
tackled, Tom Douglas receives the least critique given and even modest ac-
colades as although, “Douglas’s approach should not be taken as a com-
plete package, Douglas has managed to carve out a very limited but more 
realistic prospect for moral enhancement” (57). Douglas is not found to be 
guilty of enhancement enthusiasm but rather, according to Wiseman, offers 
a sober and precise outlook on the matter and from the looks of it could be 
taken as a proper example in evaluating the biomedical vision for moral 
enhancement. Still, his approach is seen only to best function with those 
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“moral problems that are predominantly or totally impulse-based rather 
than those requiring moral refl ection and discernment” (52).

The second part, Science, aims to establish how realistic are the con-
jectures between regulating different neurobiological substances such as 
hormones or neurotransmitters with a personal disposal to behave and 
think morally. Wiseman focuses on the central and most predominantly 
present themes: Oxytocin which is connected with empathy, trustworthi-
ness and generosity (Paul Zak), Serotonin which is connected with harm, 
fairness, and aggression (Molly Crockett) and Dopamine which is connected 
with rewarding behavior (Ed Boyden). The general conclusion Wiseman 
comes to is that none of these neurochemicals is powerful enough to ful-
fi ll the full scope required of the moral enhancement goal. Notwithstand-
ing the many and possibly permanent undesired side-effects, the current 
state of neuropharmacology is simply inadequate to create the desired ef-
fect of moral enhancement. For instance, Oxytocin has a “nudge” potential 
but only with those who are already disposed towards prosocial behavior 
or empathy. Serotonin, especially through the SSRI (Selective Serotonin 
Reuptake Inhibitors)—a broadly available neuropharmacological substance 
has received a substantial appraisal. But Wiseman shows that not only is 
it true that what SSRI might improve with respect to one kind of aggres-
sion, namely reactive aggression, they may worsen with respect to another, 
namely premeditated aggression but that the complexity of Serotonin de-
pendent systems (immune system for instance) is highly sensitively cali-
brated and purposely manipulating with Serotonin levels in the organism 
could lead to devastating side-effects (Therbeck-Chesterman 2013, Crockett 
2014). Thus, in summary, Wiseman tackles not only the inability of neuro-
pharmacology (he does applaud Boyden’s optogenetics approach with whom 
he shares a disbelief in neuropharm) to address the issue at hand  but also 
tackles the incorrect emotional frameworks inside which certain emotional 
states (aggression for instance) are seen as being almost necessarily mor-
ally inhibitory or unwanted. He also warns of those frameworks which place 
a sharp distinction between emotions and reasoning and thus espouse an 
incorrect view of human moral cognition and its underlying sub cognitive 
processes (Helion and Ochsner 2016).

After dealing with neuropharmacology Wiseman confronts another and 
perhaps even more important problem—that of conceptual and method-
ological frameworks found in moral enhancement research. He uses the ex-
ample of the recently given SSRI research (Molly Crocket) which has been 
viewed and consequently used by many researchers (Wiseman focuses on 
DeGrazia) as a very promising scientifi c result to reaffi rm the moral bioen-
hancement approach. Unfortunately for the enthusiasts, Wiseman confi rms 
another sober awakening (for the entire enterprise) by pointing out to a crit-
ical problem—that of external and ecological validity. He humorously (and 
almost ironically) remarks on the inadequate validity and thus usability 
of these scientifi c fi ndings since the experimental frameworks in place are 
neither contextualized nor embodied—a hallmark of real-life human moral-
ity. As he poignantly remarks: “Indeed, it does seem as if most of the science 
upon which moral enhancement enthusiasts draw is conducted either using 
Ivy League students, or mice” (117).  Wiseman in this regard calls in for a 
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much-needed refi nement of methodological and conceptual paradigms and 
for a case by case approach in dealing with issues of moral enhancement 
especially in evaluating certain moral traits since the scientifi c experiments 
made and philosophical frameworks built upon these fi ndings are detached 
from a real-life instantiation of expressing these traits. Additionally, he 
warns, scientists themselves sometimes publish their work with ingrained 
“seductive claims” which draw enthusiasts to infer conclusions that are, un-
fortunately in the end deemed incongruous. Additionally, even the best cog-
nitive science frameworks such as the “Crockett’s Jekyll and Hyde, Greene’s 
dual-process theory of moral functioning...” (101) are inadequate to be used 
as a clear-cut extrapolation for philosophical conclusions. As he humorously 
remarks that, for instance, the trolley problem dilemma cannot be viewed 
as a realistic scenario “unless one is Oedipus standing before the sphinx” 
(120) and concludes that “these reductive approaches which rip moral func-
tioning out of its meaningful contexts, strangle it through excessive con-
trol...and distort beyond all recognition and meaning the moral phenomena 
being investigated ... are simply not fi t for purpose” (126).

Finally, in the third and the fourth part aptly named Faith and Prax-
is, Wiseman’s proposal for moral enhancement is, it could be said, not far 
from that ancient Benedictine motto Ora et Labora. Thus, in the fi rst part, 
faith, Wiseman tries to offer a distilled number of core Christian theological 
points that portray a “Christian virtue ethical theology” (297) in putting 
forward a realistic attitude (the leitmotif of the book) which espouses that 
“moral enhancement cannot exist as a free-fl oating entity (as if apolitical, or 
here as a-religious), but rather needs to recognize the nature of the ground 
upon which it is to stand and build” (142). Since a big percentage of the 
human population, at least declaratively, are professing a certain religious 
stand, he takes that any “strong vision of moral enhancement will and must 
be understood in a way that can cater to the billions of persons who self-
identify with one faith tradition or another ... and who will not be satis-
fi ed by a generic account of moral enhancement which attempts to simply 
ignore crucial tenets of their faith” (142). In this regard, he echoes some of 
the growing concern for urgency in that it is better for religious thought to 
engage the debate on moral enhancement sooner rather than later since 
“faith communities are not going to be neutral on moral questions, nor upon 
questions regarding moral formation” (141).

But why does he pick Christianity? The reason, it is said, is purely prac-
tical as he believes that “Simply put, there is a familiarity with the Western 
audience with matters of Christian faith, much of which is absorbed by os-
mosis, and often unconsciously and anonymously” (140). He doesn’t aim to 
put the Christian approach as the supreme approach but merely as one with 
which many thinkers are acquainted. Still, just a bit later he introduces the 
notion of Christian generosity, “the outward-facing” focus as an antidote to 
the “self-obsession and tremendous anxiety” (145) which results from the 
self-absorbed contemporary culture’s way of life. So perhaps the Christian 
approach is not here as just the most practical option but also serves as 
a critique of the contemporary culture and resembles previous Christian 
critiques of transhumanist philosophy and enhancement in general. Addi-
tionally, as is presented later on in the text, it seems that the Christian 
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community has the greatest generative power and overall functionality to 
foster a virtue-based remedy-like approach to moral enhancement which 
Wiseman espouses and thus, it seems, Wiseman’s reason of choice goes be-
yond a practical “secular familiarity” with Christianity.

Still, before presenting us with his main proposal Wiseman once again 
reiterates his already well-established critique of unrealistic ME scenarios. 
And he wishes to deal them a fi nal blow by confi rming the inadequacy of 
biomedical approaches to solve those dimensions of morality which are com-
pletely out of their scope or category such as the “context, ambiguity, moral 
scaffolding, the predisposition of will” (189). For instance, concerning the 
context or ambiguity of moral goods, he cleverly remarks that “none of the 
enthusiasts in the philosophical literature want to get inside the heads of 
those who are to be enhanced. Yet people are motivated by different things, 
they understand their moral goods in different ways, and they need to be 
spoken to in different ways” (180). And on the issue of scaffolding: “moral 
enhancement might help augment a given vision of the good, but it cannot 
itself create a vision of the good” (185). 

This conclusion is in line with his priory emphasized anti-reductionist 
stand but this time it is reinforced with regards to religious moral beliefs: 
“the empirical work conducted on ‘the moral brain’, makes no reference at 
all to the manner in which a person’s religious faith may or may not be mod-
ulating their responses to the various tests that are applied” (147). This also 
serves as foreshadowing the socio-political acceptance of moral enhance-
ment within the religious landscape: “a strong vision of moral enhancement 
must by implication propose some rationale for...contributing to the salva-
tory structures idiosyncratic to the faith traditions of those upon whom such 
strong visions of moral enhancement are to be impressed” (147). This ties 
in directly with the discussion and the distinction on the voluntary/compul-
sory enhancement since one could presume that a religious person would 
also seek religious (in between other) reasons when deciding to voluntarily 
pursue moral enhancement. In addition, policymakers would have to take 
into consideration religious sensitives when engaging enhancement possi-
bilities. Wiseman believes that what is important to have in mind in both 
of these cases is that we cannot devise a general like solution applicable to 
each and all but that “we need to be asking which particular  intervention 
is best understood in voluntary terms and why the particular facts on the 
ground make things so” (203).  This conclusion is especially important if we 
recall that the true problem with a compulsory general-like moral enhance-
ment of the population is not only in the inability of the neuropharmacology 
to achieve such a precise level and intricacy of interaction with our biologi-
cal systems—for instance by providing to the entire population an “empathy 
pill” but that even if we could do so (and we cannot) we must remember 
that certain emotional states which humans exhibit are there for an (evo-
lutionary) reason—more often than not as a fail-safe survival mechanism. 
As such, if one would follow the idea to its end we might come to see, as I 
call it, the birth of an Eloi society. As the famous Eloi, the surface dwellers 
of the far future Earth depicted in the H. G. Wells Time Machine show, a 
being completely lacking the capacity to express anger or aggressiveness 
even if just to defend itself is a sitting duck in a world of evolutionary sur-
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vival and predation (Prinz, 2011). And although Eloi, as well as Morlocks, 
were engaged in literal survival and predation, where Morlocks used Eloi as 
food, our own world is fraught with survival and predation with the differ-
ence that we, true enough, don’t literally each other. As Wiseman remarks: 
„What use is an intervention to generate empathy in a society which re-
wards and valorizes cruel, self-serving, aggressively competitive behavior?” 
(187).

And maybe this is the main reason why Wiseman wants to incorporate 
the biomedical procedures within a virtue-based character development in-
side a communal Christian narrative. If I am interpreting his intentions 
right, it seems that if we cannot opt for a global compulsory approach (due 
to its obvious problems) and neither can we rest our hopes upon the volun-
tary approach since the majority is not interested in moral enhancement 
at all—the only viable solution we are left with is the arduous “renewal” of 
society from within. And this moral enhancement renewal, it is presumed, 
could be achieved by the Christian community since it could create the co-
hesive and generative power to venture forward towards a realistic goal of a 
morally enhanced humanity. Be it as it is, his vision of the remedial moral 
enhancement proposal “one in which a biomedical intervention takes place 
in a mental health context, in a person-centered and fully bio-psycho-social 
fashion, one which respects the value and infl uence of personal agency, 
cultural scaffolding, and quality relationships” (220) should be applauded.  
Still, as he is fully aware, problems remain. As is the case with all inter-
personal and group dynamics, the ones in charge are the ones who have 
the greatest infl uence in determining the outcome of the procedure. Since 
Wiseman requests a communitarian approach, with healthcare experts and 
counselors aiding or guiding the process of moral formation and providing 
the necessary scaffolding or moral motivation to the individual—a natural 
question arises: “Who then watches the watchers?”.

Wiseman is aware of the problem but is not able to provide a direct solu-
tion instead of pointing out that “we need responsible institutions in place, 
along with healthcare professionals who are not swayed by ... inappropriate 
shortcuts and easy remedies to complex problems” (223). And this leads me 
to a concluding remark in which I am left to wonder is Wiseman’s proposal 
fulfi lling or limiting the vision offered to us by moral enhancement?  Surely, 
Wiseman gives his best in giving thorough argumentation why exactly cur-
rently present neuropharmacological means to moral enhancement will not 
be able to do the trick. And he does it successfully. Still, one is left to won-
der if in pointing out all the faults and lacks the neuropharmacological ap-
proach holds both in its science and philosophical interpretation Wiseman 
doesn’t leave us with much in striving for and achieving the grand vision 
of moral enhancement. According to Wiseman, it seems that the sobering 
reality of human biology, the complexity of the socio-political landscape and 
intricacy of even our everyday human morality calls us to reconsider our 
moral enhancement proposals to “sacrifi ce fantasy for something that might 
actually be of use, here and now” (226). But I cannot shake the idea that 
this approach no matter how much it works to be as realistic as possible, in 
its fervor for realism loses the hope beyond the horizon. The vision of moral 
enhancement has to be able to provide us with more than simply putting 
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it all, like so many times in the past, on the back of the individual. Un-
fortunately, for Wiseman the project of moral enhancement “is absolutely 
dependent upon the efforts and will of the person so enhancing” (279). Even 
if provided with a community to support the incentive and the lack of mo-
tivation by providing a safe guidance of a counselor, or a moral doctor, and 
if necessary administering remedy-like pharmacological means (Nalmefene 
and alcoholism example (233)) it all rests once again on the individual will, 
on the individual openness to attain or not to attain moral enhancement. 
So, as it seems, everything within the process has an instrumental role 
while the will of the individual determines the success of the procedure. And 
this conclusion is not something I can agree a moral enhancement vision 
should be built upon for the simple reason it lacks the capacity to enhance 
that what needs enhancing the most—human will. Surely neuropharma-
cology alone cannot be deemed as a “one size fi ts all” solution or even an 
effi ciently applicable solution but the lacking’s of the neuropharmacological 
approach do not entail our incapacity to accomplish a grand vision of moral 
enhancement. And although the complexity of the moral life far exceeds 
the narrative neuroscience and neuropharmacology can currently provide 
us with, that doesn’t mean we are doomed to remain at the level of the in-
dividual effort while trying to accomplish this most noteworthy goal. And 
what could help us achieve such a goal—technology and science? Yes, but 
not biomedical.

TOMISLAV MILETIĆ
University of Rijeka, Rijeka, Croatia
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Amy Kind and Peter Kung (eds.), Knowledge Through 
Imagination, Oxford: Oxford University Press, 2016, 
251 pp.
Imagination has become a fashionable topic, and its role in procuring knowl-
edge has become a central challenge in the analytical debate on imagination 
(see, for instance, the 2006 issue of Metaphilosophy under the same title as 
the present collection, Knowledge through imagination). The present collec-
tion offers a well-organized range of interesting and challenging contribu-
tions. They are divided into three groups, the fi rst encompassing taxonomi-
cal and architectural issues (featuring papers by M. Balcerak Jackson, P. 
Langland-Hassan and N. Van Leeuwen), and the second offering “optimistic 
approaches” (T. Williamson, J. Jenkins Ichikawa, the co-editor A. Kind her-
self, and J. Church). The optimism is balanced in the third part, featuring 
“skeptical approaches” by H. Maibom, Sh. Spaulding and by the co-editor P. 
Kung. I shall choose a paper or two from each group, with apologies to the 
rest of the authors. (For quotations, I put page number in brackets.)

Let me start with the “Introduction” by the editors. They note that “the 
puzzle of imaginative use concerns two distinct and seemingly incompatible 
uses to which imagination is often put (1). Sometimes it is an escape from 
reality, and sometimes it is “used to enable us to learn about the world as it 
is, as when we plan or make decisions or make predictions about the future. 
But how can the same mental activity that allows us to fl y completely free of 
reality also teach us something about it?” (1). How is the “instructive use” of 
imagination possible? The editors optimistically hope that a closer analysis 
will explain the joint possibility of the two uses, in particular the instruc-
tive one, and see the key to the explanation in constraints that thinkers-
imaginers put upon their activity.  The constraints come in two kinds. First, 
they “may be architectural; that is, they may result from our cognitive psy-
chological architecture” (22). Second, the constraints may derive from more 
spontaneous sources, such as limitations that we voluntarily impose upon 
our imaginative projects (22).

Amy Kind develops these ideas further in her paper “Imagining Un-
der Constraints”. She offers a characterization of imagining that involves a 
more active effort of mind than does supposition or entertaining a proposi-
tion (148), and quotes Kendall L. Walton’s (1990) classic Mimesis as Make-
Believe: On the Foundations of the Representational Arts, Harvard Universi-
ty Press, suggesting that imagining “is doing something with a proposition 
one has in mind” Walton, p. 20 (148). She then proposes a conception of “ide-
al imagination” modelled on an entertaining science fi ctional story in which 
highly developed computing machines predict things in a cold, perfectly 
calculated way, marching step by step, with “irresistible steps”. They obey 
the ‘reality constraint’ in representing things, and the “change constraint”: 
“when their imaginative projects do require them to imagine a change to the 
world as they believe it to be, they are guided by the logical consequences 
of that change” (151). She then mentions Tesla and Temple Grandin as hu-
man quasi-ideal imaginers. Her conclusion is optimistic: “in modeling our 
imagination on the ideal imagination of the machines, we are able to make 
epistemic progress the way they do, by steady, irresistible steps” (159).
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Other authors on the optimistic side take similar steps, specifying the 
constraints imposed upon imagination. Peter Langland-Hassan in his rich 
paper “On Choosing What to Imagine,” concentrates on imaginings that are 
voluntarily and suitable for guiding action and inference. He lists three es-
sential components that guarantee the guiding power, fi rst, the availability 
of (top-down) intentions to start imagining, second, of lateral constraints 
that govern the development of the imagining, and third, the possibility of 
cyclical interventions by subject and her intentions, in particular during a 
given imaginative episode (81).

In his contribution “Knowing by Imagining” Williamson joins the opti-
mistic crew and proposes a cognitive view of imagination, without forget-
ting its practical value i.e. the importance of practical matters (124); he 
talks about “a wide range of possible ends” and possible practical evolution-
ary origin of imagination. Also, in his view fi ction is not central for imagina-
tion, as he pointedly remarks in the concluding sentence of his paper: “… if 
we try to understand the imagination while taking for granted that fi ction is 
its central or typical business, we go as badly wrong as we would if we tried 
to understand arms and legs while taking for granted that dancing is their 
central or typical business” (131).

Among cognitive function the prominent ones are raising possibilities 
and assessing the truth-values of propositions (115). This requires cogni-
tive qualities, like rational responsiveness to evidence (116) and capacity 
to develop adequate scenarios: the imagination develops the scenario in a 
reality-oriented way, by default (116). Williamson does not call them epis-
temic virtues, but this is how a friend of virtue epistemology would describe 
them. They offer reliability: “…under suitable conditions, the method con-
stitutes a reliable way of forming a true belief as to what would happen in 
hypothetical circumstances” (117).

Williamson wisely stresses similarities between various exercises of 
imagination, using them to suggest that most sophisticated among them, 
like thought experiments, are nothing special and mysterious. What about 
science? Williamson has a fi ne optimistic argument in favor of the serious 
epistemic status of imagination in it: “One might suppose that, as science 
progresses, the role of the imagination will increasingly be confi ned to the 
context of discovery, and that in the context of justifi cation it will gradually 
be replaced by more rigorous methods. But there is evidence to the contrary. 
For rigorous science relies on mathematics, and so indirectly on the axioms 
or fi rst principles of mathematics. But when one examines the justifi cations 
mathematicians give of their fi rst principles, such as axioms of set theory, 
one fi nds unashamed appeals to the imagination” (123). He also stresses 
that thought experiments are part and parcel of the normal functioning of 
imagination: “We simply reserve the term ‘thought experiment’ for the more 
elaborate and eye-catching members of the kind.” So much for Williamson’s 
cognitive view of imagination in general.

The fi rst issue that arises for the project is the classical philosophical 
one: what is imagination and what is the role of image in it? How close is it 
to belief? The term „cognitive” seems to suggest a very high degree of close-
ness; what about the differences? Take imagining a golden mountain: many 
people will stress the image in such an imagining, but how important is it 
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exactly. Williamson notes that many of his examples “appear to involve an 
essential role for mental imagery, in some sense” (118), but he quickly adds 
that “… we should not over-generalize to the conclusion that all imagining 
involves imagery” (118). And in fact, he present the imaginative exercise 
differently, more as a matter of logic and even almost exclusively as a mat-
ter of logic and possibly quite sophisticated and complicated, with the full 
range of tableau methods in the foreground, continuing the venerable tradi-
tion of  Jaako Hintikka interpreting Kant’s notion of Anschauung (in his 
1969,“On Kant’s Notion of Intuition (Anschauung)”, in T. Penelhum and J. 
J. MacIntosh (eds.), The First Critique, Wadsworth Publishing).

On the other hand, here is how in his central example he presents the 
way people imagine. He invites us to think of a hunter who fi nds his way ob-
structed by a mountain stream rushing between the rocks (117). The hunter 
“imagines himself trying to jump the stream” (119) and presumably asks 
himself If I try here, what is it going to be like? Williamson notes that “he 
also has to look carefully at its banks in front of him, to tailor his imagina-
tive exercise as exactly as he can to their actual contours” (119) But this 
tailoring of one’s imaginative exercise to the contours perceived sounds a 
bit like creating a visual-kinesthetic moving picture, a video: it will be like 
this. (This is what is often called a mental model of the situation, and here 
imagistic, video-like properties might help a lot.) So, even if we accept that 
image-producing is not a necessary feature of imagination, it could be a cen-
trally important one, and the not image-involving cases might be a bit mar-
ginal. In general, judgments are easy to elicit with concrete examples. With 
naive subjects it is the only way. However, Williamson stresses the impor-
tance of deductive logic and the “tendency of imagination to use something 
like rules of deductive logic…” (123). He notes “the role of the imagination 
as a standard means for evaluating conditionals and modal claims (123). 
This raises the important issue of the role of logic in relation to imagistic 
cognition. Like Peter Langland-Hassan, Williamson wants to combine the 
two, and it will be interesting to see what the results in his subsequent work 
will be. So much about the optimists.

On the skeptical side, the most direct challenge to the project of fi nding 
constraints that would rehabilitate imagination is to be found in the paper 
by Shannon Spaulding: “Imagination Through Knowledge”.  On her view, 
the puzzle of how we arrive to knowledge through imagination suggests 
that imagination is “not suffi cient for new knowledge” (222). The argument 
seems to be the following: if imagination is to be constrained by extra-imag-
inative pieces of information and by other abilities, then imagination does 
not bring new knowledge. But this is too severe a demand. Compare physi-
cal constraints. I commute from my home town to my working place about 
hundred miles distance. For the car to bring me to my work there should be 
a well-established and well-kept road, constraining the travel, there should 
be red lights helping to prevent crashes, and so on. Imagine someone argu-
ing that therefore “car is not suffi cient” for commuting, and is not doing any 
real work! Well, the fact that an item needs constraints to function properly 
does not entail that it never performs any function.

Spaulding has an auxiliary argument: “I have argued that the cognitive 
capacity to imagine scenarios is distinct from the cognitive capacities that 
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underlie our ability to judge the accuracy of our imaginings” (222) and “… 
there is nothing in the capacity of imagination itself that could evaluate the 
accuracy of the possibilities we imagine” (222). Indeed, there is nothing in 
the car itself that recognizes red/green light. This does not show that the 
car will not take me from home to work, only that car alone will not do the 
work. So much about Spaulding’s direct challenge to the instructive use of 
imagination.

Let me mention, however, that in her text the challenge is preceded by 
a rich and very provocative analysis of one particular kind of imaginational 
enactment, namely simulation. Her argument resembles the general one we 
just summarized. Her example is the following: I watch John tease Mary, 
and try to fi gure out why he is doing this. I simulate his activity, and end up 
concluding that John likes Mary and is trying to get her attention. Fine, but 
how do I choose this option rather than some other, equally plausible in it-
self, for instance that he is just humiliating her? I need additional informa-
tion, and my simulation tells me nothing about these matters. Again, to me 
it looks like simulation has done the main job, like the car in our example; 
the fact that the main job cannot be fully accomplished by the main agency 
in question, tells little against it.

Heidi Maibom’s paper “Knowing Me, Knowing You: Failure to Forecast 
and the Empathic Imagination” joins in with bad news about people’s abili-
ties to recognize their own characteristics and attitudes, and abilities to 
project items of self-knowledge onto their neighbors.

Peter Kung’s “Thought Experiments in Ethics” is not so generally pes-
simistic as the papers by the two preceding authors. He just warns us 
that typical ethical thought experiments, especially ones that are meant 
to produce counterexamples to crucial ethical claims, CTEs for short, are 
organized around sharp, binary division, offering “forced choices fi xed out-
comes”: would you pull the lever, and kill three people, but save fi ve, or 
not? He develops his criticism in a reach and subtle way, connecting it with 
issues of imagistic (he calls it “pictorial”) vs. non-imagistic representations, 
with topics of modality and so on. He claims that “imagining CTEs gives 
us no reason to believe that forced choices with fi xed outcomes are genuine 
possibilities” (228, italics mine). We should use more realistic scenarios in 
our thought-experiments.

Let me note that real life often does offer “forced choices with fi xed out-
comes”: “Would you marry the person you are so passionately attracted to, 
but whom you realize to be a very dangerous partner, or not?”, “Would you 
vote for Trump, for Clinton or for Saunders, or not vote at all?” So ethicists 
might hope to offer some answers to people facing such choices, and they 
might prepare themselves by going through imaginary exercises featuring 
them.

Let me conclude that the optimistic side might have chances to sur-
vive. And let me add the following: if we accept that imagination follows 
real-world (or quasi-real-world) constraints, the question arises where the 
representations of the constraints come from. One possible unitary answer 
is that thinkers have mental models of reality, and that, when they ask 
themselves an instruction-oriented question, the models available to them 
constrain their subsequent imagination. If the result is worth remembering 
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and taking into account, it can be integrated back into one of the models, so 
that in the future it will provide a relevant “lateral constraint” to some ex-
ercise of imagination. If we assume that imagination is typically imagistic, 
and that mental models are typically concrete and “iconic”, but that both 
allow for thought processes that range from more iconic-pictorial to more 
digital deductive ones, then we shall notice that the two media, imagina-
tional and model-sustaining one, nicely fi t together and can interact in a 
non-problematic way.

NENAD MIŠČEVIĆ
University of Maribor, Maribor, Slovenia

Central European University, Budapest, Hungary

Bojan Borstner and Smiljana Gartner (eds.), Thought 
Experiments between Nature and Society: A Festschrift 
for Nenad Miščević, Newcastle upon Tyne: Cambridge 
Scholars Publishing, 2017, xxxviii + 437 pp.
This volume is a festschrift dedicated to Nenad Miščević, well-known Croa-
tian philosopher, for the occasion of his 65th birthday. During his years 
in philosophy, Miščević engaged almost all areas of philosophy. So, since 
thought experiments, according to some people, lie in the foundation of all 
the disciplines and subdisciplines of philosophy as an indispensable foun-
dational refl ective tool, and could be, at the same time, a philosophical 
problem of their own (well, everything, “everything”, “‘everything’” can be a 
philosophical problem), it seemed appropriate to take them as the central 
theme of this celebration volume. 

The book consists, beside Introduction by the editors, the personal ac-
count of Miščević by Bojan Borstner and Tadej Todorović, and the Miščević’s 
own account of his views on thought experiments, of 22 chapters and each 
chapter has Miščević’s reply. Contributors to the volume are (in order of ap-
pearance): Timothy Williamson “From Anti-Metaphysics to Metaphysics“, 
Howard Robinson “Intuitions and Thought Experiments”, Maja Malec and 
Olga Markič “Miščević on Intuitions and  Thought Experiments”, Nenad 
Smokrović “Curiosity and the Argumentative Process”, Peter Gärdenfors 
“Sematic Transformations”, Danilo Šuster “Lucky Math: Anti-luck Episte-
mology and Necessary Truth”, Guido Melchior “Epistemic Luck and Logical 
Necessities: Armchair Luck Revisited”, Smiljana Gartner “Did a Particular-
ist Kill the Thought Experiment?”, Marian David “Experimental Philoso-
phy, Gettier-Cases and Pragmatic Projection”, Peter Simons “Concepts 
in a World of Particulars”, Ilhan Inan “Is the Speed of Light Knowable A 
Priori?”, Andrej Ule “Mental Models in Scientifi c Work”, Ferenc Huoranszki 
“Natural Kinds and Conceptual Truth”, Majda Trobok “Grasping the Basic 
Arithmetical Concepts: the Role of Imaginative Intuitions”, Andraž Stožer 
and Janez Bregant “The Colour Dilemma: A Subjectivist Answer”, Matjaž 
Potrč “Dasain in a Vat”, Pierre Jacob “Knowing One’s Own Mind” (some 
real history instead of thought experiment: Balkan wars were fought 1912–
1913 and Miščević was not born then, so he could not be a victim of these 
wars.), Friderik Klampfer “The False Promise of Thought-Experimentation 



242 Book Reviews

in Moral and Political Philosophy”, Miomir Matulović “Miščević, Mental 
Models, and Thought Experiments in Political Philosophy”, Boran Berčić 
“Are Nations Social Constructs? Nenad on Nations”, Rudi Kotnik “Thought 
Experiments in Teaching: TE as a Suppositional Real Story”, and Boris Vez-
jak “The Ring of Gyges and the Philosophical Imagination”.

The articles are grouped under three main headings—the fi rst deals 
with general problems about thought experiments, the second deals mostly 
with the relation of the thought experiments and the (science and meta-
physical structure of the) world; the third concentrates on thought experi-
ments in the philosophy of mind, philosophy of politics, morality and so-
ciety. But subdisciplines of philosophy emerge in each of the three parts. 
Some of the articles deal more about some other particular problem which 
Miščević discusses in his numerous works, rather than exactly the thought 
experiments or intuitions.

Of course, it is not possible, in a short review, to give even an elementary 
justice to such a volume which contains many good and new ideas, arguments 
and well-supported theories; and to each chapter, so I have chosen just sev-
eral chapters for more detailed exposition (so it is a subjective choice).

Miščević, in his overview “Accounting for Thought Experiments—25 
Years Later” characterises thought experiment (13) as an “armchair“ refl ex-
ion which involves “experimental design” for a theory which is to be tested, 
the construction of a counterfactual scenario and its careful presentation, 
thinking and refl ecting carefully about the presented scenario and, fi nally, 
“the decision“ about the theory that is tested. This “decision” is intuition of 
the experimental subject (it can be the author of the thought experiment 
himself, or an interlocutor), and it is usually compared with some relevant 
similar other thought experiments. So, thought experiments are performed 
only cognitively, “in the laboratory of mind,” to use James Brown’s charac-
terisation (17). They often include visual imagination, but what is impor-
tant in the end—to confi rm or disconfi rm the theory which is tested—should 
be careful reasoning about the scenario and the theory, though intuitions 
elicited are more scenario-based than inference based (26). Miščević fur-
ther develops some details about where to place thought experiments in 
the wider theoretical picture and then develops some specifi cs of thought 
experiments—their phenomenology, the characterisations of mental models 
building and engages experimental philosophy which challenged the use of 
thought experiments. Miščević calls his proposal, which aims at characteri-
sation and explanation of the structure and role of thought experiments and 
intuitions, “Moderate Voice of Competence View” (26). Briefl y, according to 
this model, distinct group of phenomena is made by intuitions-dispositions 
and judgements; there is a psychological capacity to use imaginative and 
judgemental competencies so we get intuitional data which do not involve 
theory and contain only just a small amount of proto-theory. For Miščević, 
concepts are not the proper objects of intuitions; they are only subordinated 
in their role to the main function of intuition which is aimed toward exter-
nal objects, items and facts (26).

Howard Robinson in his article expresses scepticism about the closely 
related notions of “thought experiment” and “intuition”—about their use-
fulness in philosophy. He uses the term “revolution” to illustrate the point. 
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Many various events are called revolutions, but only one property is com-
mon to them says Robinson—they are radical changes. Beside this, each 
particular case (of revolution) is for a discussion of its own, if we would 
like to say really important and signifi cant matters about each of them. 
Precisely this is transferred to “intuitions” and “thought experiments”. Rob-
inson (51) gives this defi nition for “intuition”: “A belief is  intuitive when the 
grounds for holding it are either not dependent on the kind of reasoning, or 
publically available evidence, which are normally regarded as necessary 
for a rational belief, or go beyond what available evidential considerations 
of a more public kind would strictly justify”; and for “thought experiment” 
(53): “A thought experiment envisages a situation meant to throw light on 
a philosophical problem where, whether that situation actually obtains or 
not, is held not to be relevant to its ability to illuminate the issue.“ Nothing 
else is generally important for these two notions—each case is on its own, 
with its content and details, for relevant discussion. So, after exposing a 
certain number of examples of “intuitively plausible or implausible cases” 
and thought experiments across semantics, problem of personal identity, 
philosophy of mind, epistemology and ethics, Robinson concludes that we 
should be very sceptical about discussing “intuitions” and “thought experi-
ments” as that they are themselves a philosophical problem.

Smiljana Gartner questions the applicability of thought experiments 
in ethical contexts. It is possible to conceive a thought experiment as a 
certain ethically relevant situation and then to change only slightly the 
properties of that situation, but changes in attitudes toward the thought 
experiment, adding just these slight changes, could be, and sometimes 
are, dramatic; sometimes we can go back and forth even with contrary or 
contradictory attitudes what should we do in such situations. It seems 
that the condition of stability is not often satisfi ed concerning thought 
experiments in ethics. Gartner concludes that if we use thought experi-
ments in ethics, we should be extremely careful and precise.

Peter Simons argues in his contribution, that there are no concepts and 
meanings as abstract objects. For Simons, there are only particulars and 
collections of them. Moreover, general concepts as well as singular concepts, 
fall to the same constraints if we explain them nominalistically. To have 
such nominalist explanation of the concepts, their use and understand-
ing, we have to identify the collection of particulars that revolve around 
them (the main concrete example is the concept “horse”). These are: users, 
words, other external representations, acts, activities, capacities, compli-
ants. Though interrelations between them are complex and sometimes very 
complicated, still we can fi nd them and all these are, according to Simons, 
identifi able as concrete entities.

Boris Vezjak, in his article, challenges the idea that Plato offers a 
“thought experiment” in his Republic, as is claimed by Miščević, in the story 
of the myth of Gyges, and his objections are fourfold, so there are: general 
methodological objection, motivational objection, structural objection, and 
interpretative objection. Vezjak attempts to show by these considerations 
that Plato’s telling myth does not have relevant properties to be classifi ed 
as a thought experiment as we today conceive what thought experiment is.
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This Festchrift presents many different pieces of excellent philosophical 
work for further study and discussion. So, take a real experiment—take this 
book and read whatever interests you and fi nd out Miščević’s answers to 
articles particularly mentioned here and, as well, for all the others. We can 
praise editors for their immense work done.

DAVOR PEĆNJAK
Institute of Philosophy, Zagreb, Croatia

Boran Berčić (ed.), Perspectives on the Self¸ Rijeka: Fac-
ulty of Humanities and Social Sciences, 2017, 375 pp.
The collection Perspectives on the Self brings together seventeen essays 
which explore the notion of the Self. Employing both historical and con-
ceptual analyses of the Self, the authors cover a variety of topics from re-
search areas that include metaphysics, philosophy of mind, philosophy of 
science, philosophy of language, ethics and history of philosophy. The book, 
published by the University of Rijeka, is a result of a conference, The Self, 
which took place at the Faculty of Humanities and Social Sciences in Rijeka 
(Croatia) on March 31 and April 1, 2016. As noted in the preface by the edi-
tor Boran Berčić, Full Professor at the Rijeka Department of Philosophy, 
the participants of the conference, whose essays make up the volume, are 
in different ways involved in the research project Identity at the University 
of Rijeka. Those include both Croatian and foreign philosophers along with 
the reviewers of the book, Nenad Smokrović and Dušan Dožudić.

The book is divided into six chapters. The fi rst chapter, titled “Self and 
Body”, starts with “The Central Dogma of Transhumanism” by Eric T. Ol-
son (University of Sheffi eld). Olson argues against the transhumanist claim 
that it is metaphysically possible to upload our psychological selves into 
a digital computer. He identifi es the transhumanist claim as resting on 
a metaphysical assumption that we are essentially patterns (the pattern 
view) which can be transmitted as information. He then confronts the claim 
by insisting that we are essentially material things (more specifi cally—bio-
logical organisms), not patterns, and as such cannot be “detached” from our 
biological substrate and transferred into a computer. He also considers the 
so-called constitutional view and the temporal parts view but concludes that 
they cannot serve the transhumanist’s purposes.

Miljana Milojević (University of Belgrade) in “Embodied and Extended 
Self” combines a functionalist ontology of the self with an embodied and 
extended view on the mind. She starts by accepting the psychological-con-
tinuity criterion of personal identity (Parfi t). She then casts it in a realiz-
er-functionalist ontology which, Milojević believes, allows for an embodied 
view on the mind for which she fi nds justifi cation in the works of Gallagher, 
Shapiro and others. Finally, she uses multiple realizability of the mental to 
extend the self beyond the boundaries of the organism.

Zdenka Brzović (University of Rijeka) in “The Immunological Self” sur-
veys a number of possible identity criteria for a biological organism (func-
tional integration, autonomy, genetics). After showing their fl aws, Brzović 
shifts her analysis to different versions of the immunology criterion. She 
discusses the self-nonself theory (Burnet), several versions of the systematic 
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theories of immunity—the self as an autopoetic entity (Maturana and Va-
rela, Jerne), the danger theory (Matzinger) and the continuity theory (Pra-
deu)—but concludes that all of them share a problem of presupposing the 
identity of the organism, and thus cannot serve as the criterion of identity. 

The second chapter of the book, titled “Self-Knowledge” starts with 
“The Value of Self-Knowledge” by Nenad Miščević (University of Maribor). 
Miščević starts by drawing a distinction between two kinds of self-knowl-
edge—knowledge of one’s inner phenomenal states (such as knowing that 
my back is in pain) and knowledge of one’s causal and dispositional proper-
ties (knowing that I am easily frustrated or impatient). Miščević then turns 
to the question of their intrinsic and instrumental value. He argues against 
the claim that our knowledge of our phenomenal states has no instrumental 
value (Cassam). In addition, he insists that it also has an enormous intrin-
sic value for our conception of the self. Also, following Lehrer, he defends 
the instrumental value of knowledge of one’s causal and dispositional prop-
erties as a prerequisite for a wise life.

In “The Self-ascription of Conscious Experiences” Luca Malatesti (Uni-
versity of Rijeka) wonders how do we make the step from experiencing X 
(Malatesti uses color perception) to knowing (consciously) that we are expe-
riencing X. He analyses two models of self-awareness (Armostrong’s quasi-
perceptual model and Moore’s transparency of experience) but fi nds them 
both unsatisfactory. He concludes by offering a conception of the self which 
he believes to be a prerequisite for the possibility of conscious self-ascription 
of experiences. Here he follows Millar and claims that the concept of the self 
“involves the capacity to think about ourselves as entities that have sense 
organs and internal states that are determined by interactions with certain 
sorts of stimulation of these sense organs” (135).

The third chapter, “Self in the History of Philosophy” starts with “The 
Logical Positivists on the Self” by Boran Berčić (University of Rijeka). After 
analysing the logical positivists’ (Shlick, Ayer, Carnap, Weinberg, Reichen-
bach) critique of the Cartesian Cogito, Berčić shifts our attention to various 
ways in which the positivists understood the self. He draws a distinction 
between conceptual, epistemological and ontological reductionism about 
the self and concludes that, although the positivists were reductionist in 
all three senses, their reductionism should be understood primarily in its 
epistemological sense, meaning that we come to know about the self only a 
posteriori, that is, when we know what its elements are.

Ljudevit Hanžek (University of Split) in “Brentano on Self Conscious-
ness” examines a theory of self-consciousness by Franz Brentano, as put for-
ward by Brentano in his Psychology from an Empirical Stand-point (1874). 
In order to avoid an infi nite regress of mental states, Brentano argued that 
in addition to being aware of an object, mental states possess a certain kind 
of self-awareness. While analysing arguments pro et contra Brentano’s 
views, Hanžek considers a number of similar proposals—Uriah Kriegel’s 
theory which rests on the distinction between focal and peripheral aware-
ness; transitive and intransitive awareness (Kriegel, Gennaro, Rosenthal) 
and Amie Thomasson’s adverbial theory—but fi nds them all unsatisfactory.

Goran Kardaš (University of Zagreb) in the “No-Self View in Buddhist 
Philosophy” analyses the Buddhist claim that there exists no such thing 
as the self. Buddha believed that the self is an illusion rooted in bad cog-
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nitive mechanisms and linguistic practices. Kardaš surveys a number of 
arguments made by Buddha and his followers which were directed against 
earlier Indian metaphysicians who held a substantivist position on the self. 
In doing so, Kardaš reveals the empiricism, reductionism and eliminativism 
which is present in the Buddhist view of the self.

In “The Self in Ancient Philosophy” Ana Gavran Miloš (University of Ri-
jeka) argues against the claim that ancient Greeks didn’t possess the idea of 
subjectivity (Gill). She draws on the texts by Plato, Aristotle and Epicurus 
and concludes that, although the Ancients didn’t possess the modern, Car-
tesian conception of the self—understood “in terms of epistemic certainty 
and primacy of the pure subjective self-consciousness” (212)—their onto-
logical and (especially) ethical deliberations presuppose a subjective, fi rst-
personal point of view and a subjectivity/objectivity distinction.

The fi rst essay in the fourth chapter, titled “Self as Agent” is “Ideal Self 
in Non-Ideal Circumstances” by Matej Sušnik (University of Rijeka). As an 
internalist about the (normative) reasons of one’s actions, Sušnik analyses 
three suggested answers on the question about the relation between the 
real and the ideal self. He rejects the fi rst two (the straight-forward model 
and the advice model) and accepts the third, according to which an agent 
has a reason to do x only if there exists a “sound deliberative route” from the 
agent’s actual motives to his doing x (Williams).

Filip Čeč (University of Rijeka) in “The Disappearing Agent” analyses 
the disappearing agent objection (Pereboom) which is directed against the 
event causal version of the libertarian position about free will. According 
to the objection, the event-causal ontological framework (based on events 
and states) doesn’t secure the agent’s role in the decision-making process, 
especially in the so-called torn decisions which fi gure prominently in several 
event-causal accounts (Kane, Balaguer, Franklin). Torn decisions involve 
indeterminism in the decision-making process which seems to undermine 
the agents role in it. Čeč analyses fi ve possible ways in which an event 
causal libertarian might respond. He concludes by choosing the last option 
which claims that the event-causal libertarian can secure the agents role 
in spite of there being some indeterminacy in the decision-making process.  

Marko Jurjako (University of Rijeka) in “Agency and Reductionism 
about the Self” starts with an analysis of the psychological-continuity cri-
terion of personal identity developed by Parfi t (Parfi t 1984, 1995). He then 
presents some of the problems which seem to follow from the reductionism 
entailed by Parfi t’s account, especially those related to our moral and pru-
dential concerns. Both of these seem to presuppose a “deep unity” underly-
ing our personal identity and that unity is what Parfi t’s account seems to 
eliminate. Jurjako fi nds the agency based accounts of the self (Korsgaard, 
Bratman) capable of meeting these problems. He believes them to be com-
patible with the reductionist view and argues that their focus on our ability 
to act and deliberate as the source of personal identity provides the unity 
needed to vindicate our practical concerns.

The fi fth chapter, titled “The Non-existent Self” starts with “On nev-
er Been Born” by Marin Biondić (University of Rijeka). Biondić wonders 
whether we can make meaningful judgements about people who were never 
born. For example, can we feel sorry about those who were never born? 
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Biondić follows Parfi t and concludes that we can not. Here he relies on the 
view (also by Parfi t) that we can evaluate (in terms of good or bad) only lives 
of actual people.

Iris Vidmar (University of Rijeka) in “Fictional Characters” takes the 
“literary aesthetics” approach to the nature of fi ctional characters which 
focuses on “the way fi ctional characters come to life within established lit-
erary practices”. Within it, Vidmar discusses the ways fi ctional characters 
are brought into existence and what makes up their identity. As the main 
protagonist of her analysis, Vidmar takes Flaubert’s Emma Bovary. She 
concludes that the identity of fi ctional characters is multilayered and rela-
tional in nature and discusses some of the objections to her view.

The sixth and fi nal chapter, titled “Metaphysics and Philosophy of 
Language” starts with “Haecceity Today and with Duns Scotus” by Márta 
Újvári (Corvinus University of Budapest). She discusses the historical and 
contemporary understanding of haecceity. Traditionally, haecceity was un-
derstood as an entity, while contemporary authors see it as a “relational 
property of being identical with itself” (332). Relying on Chisholm and Sco-
tus, Újvári analyses several contemporary views (Rosenkratz, Diekemper, 
Gracia) which offer an account for the notion of haecceity but fi nds them all 
unsatisfying.

Arto Mutanen (Finnish National Defence University) in “Who Am I?” 
gives an analysis of the same question. He fi nds it to be a cluster-question 
with two possible answers. One is about identifi cation, the other about iden-
tity. He then expands on the distinction between identifi cation and identity, 
which he analyses by relying on Gleason, Hintikka, Quine and Kripke. He 
fi nds identifi cation to be a methodological notion concerned with determin-
ing who somebody is or what their location in society is (Gleason). On the 
other hand, identity is an ontological notion concerned with determining 
what kind of entity one is. Mutanen fi nds Descartes’ dualism to be the 
prime example of an answer to an identity question.

The last essay in the collection is “Meta-Representational Me” by Ta-
kashi Yagisawa (California State University). He starts by differentiating 
between the notion of me (which applies absolutely) from the notion of the 
self (which he believes to be relative). He then proceeds in developing an 
account of the notion of me. In doing so, he analyses the standard indexical 
theory, but fi nds it incomplete and offers his own theory which relies on the 
“way-to-thing shift” strategy. The theory claims that we represent the world 
in a certain fi rst-person way (Yagisawa calls it me-way). The me-way of 
representing enables me to pick myself as the recipient of that representa-
tion. Only then, Yagisawa believes, I come to postulate myself as an entity, 
as me.

Each of the seventeen essays found in the collection Perspectives on the 
Self makes a valuable contribution to contemporary explorations and dis-
cussions about the notion of the Self. Particularly signifi cant is the fact that 
the collection brought together a team of international authors, alongside 
with philosophers working in Croatia. Coming from different areas of philo-
sophical interest, the authors surveyed and analysed a variety of contempo-
rary and historical arguments, theories, traditions and problems related to 
the notion of the self. In doing so, they covered a wide range of topics related 
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to the self, such as identity, agency and mind. This volume will primarily 
be of interest to professional philosophers, psychologists, graduate students 
in philosophy, and other scientists interested in the philosophical themes 
related to the self, but with the help of a detailed and admirably clear intro-
duction by the editor, it can perhaps even be accessible to the general, intel-
lectually curious, public. We can conclude that the Perspectives on the Self 
is a successful exercise in contemporary analytic philosophy which brings 
valuable insights into areas of epistemology, metaphysics, ethics and histo-
ry of philosophy, and is a major contribution to the philosophical literature 
published in Croatia.

MARKO DELIĆ
University of Split, Split, Croatia
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