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Are We Causally Redundant? 
Eliminativism and the no-Self View
JIRI BENOVSKY
Department of Philosophy, 
University of Fribourg, Fribourg, Switzerland

Some friends of eliminativism about ordinary material objects such as 
tables or statues think that we need to make exceptions. In this article, I 
am interested in Trenton Merricks’ claim that we need to make an excep-
tion for us, conscious beings, and that we are something over and above 
simples arranged in suitable ways, unlike tables or statues. I resist this 
need for making an exception, using the resources of four-dimensional-
ism.

Keywords: Eliminitivism, material objects, Trenton Merricks, 
consciousness, causality.

The eliminativist view about ordinary macroscopic objects like chairs or 
statues suits the taste of those who prefer desert landscapes to baroque 
complexity, and it nicely solves a number of problems (composition, vague-
ness, material constitution, coincidence, causal overdetermination,…).1 
It elegantly avoids these problems with ordinary objects since if there 
are no such objects, there are no worries concerning them. The issue I 
will be interested in this article is to see whether eliminativists need to 
make an exception—for us. Indeed, eliminativists such as Peter Van In-
wagen or Trenton Merricks famously argued (for different reasons and 
in different ways) that while eliminativism is the best theory around 
when it comes to tables, planets, or statues, it is not to be endorsed in 
the case of humans—an exception is to be made. Van Inwagen focuses 
on living entities, and Merricks focuses on conscious organisms. In this 
article, I will examine Merricks’ reason to make such an exception, and 
I will argue that it can be resisted.

The question is: can we eliminate the Self in the same—or simi-
lar—way we can eliminate tables and statues, without losing some-

1 See Unger (1979), Van Inwagen (1990), Merricks (2001), and Heller (1990, 
2008).
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thing important? Under ordinary-objects eliminativism, we can with-
out any loss eliminate tables and statues because there are simples 
arranged tablewise or statuewise and those can play the same practical 
and theoretical roles that tables or statues could play if they existed. 
(Eliminativism is also compatible with ontologies that do not postu-
late the existence of simples, but I will leave this issue aside here; see 
Benovsky (2016) for a detailed discussion.) In this view, chairs under-
stood as single objects, can be eliminated because there is a plurality 
of objects that takes their place, namely, simples arranged chairwise. 
I believe that the same strategy can be applied to the case of the Self, 
although it needs to be articulated in a way that suits such a special 
case. The basic idea is the same: a single entity such as the Self can be 
eliminated because there exists a plurality of other entities, namely, 
successive impermanent psychological states/experiences arranged 
‘Selfwise’. I have articulated in detail and defended this view in Ben-
ovsky (manuscript); here, my aim is to defend it against an objection 
raised by Merricks (2001).

The idea of such an eliminativism about the Self is that we can be 
eliminativists about us, understood in a reifi ed and ontologically com-
mitting sense of Selves, but that we don’t lose anything—I can still 
say “I am drinking a beer “ in a sense understood in terms of simples 
arranged my-body-wise and beerwise, and in terms of the existence of 
a succession of impermanent psychological states. This is how we can 
hold a unifi ed and complete eliminativist view, with no exceptions. In 
Merricks’ (2001) view, however, there is a disanalogy since entities like 
tables or statues are causally irrelevant—whatever they can cause, can 
be caused entirely by the simples that compose them. So, in his line of 
thought, this is one of the good reasons to say that tables do not exist. 
But, he adds that “we humans—in virtue of causing things by having 
conscious mental properties—are causally non-redundant” (Merricks 
2001: 114). When I decide to run, there is a cause to be understood in 
terms of microphysics or microbiology, but there also is a cause to be 
understood in terms of my decision. It is my decision, Merricks says, 
that causes the simples to move as they do. This is why we cannot 
be eliminated in the same way tables can be, since we are causally 
relevant—we have causal powers over and above the causal powers 
of simples that compose us. Merricks’ argument to the effect that we, 
human organisms, are causally non-redundant in virtue of having con-
scious mental properties is a complex and a very long one—indeed, it 
stretches on almost thirty pages (see Merricks 2001: Chap. 4). In what 
follows, let me focus on a (rather self-standing) part of his argument in 
detail and see how this step can be resisted—if it can, the overall argu-
ment will then not go through.

The main point of the argument is to show that we humans are not 
causally redundant, and that we have conscious mental properties that 
do “not supervene on what our parts are like” (Merricks 2001: 88). We 
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cause things in virtue of having these properties and we are therefore 
not causally redundant. (Thus, an argument based on the idea that we 
should eliminate anything that is causally redundant cannot be used 
to eliminate us—this is Merrick’s overall main point.) On the way of 
defending this claim, Merricks argues for the rejection of:

Consciousness (C). Necessarily, if some atoms A1…An compose a conscious 
object, then any atoms intrinsically like A1…An, interrelated by all the same 
spatiotemporal and causal interrelations as A1…An compose a conscious ob-
ject. (Merricks 2001: 94)

Here is, in short, Merricks’s argument against (C)—it is a variant of 
the ‘undetached parts argument’.2 Suppose a small part of you is an-
nihilated (say that your fi nger, or perhaps just an atom composing your 
fi nger, is cut away). Right after the amputation there is a conscious 
object—you—composed of some atoms. But these atoms existed in ex-
actly the same way just before the amputation—indeed, they composed 
a (big majority) part of you. But, if (C) is true, this means that even be-
fore the amputation there was an object that was part of you—let’s call 
it “you-minus”—that was a conscious object. So, it seems that before 
the amputation there were two non-identical conscious objects, namely 
you and you-minus. (By the same reasoning, there actually were many 
you-minus-like objects before the time of the amputation.) But this is 
false, since there was only one conscious object before the amputation. 
Thus, Merricks concludes, by reductio (C) is false.

In case one would be tempted to answer the objection by appeal-
ing to four-dimensionalism and using talk about temporal parts to 
escape the unwelcome consequence that there were two conscious ob-
jects before the amputation, Merricks provides a temporal version of 
the objection as well, which can be formulated as follows. Take a four-
dimensional person named “Trenton” who lives for 100 years. Take also 
another four-dimensional person, inhabiting the same possible world, 
who lives for only 80 years and is named “Trent”. Suppose that Trent is 
microphysically intrinsically exactly like the temporal part of Trenton 
who lives for the fi rst 80 years of Trenton’s existence, and let us call 
this temporal part of Trenton “Trenton-minus”, where Trenton-minus 
and Trent thus have atomic temporal parts exactly similar in intrinsic 
features and causal and spatiotemporal interrelations.

2 See Van Inwagen (1981); for a discussion see inter alia Heller (1990) and 
Benovsky (2006).
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According to Merricks, according to the four-dimensionalist, assuming 
(C) for reductio, when it comes to Trenton between the age of 0 and 80, 
we then have a case where there are two coincident persons: Trenton 
and Trenton-minus. Trenton-minus is a conscious person in virtue of 
the existence of Trent and in virtue of the truth of (C). But such coin-
cidence is unacceptable, and as a consequence, by reductio, (C) is false.

But the way Merricks presents the case here can be resisted. In-
deed, this is not how four-dimensionalists typically describe the situa-
tion. Here is Sider (2001: 6), about the Statue and Lump famous case of 
coincidence: “At any given time it is only a temporal part of a spacetime 
worm that is wholly present. Thus it is only temporal parts of Statue 
and Lump that are wholly present at the time of coincidence. How can 
these temporal parts both fi t into a single region of space? Because 
‘they’ are identical.” Sider then compares this to a case of a road:
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There is a road that has a subsegment. In the very middle of the road, 
should we say that there are two entities, namely, the road and the 
road subsegment? Of course not. There is only one entity—the middle 
section—common to both the road and the road segment.

Similarly for Trenton and Trenton-minus. At a time where ‘both’ 
Trenton and Trenton-minus exist, should we say that they are two per-
sons? Of course not. Before Trenton’s 80th birthday, there always was 
only one person, exactly as in the middle section of the road there is 
only one road. It’s just that this middle section is part of a road and 
of a road subsegment, and in the same way Trenton-minus is part of 
Trenton. This does not prevent Trenton-minus to be a person, as for 
instance David Lewis insists upon: “A person-stage is a physical object, 
just as a person is. (If persons had a ghostly part as well, so would 
person-stages.)” Lewis (1983: Postscript B). Typical examples of the 
way four-dimensionalism deals with such situations also involve cases 
of fi ssion.3 Let us say, for the sake of brevity, that for some reason a 
person undergoes fi ssion, perhaps using a transporting device such as 
the one commonly used on the USS Enterprise, where due to a mal-
function of the device, instead of simply transporting one person from 
one place to another, the device also leaves the original person behind. 
(You can replace this example with any other case of fi ssion, if you don’t 
like Star Trek stories.) Thus, after the fi ssion, there are two persons, 
exactly alike. According to four-dimensionalism, we then have a situa-
tion where there are two four-dimensional persons, sharing an initial 
segment:

3 I discuss one such case in detail in Benovsky (2013: 162–164).
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Under a typical endurantist reading, this situation is one where the 
threat of coincidence is real: Person1-after-fi ssion is not identical to 
Person2-after-fi ssion, but Person1-after-fi ssion is identical to Person1-
before-fi ssion, and Person2-after-fi ssion is identical to Person2-before-
fi ssion—we then seem to have a situation where Person1-before-fi ssion 
is identical to Person2-before-fi ssion, that is, where these two persons 
seem to coincide in an unpalatable sense. But not so under the four-
dimensionalist view where Person1-after-fi ssion is not identical to 
Person1-before-fi ssion, since these are two different temporal parts, 
numerically distinct, and similarly for Person2. In this way, (i) four-
dimensionalists do not have to face the threat of coincident entities,4 
and (ii) they can say, relevantly to our present discussion, that there is 
only one person before the fi ssion, in the same sense that there is only 
one person in the case of Trenton and Trenton-minus, and similarly in 
the spatial case of you and you-minus (in the fi nger amputation case). 
Metaphysically speaking, in all such cases where there seem to be two 
objects competing for the same space (and time), there really is only 
one, it’s just that it’s also part of other, spatially and/or temporally big-
ger, objects. It’s like a wall that’s common to two houses: if you need to 
repair it, you’ll only need bricks to repair one wall, not two. In the way 
Merricks describes the situations he uses in his argument, there seems 
to be something like the principle that only ‘the biggest’ object is the 
one that counts. Thus, only Trenton, but not Trenton-minus is a con-
scious object. In his argument, appealing to the existence of Trent and 
to the truth of (C), Merricks then wants to force his opponent to recog-
nize, for reductio, that Trenton-minus is a conscious object as well, thus 
creating a situation where there apparently are two distinct coincident 
objects that crowd each other out. But, as we have seen, four-dimen-
sionalists do not, and do not have to, understand this situation (as well 
as the other similar situations) in this way.

One issue still remains. Who is doing the thinking, in the four-di-
mensionalist view? Is it the whole worm, or is it only a (rather short-
lived) temporal part of the worm? If it were the whole worm, then—and 
only then—Merrick’s objection above would go through. So, in order for 
the reply to work, we have to say that it is not the whole worm that has 
thoughts but that it has them only in virtue of having temporal parts 
that have them. A possible objection arises here:5 say that a temporal 
part that lasts for only one minute thinks the thought “I have lived for 
50 years”. This is true, in a sense, because the whole worm did live for 
50 years. But it is false, when thought by the temporal part, since the 
temporal part only lived for one minute. So, the same thought seems to 
be both true and false—how messy!

4 I simply assume here, in agreement with Merricks, that such coincident entities 
are not acceptable.

5 I would like to thank Trenton Merricks for raising this point in a discussion.
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But this only points to a specifi c feature of four-dimensionalism (i.e. 
the worm view6). In this view, worms have most of their properties in 
virtue of the having of those properties by their temporal parts. The 
temporal parts can overlap, in the sense we have just seen, or in a 
fi ssion scenario. Thus, what is being thought or said at some point by 
some temporal part is ambiguous. Take the case of fi ssion we have seen 
above. Let us say that, before the fi ssion, the person that is there is 
called “Jean-Luc Picard”. From an atemporal standpoint such a name 
is then ambiguous, since it refers both to Person1 and Person2, and 
since these two overlap at the time before fi ssion, but not at the time 
after the fi ssion. But as David Lewis points out, such an ambiguity 
is perfectly harmless as long as the two bearers of the name “Jean-
Luc Picard” are indiscernible—that is, precisely, before the fi ssion (see 
Lewis 1983: 64–65). The need to distinguish the two persons arises 
only after the fi ssion, and there is no ambiguity there, since there clear-
ly are two persons, and we will use two different names to refer to them 
(even perhaps in a homonymic way). Similarly, what the one-minute-
long temporal part thinks or says is ambiguous, and it is true under 
one disambiguation and false under another. The problem then easily 
dissolves as a mere case of ambiguity.

As a consequence, using four-dimensionalism to answer Merricks’s 
objection, we can say that (C) is true, and thus one cannot use the al-
leged falsity of (C) to argue to the effect that we humans are not caus-
ally redundant because our conscious mental properties do not super-
vene on what our parts are like. And one cannot then use this as a 
reason to make an exception for us when it comes to eliminativism.7
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What role does the imagination play in scientifi c progress? After examin-
ing several studies in cognitive science, I argue that one thing the imagi-
nation does is help to increase scientifi c understanding, which is itself 
indispensable for scientifi c progress. Then, I sketch a transcendental jus-
tifi cation of the role of imagination in this process.

Keywords: Imagination, understanding, thought experiments, sci-
entifi c progress, schema, problem of coordination.

Blaise Pascal called the imagination that “deceitful part in man, that 
mistress of error and falsity.” He said it was “all-powerful,” and the 
“enemy of reason.” Malebranche referred to imagination as the “mad-
woman in the house,” and many fi ctional and historical catastrophes 
can indeed cite specifi c over-active imaginations at their roots. It is 
imagination that leads Goethe’s young Werther to his infamous sor-
rows, and it is behind the ambition of Macbeth. Chapter eleven of Mein 
Kampf provides an actual and far more horrifying instance of the imag-
ination being used to justify evil actions. According to George Orwell, 
Hitler saw himself as “the martyr, the victim, Prometheus chained to 
the rock, the self-sacrifi cing hero who fi ghts single-handed against im-
possible odds. If he were killing a mouse he would know how to make it 
seem like a dragon” (Orwell 1940).

Yet, to reverse the sexist skepticism of Pascal and Malebranche, 
without imagination we could have no goals, no ethics, no knowledge. 
In the refl ections of scientists we see tribute paid to the imagination 
quite regularly. Francis Jacob, a Nobel Prize winning biologist, recent-
ly wrote:

It was not a simple accumulation of facts that led Newton, in his mother’s 
garden one day, suddenly to see the moon as a ball thrown far enough to fall 
exactly at the speed of the horizon, all around the earth. Or that led Planck 
to compare the radiation of heat to a hail of quanta. Or William Harvey to 
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see in the bared heart of a fi sh the thudding of a mechanical pump. In each 
case they perceived an analogy unnoticed up till then. As Arthur Koestler 
pointed out, everything in this way of thinking seems different from that of 
King Solomon when he compares the beasts of his beloved Shulamite to a 
pair of fawns, or that of Shakespeare’s Macbeth, when he sees life as “a tale 
told by an idiot, full of sound and fury.” And yet, despite the very different 
means of expression used by the poet and the scientist, imagination works 
in the same way. It is often the idea of a new metaphor that guides the sci-
entist. An object, an event, is suddenly perceived in an unusual and reveal-
ing light, as if someone abruptly tore off a veil that, till then, had covered 
our eyes. (Jacob 2001: 119) 

Jacob reminds us that no agglomeration of facts can give us the power 
over nature that science seeks, or the beauty and novelty of art. Dustin 
Stokes (2014) argues that even if Bach had known all there was to 
know about musical relationships, this still would not have been suffi -
cient to compose The Well-Tempered Clavier (159–160). This resonates 
with Jacob’s claim above; whatever is going on in scientifi c discovery, 
it is not merely the collection of facts. Other Nobel Prize winning sci-
entists gesture to similar senses of imaginative artistry and its neces-
sity in their work (e.g. Einstein 1931, 97, 1934, 163; c.f. Holton 1996, 
Hadamard 1996).

However, it was common in the philosophy of science for a long time 
to hold that the imagination was not epistemologically relevant other 
than in the context of discovery. Partially thanks to the growing infl u-
ence of science studies since the 1960s, many philosophers and cogni-
tive scientists have reversed this trend, and now see the imagination as 
an important factor in the production of knowledge and other epistemo-
logical desiderata. One reason for this change was the dissolution of an 
absolute distinction between the contexts of discovery and justifi cation. 
Another is the recently emphasized role of the imagination in scientifi c 
thought experiments. René van Woudenberg, in his introduction to a 
special issue of Metaphilosophy on thought experiments, claims that 
“the imagination, perhaps surprisingly, plays an important role in the 
process of obtaining knowledge: knowledge of certain normative issues, 
of possibilities, of moral truths, of certain physical matters, of one’s 
self, and more” (van Woudenberg 2006: 160; see also Byrne 2005, Cur-
rie and Ravenscroft 2002, Kind 2016, Kind and Kung 2016, McGinn 
2004, Salis and Frigg forthcoming, Stuart et al. 2017).

To support such a claim, some philosophers have argued that be-
cause normative, modal and ethical truths are not accessible to em-
pirical investigation, they must be the result of mental investigation 
(whether rational, as in Brown 2012, or naturalistic as in Nersessian 
2007 or Miščević 2007). Considering possible worlds is one way the 
imagination might play a role in the divination of such truths. For ex-
ample, the imagination is crucial in making the inference from conceiv-
ability to possibility, which is attacked and defended as a means (or 
mere guide) to modal knowledge (see Gendler and Hawthorne 2002).
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I would like to look again at the epistemological role of the imagi-
nation in science, specifi cally through the use of thought experiments. 
Assuming that thought experiments play some role in scientifi c prog-
ress, I want to fi nd out the nature of that role, and the nature of the 
epistemic good produced. To do this, I am going to present some results 
from cognitive science that ask what scientists and students of science 
learn from thought experiments, and how.

One problem with discussing the role of the imagination is that cog-
nitive science studies rarely refer to the imagination in a general way. 
Instead they refer to mental images, analogy, metaphor, counterfac-
tual reasoning, mental models, and so on. We fi nd something similar 
in mainstream analytic philosophy, which deals with the imagination 
as something that tests modal propositions by seeing whether they are 
conceivable, or produces psychological states which obey special norms, 
and much else. (See Gendler 2013 for a sample of ways philosophers 
characterize imagination). In order to connect empirical and epistemo-
logical issues, then, I maintain an inclusive reading of the imagination, 
delimiting not much more than the mental ability to interact cognitive-
ly with things that are not now present via the senses. These cognitive 
interactions need not be propositional or static (like images), and to al-
low conceptual space for rationalism, their content need not consist en-
tirely of permutations of previous experience. If we like, we could add 
the requirement that the cognitive interactions depart from the truth 
(following Stokes 2014), which is a reasonable requirement if we want 
to defi ne the sort of imagination that goes into creating something truly 
novel, but I do not think it is necessary at this level of investigation. 
Imagining a Boeing 747 at the bottom of the Mariana trench is no less 
an imagining if there is in fact a Boeing 747 there.

One preliminary conclusion after looking at results in cognitive 
science is that an important and mostly overlooked use of scientifi c 
thought experiments is to create understanding as opposed to knowl-
edge. Even though explaining how thought experiments increase scien-
tifi c understanding would partially address the “primary philosophical 
challenge” of thought experiments (see Brown and Fehige 2011), many 
writers focus on the ability of thought experiments to provide new 
knowledge, empirical evidence or empirical information. Still, increas-
ing understanding is just as epistemologically interesting as providing 
new knowledge, and in the second half of this paper I will investigate 
this use of thought experiments.

Let us now turn to results in cognitive science. Kosem and Özdemir 
have recently claimed that imagination “is an indispensible component 
of scientifi c reasoning” (2014: 887), and many others agree (e.g., Brown 
2006; Clement 1993, 2008, 2009; Gilbert and Reiner 2000; Klassen 
2006, Lattery 2001; Reiner and Burko 2003; Reiner and Gilbert 2004). 
Still, it is not immediately obvious how we should go about investi-
gating scientifi c imagination. One way is to consider historical cases. 
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Stephens and Clement (2012) argue that even though such an exercise 
may be helpful, it is not enough to discern the cognitive mechanisms 
that underlie imagistic mental reasoning of the type we fi nd in scien-
tifi c thought experiments. They write:

It is diffi cult to analyse the mental processes that allow a scientist to gen-
erate and run a thought experiment during an investigation by using his-
torical data because the original thought process can easily be buried under 
many changes and refi nements the author carries out before publishing a 
thought experiment. Also, for many thought experiments it is hard to know 
whether they were originally part of a discovery process or created after the 
investigation to convince others. (Stephens and Clement 2012: 160) 

Historical details can only take us so far; we must also study thinking 
agents in real-time. I will summarize the results of several such studies 
here. First I will look at studies done on thought experiments in science 
education, and then I will consider studies of the way thought experi-
ments are spontaneously invented in scientifi c problem-solving, both 
by students and experts.

Reiner and Gilbert (2000) discuss thought experiments in textbooks 
by fi rst cataloguing which thought experiments appear where, and for 
what purpose. Then they compare the original and textbook presenta-
tions of famous thought experiments. They conclude that thought ex-
periments help students and scientists understand scientifi c concepts. 
What does it mean for a thought experiment to help us understand 
something? They cite Stephen Toulmin (1972) who explicates under-
standing a concept in terms of being able to use it. A concept of any 
kind is capable of use, and therefore understood, if two criteria are 
met: it is meaningful, in that the user knows what it means; and it is 
fruitful, in that it enables the user to achieve a goal or to identify new 
possibilities. (For an extended discussion of these criteria as evidence 
of the achievement of understanding in science, see Stuart 2016).

I highlight this characterization of understanding because most of 
the below-mentioned studies are easily brought under its framework 
– especially if we include not just concepts but what can be called theo-
retical structures, a term I use to refer to concepts, models, theories, 
principles, laws, etc. Scientists and their students must be able to use 
new theoretical structures, otherwise they serve no purpose. And one 
cannot use a structure without knowing what it means, or in other 
words, without the structure being meaingful. Meaningfulness is not 
always so easy to achieve, especially in science, and we will see that 
thought experiments can sometimes assist in affording this desidera-
tum. Also, if one understands a theoretical structure, one can usually 
achieve something with it. Thought experiments help us explore the 
consequences of adopting certain structures, and see how conceptual-
ized phenomena interrelate, and this opens up new possibilities for 
theorizing, modeling, and constructing experiments.

Building on this framework, Reiner and Gilbert argue that thought 
experiments in science textbooks (as opposed to those in scientifi c jour-
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nals), are not used as effectively as they could be. In scientifi c litera-
ture, most thought experiments are presented in the following way: We 
begin with a scenario or problem-statement. We create an imaginary 
world to help us explore the scenario or problem. We “set up” or “design” 
a thought experiment in this imaginary world, which we then “run” 
and “observe.” Finally, we draw a conclusion about the initial problem 
or scenario. This presentation-style spurs members of its audience to 
make new connections on their own. Textbooks, on the other hand, of-
ten present the conclusion of the thought experiment fi rst, and then 
the imagined scenario is introduced, which lends credence to the con-
clusion. In this style of presentation, students do not vary variables in 
their minds; they simply follow along a text (Reiner and Gilbert 2000). 
This is suboptimal for achieving the conditions of meaningfulness and 
fruitfulness. If you do not perform the thought experiment or otherwise 
establish the semantic connections for yourself, a theoretical structure 
will have diminished meaning for you. It is also less likely that you will 
see all the ways to make the structure fruitful. (For other ways of mak-
ing theoretical structures meaningful and fruitful see Stuart 2017).

Velentzas, Halkia and Skordoulis (2007) look at textbooks as well, 
and they show that what James R. Brown calls “constructive” thought 
experiments (Brown 1991: 36), i.e., those that provide evidence for or 
establish a theory, are preferred by textbook authors to what Brown 
calls “destructive” thought experiments (Brown 1991: 34), which func-
tion as counterexamples. The thought experiments used most com-
monly in physics textbooks are Einstein’s train, Einstein’s Elevator, 
and Heisenberg’s Microscope, which the authors classify as construc-
tive. Perhaps these are so popular because thought experiments like 
these show students how their everyday experiences relate to modern 
day physical theory (Velentzas, Halkia and Skordoulis 2007: 365ff.). In 
other words, such thought experiments might “build bridges between 
students’ knowledge and everyday experience and the new or modifi ed 
concepts and principles which have to be learned” (359). Building such 
bridges would certainly help to make new concepts meaningful and 
fruitful for students.

This study inspires several more by Velentzas and Halkia. In the 
fi rst (2011), they discuss Heisenberg’s Microscope “as an example of 
using thought experiments in teaching physics theories to students.” 
They begin by citing Alexander Koyré, who claims that thought experi-
ments “help scientists to bridge the gap between empirical facts and 
theoretical concepts” (Koyré 1968). Agreeing, they argue that while 
Heisenberg’s microscope thought experiment is not generally well re-
garded by physicists (either at Heisenberg’s time or now), the thought 
experiment is still quite useful for introducing the uncertainty prin-
ciple in quantum mechanics, which they taught to 40 high school stu-
dents in grade 11 using the thought experiment. First, they introduced 
some important concepts from quantum mechanics, and then let the 
students work through the thought experiment mostly on their own. 
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That is, through Socratic question and answer, the students were al-
lowed to work through their guesses, and if they went too far off track, 
they were gently guided back. Velentzas and Halkia recorded the ses-
sions in order to code and analyze them, and two weeks later admin-
istered a test for comprehension. They concluded that many students 
did come to understand the uncertainty principle from the thought ex-
periment. And not merely for the case of gamma rays and microscopes; 
they appreciated the principle independently of any considerations of 
specifi c measuring apparatuses.

Next they turned to special and general relativity (2013a). Again 
the authors found that thought experiments in relativity make it pos-
sible for students to “grasp physical laws and principles which demand 
a high degree of abstract thinking, such as the principle of equivalence 
and the consequences of the constancy of the speed of light to concepts 
of time and space” (3026). They found this achievement more surpris-
ing than in the case of the uncertainty principle, because students have 
very strong folk intuitions which interfere with understanding General 
relativity theory. Students generally did not understand the concept of 
inertia and they assumed that their intuitive concept of simultaneity 
could not be wrong, that space is empty and separate from time, and 
that an observer’s point of view has no bearing on physical laws as 
there is always an encompassing frame from which an objective state 
can be observed (Arriassecq and Greca 2012).

However the authors did manage to convey the concepts of rela-
tivity theory to the students successfully, letting them work through 
Einstein’s elevator and train. They recorded the sessions and analyzed 
them, and then administered a test two weeks later for comprehension. 
From their success they concluded that thought experiments are used 
“both for clarifying the consequences of physics theories and for bridg-
ing the gap between the abstract concepts inherent in the theories and 
everyday life experiences” (3027). Finally, in their (2013b) the authors 
turned to Newton’s Cannon. As in the above two cases, the authors got a 
group of students to work through the thought experiment on their own, 
and to see that projectile motion and orbital motion are governed by the 
same laws. The authors claim that Newton’s thought experiment “can 
act as a bridge which enables students to correlate the idea of the ‘down-
ward’ motion of objects drawn from their everyday experience with the 
same objects’ motion ‘to the center of the Earth’” (2623). To make this 
possible, students had to see the Earth as if from above, and extend 
their knowledge of regular projectile motion to a scale large enough to 
represent both suborbital and orbital motion. This allowed them “to link 
the motion of a projectile as it can be observed in everyday situations 
with the possible case of a projectile that can move continuously paral-
lel to the ground in a context where the whole Earth is visible” (2623).

The metaphor of “bridging” is common to all of these studies, and 
continues to be invoked below. I think it is signifi cant because it relates 
to both meaningfulness and fruitfulness. When a bridge opens, new ter-
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ritory becomes accessible. The territory was already there, but we did 
not have access to it. A theoretical structure is not made fruitful by a 
thought experiment if that thought experiment does not make possible 
new and identifi able uses of the structure, and one way it might do this 
is by connecting the theoretical structure via “bridges” to existing con-
cepts, background theoretical knowledge, experiences and skills. Such 
activity can also provide semantic content to the theoretical structure, 
rendering it (more) meaningful.

Velentzas and Halkia conclude that thought experiments are useful 
in education because they help students learn to apply diffi cult scientif-
ic concepts. But there are two other interesting conclusions they draw 
in their (2013b). One is that thought experiments are pedagogically 
superior to computer simulations, because only in a thought experi-
ment is it completely up to the student to determine how the outcome 
of an imagined scenario results from the set-up. A computer simulation 
where the earth is seen from above and the student can program in dif-
ferent projectile velocities and see how these changes affect the motion 
of a projectile was useful, and certainly better than merely calculating 
consequences of Newton’s laws. But in these cases the student takes 
a passive role by setting the parameters and waiting to see what hap-
pens. In a thought experiment, students mentally “set” the parameters, 
and then in addition have to fi gure out what will happen. And instead 
of trusting to the algorithms of a computer, students must provide 
some reason to believe the system will evolve as it does in their imagi-
nations. Also, talking through imaginary scenarios enables teachers to 
see where a student stands with respect to their comprehension of the 
theory. Therefore the authors conclude that there is good evidence that 
thought experiments will not be replaced by computer simulations in 
the near future, at least in the classroom.

This is related to their second important conclusion, that “in any 
experiment, the manipulation of ideas is more important than the ma-
nipulation of materials” (2638). That is, “hands on is less important 
as compared to minds on” (Duit and Tesch 2010). Presumably the au-
thors mean that manipulating laboratory equipment is pedagogically 
less useful to a student who does not grasp the deeper meaning behind 
these events. And with respect to the goal of increasing scientifi c un-
derstanding, this is something worth stressing.

Now that we have discussed some of the fi ndings of thought ex-
periments in science education, let us look at how thought experiments 
originate in situ.

In “The Symbiotic Roles of Empirical Experimentation and Thought 
Experimentation in the Learning of Physics,” Reiner and Gilbert ar-
gue that in the course of solving empirical problems, subjects often 
construct and run thought experiments spontaneously. They conclude 
that “the process of alternating between these two modes—empirically 
experimenting and experimenting in thought—leads towards a con-
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vergence on scientifi cally acceptable concepts” (2004: 1819). In other 
words, thought and empirical experiments appear in conjunction, and 
this is for the best, because together they enable us to go from “seeing” 
a physical phenomenon to “knowing” about it (1820). The evidence for 
this is the following.

Reiner and Gilbert asked students to analyze a physical mechanism 
that behaved in an unexpected way. Two heavy wheels were set next 
to one another into a base, and each was free to spin. If one was made 
to spin quickly, the other would do nothing. But as it slowed down, 
the other would begin to spin and speed up, until the fi rst came to a 
complete stop. When the second wheel began to slow down, the fi rst 
would start spinning again. The reason for this behaviour was a set of 
hidden magnets contained in the wheels. Given a list of the materials 
out of which the mechanism was built, the students were asked to fi g-
ure out what was going on. Different sets of students were all observed 
to follow a similar methodology: they began by identifying the various 
physical mechanisms in a general way using concepts like force, accel-
eration, weight, direction, and so on. They used these to construct vari-
ous (mental or physical) models to capture what they observed. Then 
they abstracted their models further into what the authors called a 
“representational space,” where the relationships between features of 
the mechanism were represented, often with the help of pen and paper. 
Finally, the students created and used imaginary worlds to test their 
models using thought experiments.

The authors claim that instances like these show “how concepts 
emerge out of touching and seeing. A student forges links between the 
bodily and the mental, between the physical and the cognitive, facul-
ties” (2004: 1831). Despite the reference to knowledge, the epistemolog-
ical state in question is better described as understanding. Most of the 
knowledge discussed in traditional epistemology is propositional. And 
links between bodily, mental, physical and cognitive faculties, while 
they can be expressed in propositions, are not propositions themselves. 
Also, establishing connections between parts of theory and experience 
is typically referred to as “objectual understanding,” which is grasp-
ing the “coherence-making relationships” in a comprehensive body of 
information (Kvanvig 2003: 192). And it can be produced by thought 
experiments (Stuart 2017).

In a different study, Kösem and Özdemir (2014) collected three 
groups of subjects, each with a different level of expertise in physics, 
and presented them with diffi cult problems drawn from dynamics or 
mechanics. The fi rst group was made up of doctoral graduates, the sec-
ond was university undergraduates, and the third was high school stu-
dents in grade 12. The total number of thought experiments invented 
by each of the three groups was roughly equal.

In terms of the means of the thought experiments, each student ei-
ther modifi ed an object in an imaginary scenario (for example, the size 
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of a car), or a variable (its velocity). When they modifi ed the object, they 
did so either to match a more familiar case with which they had previ-
ous experience, or a simpler case, for example, by dissecting a problem 
into several smaller, easier problems. When they modifi ed a variable, 
they either eliminated or minimized the variable’s value to eliminate 
its infl uence altogether, which helped them focus on the relationships 
of other variables, or they increased the value of a variable to make its 
effect on the system more obvious.

In general, changing the problem to a more familiar case by modify-
ing the object was the most common type of thought experiment strat-
egy used by the undergraduate and high school groups. Modifying the 
variables was used quite often by the doctoral group, and very seldom 
by the others. In terms of purpose, there were several. Sometimes a sub-
ject would have an intuition, which they explored with a thought experi-
ment. This use was labelled “prediction.” Other times a subject might 
have an independent reason for believing something, which they chose 
to illuminate with a thought experiment while trying to report or justify 
it. This was labelled “explanation.” Other times the thought experiment 
played the role of a proof. The undergraduates used thought experi-
ments as a proof more than any of the other groups. The high school 
students and doctoral graduates very rarely used thought experiments 
as proof. Across all three groups, however, by far, “the most frequently 
observed purpose of using a thought experiment is for ‘explanation’” 
(882). That is, “to communicate ideas, or exemplify the solution” (879).

Finally, there are studies focused on the use of imagination by expert 
scientists in vivo. First, Trafton, Trickett and Minz (2005) ask if scien-
tists use the imagination to manipulate mental representations. They 
conclude that they do. They argue that scientists create what Clement 
later calls “overlay simulations” (2009) between external and mental 
representations. That is, they compare and align mental and exter-
nal representations, checking for fi t or feature-similarity. The authors 
found that the scientists manipulated spatial representations more of-
ten in their heads than they did using their computers (2005: 97).

In a second study, Trickett and Trafton (2007) built on these re-
sults, arguing that scientists spontaneously invent “small-scale” or “lo-
cal” thought experiments (867) in times of “informational uncertainty” 
(843). Scientists perform thought experiments in such conditions to 
“develop a general, or high-level, understanding of a system” (844). 
The authors focus on the data analysis phase of research, in which 
scientists must negotiate uncertainty to see what information the data 
presents, and interpret it. Employing “what if” reasoning helps scien-
tists test out alternate interpretations of the facts, fi ll in holes in their 
data, and see how their data fi t with existing research questions and 
background theories. They predict that thought experiments “will be 
used by experts when they are working either outside their immedi-
ate area of expertise or on their own cutting edge research—that is, in 
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situations that go beyond the limits of their current knowledge” (867; 
cf. Corcilius 2017 who argues that this is (roughly) how Aristotle used 
thought experiments)).

If the empirical results I have mentioned are on the right track, 
there is a great deal that is philosophically interesting here. In almost 
every one of the above studies, one of the main conclusions is that 
thought experiments are important because they bridge conceptual/
theoretical knowledge to previous experience, existing knowledge and 
abilities.

What does this tell us about the epistemological role of thought 
experiments in science? If we separate the action of bridging existing 
instances of knowledge from the action of creating new instances of 
knowledge, we see that thought experiments are often instances of the 
fi rst kind of action, whether or not they are instances of the second. 
Thought experiments are more often used to explore or interpret con-
ceptual solutions to problems, communicate ideas, or model scenarios, 
than they are to provide solutions to problems. That is to say, the per-
formance of a thought experiment usually increases understanding 
rather than producing new knowledge. In fact, Özdemir (2009) argues 
that students learn to shy away from using thought experiments as evi-
dence in physics as they mature, although they do not shy away from 
using them to communicate and explore. It is possible that this trend 
maintains itself in the professional careers of scientists everywhere.

It is also important that all of the above studies produce results that 
support the idea that thought experiments create understanding in one 
of the two ways mentioned at the start. Velentzas and Halkia showed 
that students use thought experiments to bridge empirical knowledge 
and theoretical structures. Gilbert and Reiner saw a symbiotic rela-
tionship between thought and empirical experiments, which were per-
formed in a way that “negotiated concepts” through communication 
and exploration, making a student’s concepts and models intelligible 
to him or herself, and also to his or her peers. Stephens and Clement 
argued that thought experiments “appear to have considerable value 
as a sense-making strategy” (2006: 1). Kosem and Özdemir found that 
the most common use of thought experiments across different groups 
was to “communicate ideas or exemplify a solution.” Trafton, Trickett 
and Mintz found scientists employing thought experiments to compare, 
align and manipulate representations, especially for communication. 
For each of these cases, the value of sense-making thought experiments 
derives at least partially from the fact that if we do not make sense of 
a theoretical structure we cannot make use of it.

Let us turn to some considerations of these results. First, these 
roles that we have just identifi ed are epistemological. And since these 
roles produce understanding as opposed to knowledge, we are able to 
draw on the quickly expanding resources in the philosophy of under-
standing. Understanding, like imagination, was rejected as a topic of 
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serious study in the philosophy of science around the time of the logical 
positivists, because it was associated with a psychological and subjec-
tive feeling (especially by Hempel; see de Regt et al 2009: 3–5; de Regt 
2009: 22–24). This feeling might be an outcome of good science and 
provide clues concerning what should be investigated next (see Lipton 
2009, Grimm 2009, Thagard and Stewart 2011), but it might also be 
irrelevant or misleading (see Ylikoski 2009). Leaving the positivist- era 
characterization behind, philosophers now consider understanding in 
many different senses.

As with “thought experiment,” a vague but useful term, we can say 
interesting things to differentiate understanding from other epistemo-
logical states in the absence of a necessary and suffi cient defi nition. 
One kind of understanding is “mediated,” that is, it comes by means of 
a model, an experiment, a theory, a thought experiment, an explana-
tion, or something else. One way to know if such mediating entities 
provide increased understanding is to ask about abilities. When we un-
derstand something, we can use it in new ways. We can relate what is 
understood to new and old knowledge, and to abilities we already had. 
This is why I continuously return to the meaningfulness and fruitful-
ness of theoretical structures. If we look at the thought experiments 
used in the aforementioned studies and in the history of science, we see 
that very many make some concept(s) more meaningful and fruitful, 
and so increase (evidence of) understanding. In Stuart (2016) I showed 
that Maxwell’s demon, Darwin’s eye, and the clock-in-the-box all pro-
vide this sort of understanding by connecting theoretical structures to 
experience, existing knowledge or abilities. Others try and fail, includ-
ing Heisenberg’s microscope and Darwin’s whale. I think we can extend 
the argument easily to many other thought experiments including Ein-
stein’s elevator and train, EPR, Galileo’s falling bodies, and Stevin’s 
prism. If thought experiments perform this function, this is no obstacle 
to their also serving as evidence for or against theoretical claims. That 
is, they could provide both understanding and knowledge, although it 
is understanding I am interested in here. How might thought experi-
ments provide both knowledge and understanding?

First, I hope it is clear that the same thought experiment can have 
several different uses at different times or for different people. For 
example, Schrödinger’s cat was once used to attack the Copenhagen 
interpretation of quantum mechanics, and now it is used to introduce 
physics students to superposition and entanglement. One might argue 
that we have here two different thought experiments, but it is the same 
imagined scenario drawing on similar underlying assumptions, even 
if it is used for a different purpose in the two cases. If it is the same 
thought experiment, then the same thought experiment is at one time 
used by experts as an argument against a theory, and later by teachers 
and students for pedagogical reasons (see Bokulich and Frappier 2017 
for more on the identify conditions of thought experiments). Now, is 
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it possible that the same thought experiment can play more than one 
epistemic role, for the same person (or community), at the same time?

Yes: thought experiments like Heisenberg’s microscope, Schro-
dinger’s cat, Einstein’s elevator and others, are simultaneously used by 
scientists to make sense of diffi cult new theoretical structures, which 
increases their scientifi c understanding by helping them connect ab-
stract theoretical structures either to experience or to previously un-
connected parts of theory. In addition to serving this purpose, many 
of these thought experiments simultaneously or derivatively use this 
new understanding to attack, subvert, popularize or explain a theory or 
theoretical interpretation. The application of new understanding often 
results in new knowledge.

There is a complementary idea present in the work of Hans Radder 
on laboratory experiments (1996), which Sören Häggqvist (1996) and 
Tim de Mey (2003) applied to thought experiments. The idea is that 
the performance of an experiment is different from the application of 
the result of that experiment to theory. These two actions are often 
confl ated in general discussions of scientifi c experiments. What I am 
suggesting is that sometimes the performance of a good thought experi-
ment yields understanding, while the application of the result of that 
experiment yields knowledge.

What is novel here is that thought experiments are quite frequently 
signifi cant for scientifi c understanding and not merely for knowledge. 
This idea has some nice consequences. For instance, it explains why 
many of the more famous thought experiments appeared in the later 
stages of their respective scientifi c revolutions. This is because they were 
meant to make sense of a new theoretical structure that had been intro-
duced during the course of the revolution. If this is the case, the thought 
experiment could not have shown up earlier. The new quantum formal-
ism was mathematically complete and empirically adequate by 1925, 
and Schrödinger’s cat was not born until a decade later. Similar relation-
ships obtain between Maxwell’s demon and the statistical-mechanical 
interpretation of heat, Einstein’s train and general relativity, the clock 
in the box and quantum mechanics, and many others.

This idea also helps to explain the role of thought experiments in the 
rhetoric of science. If you can provide an intuitive interpretation of a 
theory, this can be a way to get others to accept that interpretation, and 
therewith, the theory. If I am convinced of the Copenhagen interpreta-
tion of quantum mechanics, it is necessary that I am also convinced of 
quantum mechanics. Likewise, for those who oppose a new and compet-
ing theory, the fi rst reaction is often to look for counterexamples, cases 
where the theory does not apply or that the theory cannot explain. And 
searching for counterexamples is itself an attempt to explore the con-
nection between the new theory and the world (i.e., gain understanding 
of the theory's empirical content), and show that the proposed connec-
tion cannot be made (i.e., gain knowledge through falsifi cation).
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This also explains the prevalent place of thought experiments in 
science textbooks and websites which aim to describe in general outline 
how this or that modern scientifi c theory works or what its content is. 
Thought experiments help students take the steps their intellectual 
ancestors took in order to understand a theory. And even if someone 
does not understand all the diffi cult theoretical structures invoked by a 
theory, they might still grasp some of the relationships between those 
structures and their previous experiences and knowledge via a thought 
experiment.

This interpretation also sheds light on the role of thought experi-
ments in scientifi c theory proliferation and “public marketing.” If a the-
ory has been developed in great theoretical or mathematical detail, but 
has not yet caught the eye of the greater scientifi c community, perhaps 
it is time to try some thought experiments. These may assist in securing 
funding and improving the theory’s public image, since granting agen-
cies and the public must be able to understand the theory to see it as 
pursuit-worthy. Late night infomercials on television encourage you to 
imagine yourself in some uncomfortable situation, from which only the 
Brand New Shining Product can save you. Thought experiments can 
also be powerful tools of advertisement that appeal to our intuitions 
and emotions via the imagination. Recognizing this power illuminates 
a new danger in thought experiments that was hidden until now: Since 
high-level understanding is one of the goals of science and thought ex-
periments can provide it, they might be used (intentionally or not) to 
deliver merely apparent and not genuine understanding. Heisenberg’s 
microscope is a potential example. While it does provide a way to visu-
alize the uncertainty principle, it has been criticized harshly for doing 
so in a misleading way (see, e.g., Roychoudhuri 1978).

This is an interesting issue, because general understanding, while 
a desideratum, might not always be achievable. Our cognitive abili-
ties might not always be suffi cient for understanding our theoretical 
structures. Perhaps it has already happened in science that we have 
abandoned a good theory for a rival that was more easily intuited and 
understood, although false. Physicist Paul Dirac “regards models, im-
ages, pictures not only as redundant, but as dangerous. As long as the 
formalism and experimental results dovetail, theoretical physics has 
achieved its task” (quoted in Yourgrau 1967: 866). The Aristotelian 
theory of motion including natural places for the fi ve elements strongly 
appeals to the imagination and is easy to understand, and this is surely 
one of the reasons it was dominant for so long. This is a problem that 
needs to be understood, and accounted for, although there is some rea-
son for optimism. It is true that once we pass into the microscopic do-
main or higher dimensions we fi nd it diffi cult to perform some kinds of 
imaginings, but this does not stop us from focusing on aspects of those 
systems that we can imagine. The entities that make up our world dis-
play a multitude of interesting properties, many of which stand in rela-
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tions that can be visualized even if others cannot. The lesson is that, 
the more complicated our theories become, the more careful we must be 
with our imaginary examples.

Finally, if thought experiments provide understanding, they serve 
a function which is indispensable for the progress of human science. 
Without understanding, we cannot use our knowledge, and without 
knowledge there is less to understand. These two features of science 
can develop independently for a while, but not for long. Even with the 
greatest division of intellectual labour, one stagnates in the absence 
of the other. According to Peter Kosso: “knowledge of many facts does 
not amount to understanding unless one also has a sense of how the 
facts fi t together” (2006: 173). He invites us to recall the Omniscienter 
from Pierre Dumal’s novel A Night of Serious Drinking, over whose 
chair it reads “I know everything, but I do not understand any of it.” 
Kosso suspects that “the Omniscienter has spent too much time gath-
ering evidence and too little time thinking about it. He has taken the 
piecemeal empiricism too seriously and overwhelmed his science with 
observation. Too many data have left too little room for understanding. 
There are examples of knowledge without understanding in the physi-
cal sciences, and they are found in the most empirically dependent sci-
ences or in any science at the time of new empirical discovery” (182).

To this end, Steven Weinberg remarks that general relativity offers 
more understanding than does quantum mechanics, because the latter 
cannot easily be bridged to our other stores of knowledge. He sees the 
Copenhagen interpretation as a surrender to the incomprehensibility 
of the theory, throwing up our hands and asking for empirical accuracy 
only (Weinberg 1992, Kosso 2006: 184). If it is true both that we need 
to understand our theories, and that quantum mechanics is inherently 
diffi cult to understand, then we should expect a great deal of thought 
experiments in quantum mechanics, especially in the fi rst decades af-
ter the theory was introduced. And indeed, this is probably the period 
most replete with thought experiments in the history of science. (See 
Peacock 2017 for a detailed look at many of them).

Many scientists explicitly seek connections between their theories 
and the world or other pieces of knowledge, which I have character-
ized above as a search for understanding. Ernst Mach remarked that 
there has to be what he called “coordination” between the variables of 
a theory and the aspects of the world to which it refers (see van Fraas-
sen 2008). The temperature reading taken from a thermometer must 
refer to something real, not to another conceptual entity. Reichenbach 
extended the problem, noticing that even the coordinating relation, if 
we could create one, would only be another abstract relation, which we 
would again need to coordinate (1965). Einstein remarked that if we 
want to talk about rigid bodies and their behaviour, we must fi rst coor-
dinate “experience[e]able objects of reality with the empty conceptual 
schemata of axiomatic geometry” (Einstein 1921). Einstein also spoke 
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of the “ever-widening logical gap between the basic concepts and laws 
on the one side and the consequences to be correlated with our experi-
ences on the other—a gap which widens progressively with the devel-
oping unifi cation of the logical structure, that is with the reduction in 
the number of the logically independent conceptual elements required 
for the basis of the whole system” (1934: 165). In other words, scientists 
recognize the need for something to bridge the gap between our theo-
retical structures, including laws, concepts, equations and mathemati-
cal models, and the world. Further, Einstein considers the possibility 
that as physics becomes more refi ned and united, it must make use of 
more and more abstract notions and relations to connect all its infor-
mation to experience.

There is evidence that scientists have intentionally used thought 
experiments to solve this problem of coordination. Heisenberg showed 
in 1925 that the matrix and wave-mechanical formalisms of quantum 
mechanics were mathematically equivalent. Still, Schrödinger was set 
on the wave mechanical interpretation, and Heisenberg on the par-
ticle interpretation. According to Marten Van Dyck, Schrödinger called 
Heisenberg’s theory a “formal theory of frightening, indeed repulsive, 
abstractness and lack of visualizability.” And “‘Heisenberg’s theory in 
its present form is not capable of any physical interpretation at all,’ 
was another claim made at the same time” (2003: 81). In response, 
Heisenberg began considering whether an interpretation focused on 
the particle nature of atomic elements could be visualized, and spe-
cifi cally whether in-principle observables could be simultaneously mea-
sured. “This was a turning point for Heisenberg’s theory, because it 
led him to propose a visualizable interpretation of quantum mechan-
ics through thought experiments based on the limits of measurement. 
Heisenberg wrote out all his ideas in a letter to Pauli at the end of 
February [1927], in an attempt, he said, to ‘get some sense of his own 
considerations’ as he groped towards a consistent theory” (Beller 1999: 
105; emphasis added). Kristian Camilleri writes, “Heisenberg’s intro-
duction of the imaginary gamma-ray microscope was not intended pri-
marily to demonstrate the limits of precision in measurement. Though 
it certainly did this, its real purpose was to defi ne the concept of posi-
tion through an operational analysis. This becomes evident once we 
situate Heisenberg’s use of imaginary gamma-ray microscope within 
the context of his concerns over the meaning of concepts in quantum 
theory” (2007: 179). Heisenberg’s thought experiment was therefore a 
way to link the new theoretical structure to some empirical content, 
whether through operationalization or visualization, for Heisenberg, in 
dialogue with his peers.

And this goes for many of the physicists of the period. Mara Beller 
writes, “most physicists, Bohr and Heisenberg included, wanted more: 
some feeling of understanding, of illuminating, or explaining the kind 
of world that quantum formalism describes. The need for this kind of 



24 M.T. Stuart, Imagination: A Sine Qua Non of Science

metaphysical grasp is not merely psychological but social as well—the 
power of a successful explanation and the power of the effective legiti-
mation and dissemination of a theory are connected” (Beller 2002: 107).

This supports the notion that the understanding provided by 
thought experiments is important for many reasons, including pedago-
gy and popularization. But more importantly, it shows that scientists 
have been aware of this, and have used thought experiments for this 
purpose.

What have we learned so far? Thought experiments have many 
epistemological uses, many of which generate understanding as op-
posed to (or in addition to) knowledge. And the imagination plays some 
role in this. How does it work? Perhaps those who characterize thought 
experiments as mental models have an answer. Nenad Miščević (2007) 
argues that the power of the imagination results from its having 
evolved as a useful predictive tool with its roots in normal perception. 
Nancy Nersessian agrees, stating that “the perceptual system plays 
a signifi cant role in imaginative thinking,” which “makes sense from 
an evolutionary perspective” (2007: 136). While Nersessian does not 
claim that all the content that is manipulated by our mental models 
is perceptual or imagistic (142), she does “contend that a wide range 
of empirical evidence shows perceptual content is retained in all kinds 
of mental representations” (139). What grounds the epistemic use of 
thought experiments for Miščević and Nersessian is experience itself, 
and the usual cognitive and sensory faculties that provide empirical 
knowledge. Perhaps their justifi cation of the outcome of thought ex-
periments through mental or neural mechanisms can also be used to 
help explain the epistemic value of thought experiments conceived as 
producing understanding. Let us examine this claim.

The idea that we manufacture complex ideas from sensory experi-
ence via reason and imagination has its modern roots in British Empir-
icism. It is still well-supported empirically (see e.g., Prinz 2002) and is 
introspectively attractive. Nevertheless, there is something about the 
use of imagination in producing scientifi c understanding that seems 
left out of such a justifi cation. The thought experiments discussed 
above do not succeed because the imagination has its roots in percep-
tion or other cognitive processes that evolved to represent the world 
accurately. We might be right to trust knowledge claims concerning 
the output of an imaginary scenario that accurately models a system 
with which we have relevant experience. But in producing new mean-
ing or new abilities, we do not need representational accuracy; we only 
need to create the right bridges between theory and experience, how-
ever that is done. And sometimes increasing representational accuracy 
would hinder rather than help. It’s hard to conceive of Maxwell’s de-
mon in a more realistic way doing the same job. Einstein’s elevator suc-
ceeds in giving content to the equivalence principle because it takes us 
away from normal perception and gives us a new means of conceiving 
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the world. Since this use of the imagination is different from the one 
that generates new knowledge, we need a different justifi cation for it.

To do this, I will set up an analogy. Just as imagination can help to 
determine the content of perception, thought experiments can help us 
to determine the content of theoretical structures.

There is support in cognitive science for the view that imagination 
can infl uence the content of perception. First, patients who have dam-
aged parts of their neocortex sometimes cannot see conceptualized ob-
jects, like, e.g., ducks. They can only see lines, shapes and patches of 
colour (Thagard 2010: 70). One explanation for this phenomenon is the 
absence in these patients of “top-down processing,” which is now “cen-
tral in modern neuroscience” (Burchard 2011: 69). Top-down processing 
occurs when we fi rst categorize or cognize things in broad strokes, and 
work through the details later. Those details are perceived as aspects 
of the more general conceptualized object, which means that the higher 
centers of our brain help to determine what we perceive. When top-
down processing is operative, higher centers in the prefrontal cortex of 
the brain track and modify what happens in lower centers. When some-
thing new or diffi cult to identify is presented to a subject, top-down 
processing starts before recognition of the object is accomplished. Ac-
cording to Miller and Cohen (2001), the prefrontal cortex accomplishes 
this by providing bias signals to lower brain structures. These bias sig-
nals guide the fl ow of neural activity along certain pathways. In other 
words, when we see something new, parts of our brain normally associ-
ated with conscious thought are already involved in categorizing and 
making sense of the thing as it is presented to us (see also Buschman 
and Miller 2007). And imaginings can certainly be conscious. For ex-
ample, it is well-known that if we approach an ambiguous fi gure (like 
the duck-rabbit of Gestalt psychology) with a certain mental image in 
mind, this can determine what we will see when we look at it. There is 
also support from the literature on “cognitive penetrability” (see e.g., 
Arstila 2017). I take all of this as evidence that the imagination, insofar 
as it is located in the higher centers of the brain, can play a constitutive 
role in determining the content of sense-experience.

Second, Mark Johnson writes in the Body in the Mind that we “con-
nect up” (1987: 152) abstract mental structures with the contents of 
our sense perception using what he calls “schemata,” which are “non-
propositional structures of imagination” (19). He says “Even our most 
simple encounters with objects, such as the perception of a cup, involve 
schemata that make it possible for us to recognize different kinds of 
things and events as being different kinds” (20). Johnson’s schemata 
have been very infl uential in cognitive science, and after the idea was 
re-expressed in Lakoff and Johnson (1999), it spawned what may be 
called a subfi eld of research. The basic idea is that through the imagi-
nation, we create schemata that give content to our beliefs, and struc-
ture perception and thought.



26 M.T. Stuart, Imagination: A Sine Qua Non of Science

Nigel Thomas, a long time researcher of mental imagery, under-
stands schemata as data structures in the brain that make possible 
our perceptual experience of the world (Thomas 1999). Thomas under-
stands schemata slightly differently from the Johnson-Lakoff school, 
but he admits that the views are compatible, and again the imagination 
plays a crucial role. Thomas argues that schemata are not things that 
we experience, although they are necessary for experience in general.

Finally, there are sources of support for the fundamentality of imag-
ination for sense experience that are more general. Stokes argues from 
a philosophical perspective that imagination is necessary (although not 
suffi cient) for the formation of new beliefs, desires, intentions, as well 
as for learning new concepts and skills (Stokes 2014: 179–180). And 
Colin McGinn (2004) argues that imagination is necessary for all cogni-
tion, since it is necessary for grasping meaning.

If we grant the possibility that imagination can structure percep-
tion in a subconscious or non-occurent way, we can begin the analogy 
to thought experiments and the theoretical structures of science. Just 
as the imagination functions at the most fundamental level with re-
spect to conceptual content, as it does for the Lakoff-Johnson school 
and Thomas, there is a sense in which we can understand the imagi-
nation playing this role at a conscious level to determine the semantic 
content of theoretical structures through thought experiments. Here, 
we occasionally use the imagination to settle on what a diffi cult new 
theoretical structure means, and in so doing, understand it by relat-
ing it to other concepts, increasing its empirical content, or becoming 
comfortable with it through repeated use. Instead of using the imagi-
nation to create a meaningful image of a duck from lines and colours 
and shapes, we use it purposely to assign new meaning to a theoretical 
structure via a thought experiment.

For Kant, the imagination is the link between the senses and the 
understanding. Every time we use a concept, we perform an action, or 
in Kant’s words, create a schema, that links a specifi c experience to our 
concept. I think something like this becomes very plausible if instead 
of linking individual sense experiences to individual categories, we 
consider linking experience as a whole (or in swaths) to the partially-
interpreted theoretical structures of scientifi c theories via uses of the 
imagination, whether consciously or unconsciously. In this case, an ac-
tion is performed, which may sometimes take the form of a thought 
experiment, which connects theoretical structures to experience. The 
thought experiment can make these structures, which are often de-
veloped in a formal or mathematical way, meaningful and fruitful. 
No amount of mathematics, laboratory experimentation or computer 
simulation will establish for us the semantic content of the principle 
of equivalence, the uncertainty principle, or Newton’s laws, because 
grasping semantic content is something we must do for ourselves, not 
something that can be done to or for us. The imagination is useful here 
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because through it we forge new connections between affective, senso-
rial, memorial and rational elements. All high level theoretical struc-
tures will require some act of semantic comprehension on our part if we 
are to make scientifi c progress by means of them, whether that act is 
prompted by a thought experiment, a simpler act of imagination, or an 
automatic act of imaginative association. And this act of schematiza-
tion, which would be described by Kant, Johnson, Lakoff and Thomas 
as an act of imagination, cannot be justifi ed by cognitive science or by 
philosophy. It is only justifi ed in a transcendental sense because it is 
always necessarily presupposed by both. That is why it is a sine qua 
non of scientifi c understanding.

I hope this characterization of the role of the imagination in thought 
experiments sheds some light on the common conclusions of the empiri-
cal studies I considered above, namely, that thought experiments in-
crease scientifi c understanding by bridging theoretical structures with 
existing knowledge or experience. Of course, there are different kinds 
of understanding thought experiments can produce. These are distin-
guished elsewhere (see Stuart 2017). There are also different kinds of 
imagination that are important for the discussion. In this paper, I con-
sidered imagination as an ability (or faculty, capacity); in future work 
I will turn to imaginative processes (actions or practices), which can be 
thought of as exercises of our ability to imagine. Unlike the imagina-
tive faculty, imaginative acts can be discussed in a non-transcendental 
way. That is, we can say directly what makes different imaginative 
acts epistemically valuable. But at the level of generality I’ve taken up 
in this paper by discussing the faculty of imagination, we can only give 
something like a transcendental justifi cation. In this, I follow Marco 
Buzzoni, on whose work I have drawn extensively (see Buzzoni 2008, 
2013, 2016, 2017). Speaking in Buzzoni’s terms, this paper takes up the 
transcendental perspective on thought experiments, where in future 
work I will be taking up what he calls the operational perspective.

To conclude, in the cases considered above where novel understand-
ing is produced, it is often due to creating a connection between some 
theoretical structure(s) of science and existing knowledge, skills or ex-
perience, via an exercise of the imagination. We have substantiated 
this idea by considering the imagination as a key component in build-
ing these bridges. Thought experiments are instances of the sort of 
conceptual exploration that is needed to understand theoretical struc-
tures in science, which are themselves a necessary condition for the 
possibility of a working science. This argument, that thought experi-
ments increase understanding by means of the imagination, which is 
fundamental to all theoretical understanding, suggests a novel way to 
justify the role of the imagination in creating scientifi c understanding, 
one that does not confl ict with any of the existing accounts that aim to 
justify empirical knowledge produced by thought experiments.
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Bayesianism has been dubbed as the most adequate and successful the-
ory of scientifi c rationality. Its success mainly lies in its ability to com-
bine two mutually exclusive elements involved in the process of theory-
selection in science, viz.: the subjective and objective elements. My aim in 
this paper is to explain and evaluate Bayesianism’s account of scientifi c 
rationality by contrasting it with two other accounts.
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1. The Problem of Scientifi c Rationality
The problem of scientifi c rationality is one the most important prob-
lems in philosophy of science. Throughout its long and colorful history, 
the problem has seen many formulations. However, there seems to be 
an essential theme that remains the same in all those varying formula-
tions. This can be formulated as follows: “Does the choice of a particu-
lar scientifi c theory over another involve rationality?” Notice that the 
concept of rationality fi gures prominently here. It is, thus, important 
to show what it means.

When we talk about rationality in the problem of scientifi c rational-
ity we are talking about the rationality involved in choosing one theory 
over another; i.e. we are talking about the conditions that constitute 
the reasonableness of such a choice. Let me elaborate on this further. 
Suppose that we have two rival theories, X and Y, trying to describe the 
same phenomenon. X and Y are not reducible to one another, since the 
set of statements, which makes up X, could not be subsumed to Y, and 
vice-versa. Suppose further that the scientifi c community chooses X 
over Y. The issue here is whether those scientists really have good rea-
sons to choose X over Y, and if they have, what conditions then would 
constitute the choice’s reasonableness.
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On the one hand, some philosophers hold that a choice’s reason-
ableness is simply determined by a strict methodological process. They 
claim that there are procedures and criteria in determining whether 
a theory is better than another. Others claim, on the other hand, that 
the reasonability of a choice is more complex than that. They claim 
that scientifi c rationality can only be explained by looking at arbitrary 
elements present in the processes involved in scientifi c enterprise as 
a whole. The issue about scientifi c rationality, therefore, is concerned 
with explaining the conditions that constitute the rationality of the 
theory-selection process in science. Before discussing this further, 
there is a much pressing matter that I need to address fi rst.

Some philosophers have objected to the idea of characterizing the 
problem of scientifi c rationality only in terms of the rationality of the 
theory-selection process. They claim that this idea is founded on a 
faulty assumption. They contend that since the process of theory-selec-
tion is only one of the activities done in the sciences, it would not follow 
that if this were irrational, the whole scientifi c enterprise would then 
be irrational. For them, the whole debate about scientifi c rationality 
falsely assumes that the rationality of science as a whole is seen only 
in the theory-selection process.1

Like many other philosophers dealing with scientifi c rationality, I 
do not deny that the theory-selection process is just another activity 
done in the sciences. I need to emphasize, however, that the epitome 
of the scientifi c enterprise is seen in this process. The rationality of 
the whole enterprise is best seen in the manner by which the scien-
tifi c community decides what theories to accept or reject. If their choice 
were made unreasonably, it puts into question the entire scientifi c en-
terprise. On the other hand, if it was proven otherwise, then it reas-
sures us of the confi dence that we give to science. The reason why the 
problem of scientifi c rationality, as is characterized here, focuses on the 
debate concerning the rationality of the theory-selection process is not 
only because it is the epitome of the scientifi c enterprise, but also be-
cause it assures us of the confi dence that we give to science as a whole.

2. Two Alternative Solutions
There are two very infl uential solutions to the problem of scientifi c ra-
tionality. There are those who claim that the choice of a scientifi c theory 
is determined by strictly following a method. For others, such a choice 
is ultimately determined by reasons external to science itself—be it per-
sonal, social, or political. Adherents of the former solution are infl uenced 
by logical empiricism’s rational reconstruction program; adherents of 
the latter are infl uenced by Kuhn’s historiographical theory of science.

1 For example, Siegel (1985) has argued that the issue concerning the rationality 
of the process of theory-selection presupposes an answer to the question, “In what 
constitutes rationality in science?” He claims that this question is prior to the 
question formulated in this paper. I shall argue against this claim.
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For a long time, the rational reconstruction program has been the 
standard conception of scientifi c rationality. Adherents of this program 
not only include the logical empiricists, like Schlick and Carnap, but 
also the Popperians—supporters of Popper—and the later neo-pragma-
tists, like Quine and van Fraasen. By considering the following theses, 
we could have an idea of the rational reconstructionist’s solution to the 
problem of scientifi c rationality:2

(1) the thesis of the unifi ed method of science
(2) the thesis of formalizability of this method
(3) the demarcation thesis; and,
(4) the thesis of scientifi c rationality.

The fi rst thesis tells us that by looking at the history of science, one 
would fi nd some semblance of a unifi ed scientifi c method. The second 
states that it is possible to formalize or systematize this method, and it 
is the philosopher’s task to do so. Through the second thesis, the third 
thesis states that this formalized scientifi c method differentiates sci-
ence from the non-sciences and the pseudo-sciences. Still via the second 
thesis, the fourth thesis tells us that such a method could show how sci-
ence really works. That is, how scientifi c theories are made, how they 
are accepted, and whatnot.

From the four theses, we could already have an idea how the ratio-
nal reconstructionist would answer the problem of scientifi c rational-
ity. The solution is roughly this. Given two opposing theories, X and Y, 
scientists would choose X over Y if and only if (iff) using the formalized 
scientifi c method, X is shown to be better than Y. The idea is that this 
formalized scientifi c method would give adequate reasons to prefer one 
theory over the other. The process of theory-selection, therefore, would 
only be a matter of following the rules set by this method. But what is 
this method?

There are two competing “methods” available for the rational recon-
structionists: the method of confi rmation and the method of falsifi ca-
tion.3 The method of confi rmation works as follows. Scientifi c inquiry 
usually starts with a theory. If predictions or descriptions made using 
this theory were shown to be true by some (either observational or ex-
perimental) evidence, then such a theory would thus be confi rmed, or 
at least shown to be empirically adequate. In light of the problem of 
scientifi c rationality, this method works as follows. Given two opposing 
theories, X and Y, if the gathered evidence shows that X’s descriptions 
are true, and shows Y’s to be false, it would then warrant the choice 
of X over Y. Because of this simple formula for theory-selection, many 

2 I am following the discussion of these four theses in (Jiang 1985).
3 It should be noted, however, that there is a deep tension between these 

“methods” of science. Proponents of the method of confi rmation, like Hempel, 
claim that this method is a more powerful method than the method of falsifi cation. 
Proponents of the other camp, like Popper, make the same claim in favor of their 
preferred “method”.
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rational reconstructionists were led to believe that the method of con-
fi rmation is the best method for science. Others, like Popper, were not 
quite impressed by this.

Popper has showed that if the method of confi rmation were the real 
method of science, then theories like astrology and alchemy would have 
to be accepted as scientifi c theories, since this method could easily be 
applied to them. Of course, rational reconstructionists would repudiate 
this idea because, for them, these “sciences” are not really scientifi c. 
Since the method of confi rmation would consider such theories as sci-
entifi c, Popper claims that it is the wrong method of science. What he 
proposes as an alternative is the method of falsifi cation.

The method of falsifi cation assumes that theories can never really 
be confi rmed; rather, they can only be temporarily corroborated by cer-
tain evidence. Like the method of confi rmation, the method of falsifi ca-
tion sees that scientifi c inquiry begins with a theory. However, unlike 
the former, the latter obliges scientists to look for evidence that could 
show that their theory is false—since the true mark of a scientifi c theo-
ry is its falsifi ability (possibility to be false). If the lot of evidence were 
to show that the theory is false, then it would have to be rejected. If 
otherwise, then it is said to be corroborated by such evidence. Nothing 
is fi nal here. Some accepted theory might eventually be rejected—due 
perhaps to some new evidence against it. But this should not cause 
dismay, for this process is the mark of “scientifi c progress.” In light of 
the problem of scientifi c rationality, the method of falsifi cation works 
as follows. Given two opposing theories, X and Y, X is chosen over Y iff 
X and Y are falsifi able and X is corroborated by certain evidence, while 
Y is not. If X is later shown to be false by some new evidence, and an-
other theory, Z, which is falsifi able but is now corroborated by that new 
evidence, Z should be chosen over X.

For rational reconstructionists, therefore, scientifi c rationality is 
determined solely by the method of science. On the basis of evidence, 
theories are accepted or rejected. The manner by which theories are 
accepted or rejected depends either on how evidence corroborates or 
confi rms them. There are three important elements in this account of 
scientifi c rationality. First, theories should be about something empiri-
cally testable. Second, evidence that confi rms or corroborates should 
be external to the theory. Third, confi rmation (or corroboration) de-
termines the acceptance or rejection of a theory. Only by following the 
method of science could we show how scientifi c rationality is possible. 
Friends of the rational reconstruction program have thus shown that 
there can only be an objective way of answering the problem of scien-
tifi c rationality.

Kuhn, a leading proponent of the historiographical theory of sci-
ence, has raised crucial objections against the rational reconstruction 
program’s solution to the problem of scientifi c rationality. First, he sees 
that the picture of the history of science proposed by the rational re-
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constructionist is normative rather than descriptive. He argues that 
if we were to look at the actual history of science, we would not see 
a unifi ed method that governs scientifi c growth; what we would see, 
rather, are “non-cumulative developmental episodes in which an older 
paradigm is replaced…by an incompatible new one” (Kuhn 1996, 92). 
Since the fi rst thesis espoused by rational reconstructionists tells us 
that a unifi ed method of science can be seen in the history of science, 
and if Kuhn’s observations are correct, then this rational reconstruc-
tionist thesis would be false. What then is the intellectual force of such 
a thesis? For Kuhn, since this thesis is false, it would mean that the 
rational reconstructionist’s insistence for a method of science would 
merely be an imposition of a dogma. If this were the case, it would then 
follow that their clamor for a method of science would be circular, thus 
making the “method” of science questionable.

Second, Kuhn points out that the rational reconstructionist’s depic-
tion of scientifi c rationality is limited. That is, their thesis of scientifi c 
rationality does not provide a complete description of the scientifi c pro-
cess. For rational reconstructionists, the process of choosing a theory 
over another would simply be a matter of strictly following the method 
of science. However, Kuhn points out that this view only applies to a 
specifi c period in the history of science, which he calls “normal science”, 
and not to whole history of science. Kuhn defi nes “normal science” as 
“research fi rmly based upon one or more past scientifi c achievements, 
achievements that some particular scientifi c community acknowledges 
for a time as supplying the foundation for its further practice” (1996: 10). 
Since normal science is based on the scientifi c community’s acknowledg-
ment of these past achievements, a particular way of doing science is 
thus born. This way of doing science is what Kuhn calls a “paradigm”.

For Kuhn, a paradigm functions like the rational reconstructionist’s 
view of the method of science. It determines what evidence would be 
acceptable in confi rming a theory, or what research topic should be un-
dertaken in perfecting a theory. This determination, however, is only 
made within this dominant paradigm. Kuhn further points out that in 
the actual history of science there were episodes where this paradigm 
breaks down due to some anomalies that could not be accounted by the 
dominant paradigm. The break down of a paradigm is what he calls, 
“crisis science”. In crisis science, the scientifi c community suffers a ter-
rible fate because the dominant paradigm is put into question. Without 
this paradigm, normal science would cease its activities. Kuhn argues 
that although some scientists would try to save the old paradigm, in 
the time of crisis many would offer new paradigms to account for the 
anomalies that the old paradigm could not. In this period, the whole 
scientifi c enterprise would have many different paradigms. But crisis 
science would eventually end. Its end is marked by the “emergence of 
a new candidate for paradigm and with the ensuing battle over its ac-
ceptance.” (Kuhn 1996: 84). The problem, then, is to determine the con-
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ditions and processes involved in choosing one paradigm over another.
To paraphrase Kuhn, it is impossible to use the rational reconstruc-

tionist’s idea of the method of science as a standard of rationality of 
choosing one paradigm over another “for these (methods) depend in 
part upon a particular paradigm, and that paradigm is at issue.” (1996: 
94). Kuhn further claims that to resort to a “method” in choosing be-
tween paradigms is circular since “[e]ach group uses its own paradigm 
to argue in that paradigm’s defense” (1996: 94). Thus, Kuhn shows that 
the rational reconstructionist’s main theses are problematic. And since 
they are problematic, their solution to the problem of scientifi c ratio-
nality would be problematic as well.

Kuhn’s alternative account of scientifi c rationality is somewhat 
controversial. He sees scientifi c rationality not as a matter of simple 
rule-governed processes, but a more complex one.4 For Kuhn, science 
is a human endeavor. As such, there are elements in it that color the 
way science is conducted. Since science is a human endeavor, it follows 
that scientifi c rationality is also marked by these humanistic elements. 
For Kuhn, “[a]n apparently arbitrary element, compounded of personal 
and historical accident, is always a formative ingredient of the beliefs 
espoused by a given scientifi c community in a given time” (1996: 4). 
The combination of this arbitrary element and the personal niceties 
of scientists make the problem of scientifi c rationality a human issue. 
In this picture, scientifi c rationality is an ongoing process that starts 
from the formative years of the members of a scientifi c community, up 
to their activities in specifi c fi elds, then to their decision to accept or 
reject theories, and then to the process of relearning or unlearning old 
ways of thinking. Furthermore, this process informs the way that a sci-
entist chooses anything. A scientist’s background would infl uence his 
preferred area of research. A group of scientists’ shared commitments 
would determine their choice of accepting the results of an experiment.

In general, for Kuhnian historiographers of science, scientifi c ra-
tionality—and the rationality of choosing one theory over another—
depends on arbitrary elements external to the logic and method of 
science, or even to the facts observed. Thus, these apparent arbitrary 
elements also determine the theory-selection process. Such a process is 
founded upon certain value-laden reasons and commitments shared by 
the members of a scientifi c community. These reasons are not derived 
from any method of science, but are more political or social in nature. 
To put it roughly, the Kuhnian idea of scientifi c rationality with regard 
to theory-selection is this. Given two opposing theories, X and Y, X is 
chosen over Y iff a consensus to choose X over Y is reached by the mem-
bers of the scientifi c community.

This does not mean that a theory is selected by mere majority vote 
4 In what will come next, I have refrained from articulating certain Kuhnian 

themes, like revolutionary science, changes of worldview, and incommensurability 
of theories as these are not deemed necessary to articulate the historiographical 
theory’s main thesis.
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or by a shared whim. Rather, members of the scientifi c community 
eventually arrive at a choice because of the values and commitments 
they share, like valuing the consistency and plausibility of the theory, 
or the commitment to scientifi c development, etc. It is not the case, 
however, that the sharing of values and commitments means that the 
assignment of importance of values or commitments is the same for 
each member of the community. This is not possible because each in-
dividual, informed by their personal backgrounds, would assign levels 
of value differently. Only by having these different subjective values 
meet could a consensus be produced. Kuhn’s historiographical view of 
science gives much importance to these subjective values because these 
have “an important effect on scientifi c development” (ibid). But this 
emphasis on subjective values is not without problems.

Many philosophers have argued that Kuhn’s emphasis on subjec-
tive values makes the whole theory-selection process a highly subjec-
tive affair. Kuhn does not deny this; in fact he embraces it. Subjectiv-
ity drives science to progress. Without it, science will be impossible. 
On the other hand, others have argued that if Kuhn’s view is correct, 
then it would show that whole scientifi c enterprise would be irrational. 
Kuhn counters that this objection is only tenable if rationality means 
strictly following a rule or method; but as we have seen, he denies that 
there is such a method.

One very important objection against Kuhn’s historiographical view 
is the fact that, contrary to Kuhn’s point, the process of theory-selec-
tion involves evidence. Kuhn’s account focuses too much attention on 
the historical aspects of science that the question of evidence has been 
overlooked. Why is it that although there are subjective elements that 
strongly infl uence a scientist’s acceptance of a theory, the very same 
scientist would, more often than not, accept a theory on the basis of 
compelling evidence for it, even if such evidence is contrary to his per-
sonal beliefs? This is a feature of scientifi c rationality that Kuhn’s view 
fails to give a judicious account.

3. Bayesianism
The main project of the Bayesian approach to scientifi c rationality is 
to combine the rational reconstructionist’s insistence for an objective 
method of determining a choice’s reasonableness with Kuhn’s empha-
sis on the importance of subjective arbitrary elements that infl uence 
the members of the scientifi c community. There are three important 
elements here that need to be considered:
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(1) a subjective interpretation of probability statements5;
(2) the Dutch book argument; and,
(3) Bayesian thesis of rationality.6

With these three elements, Bayesianism does not only give an ade-
quate theory of scientifi c rationality, but also restored the importance 
of evidence and confi rmation in the theory-selection process.

Bayesianism begins with a subjective interpretation of probability. 
On this view, probability statements are statements about personal de-
grees of beliefs.7 These degrees of beliefs are quantifi able according to 
a 0 to 1 scale, 0 being the lowest value and 1 being the highest. The as-
signment of these values is a highly personal, thus subjective, affair. A 
person can freely assign a value of .70 to his belief that he will win the 
lottery, regardless of whether he has strong grounds for it. The only re-
striction that Bayesianism imposes on the assignment of values is the 
coherence of this assignment with other beliefs. Since the assignment 
of values is too subjective, then there would be a problem of determin-
ing coherence, since we can have a coherent set of irrational beliefs. To 
answer this problem, Bayesianism has the Dutch book argument.

The Dutch book argument is a pragmatic test for the coherence of 
degrees of beliefs. In its simplest formulation, it states that if a person 
should be willing to act in accordance to his beliefs. However, if the re-
sult of his action would make him suffer more losses than receive more 
gains, then his beliefs are incoherent, and he is acting irrationally; oth-
erwise they are coherent, and he is acting rationally. For Bayesians, 
the coherence of beliefs is a matter of a betting game.

5 There are three dominant interpretations of probability statements: a priori 
(classical) interpretation, relative frequency interpretation, and the subjectivist 
interpretation. The classical interpretation, developed by the “fathers” of probability 
theory, Fermat and Pascal, tells us that probability statements are statements about 
the chances of some favorable outcome happening over the total number of possible 
outcomes. Thus, the statement, “There’s a 25% chance that I’ll get a clubs from a 
standard deck of cards” means that of the fi fty-two cards, there are thirteen chances 
of having a favorable outcome. On the other hand, the relative frequency theory, 
developed by Keynes, claims that probability statements are statements about the 
number of instances that a favorable outcome happens over an observed period of 
time. Thus, the statement, “There’s a 30% chance that I’ll get six in a single roll of 
a loaded die” means that out ten times that I rolled that die, three turned up six. 
The subjectivist interpretation, developed by Ramsey, sees probability statements 
as statements about a person’s partial beliefs. Thus, the statement, “There’s a 
20% chance that I’ll get the job” means that the person who uttered the statement 
sees that there’s a low chance for him to get the job. For further discussions on the 
interpretations of probability, see (Hajek 2012).

6 Bayesianism is considered as a general theory of rationality, see (Joyce 2004). 
But although this is the case, it does not prohibit extending its use to account for 
scientifi c rationality.

7 Ramsey is acknowledged as the fi rst to discuss the philosophical underpinnings 
of a subjective interpretation of probability statements, see the collection of his 
works in (Ramsey 1996).
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Suppose that person, A, assigns .51 to belief, B, and assigns the 
same value to a contrary belief, not-B. Suppose further that someone 
offered him a wager to the effect that A bets $6 on B and another $6 
on not-B. If B obtains, A will win $10; if not-B obtains, he’ll also re-
ceive $10. Suppose that either B or not-B will obtain, but not both. If A 
decides to bet on both B and not-B, then we will know that he has an 
incoherent set of beliefs, since he is willing to lose $12 only to gain $10.

The Dutch book argument shows that the coherence of a set of be-
liefs, hence also the rationality of the person having those beliefs, can 
be determined if that person is not willing to lose more than he could 
gain. If the person decides to act according to his incoherent beliefs, 
then he is acting irrationally. Notice here, that the argument works 
on two assumptions. First, rationality of choices involves coherence of 
beliefs, which in turn presupposes the notion of utility expectations; 
second, there are external elements that determine the coherence of 
beliefs. These two aspects are very important in Bayesianism’s account 
of scientifi c rationality.

External elements, like observational or experimental evidence, are 
important in determining rationality of choices. Although, Bayesians 
are willing to grant that the assignment of values is subjective, they 
also believe that it is important to look at external objective factors that 
determine a choice’s rationality. Objectivity is founded on a formalized 
notion of confi rmation. It is formulated as follows. A certain evidence, 
E, confi rms a person’s subjective assignment of degrees of belief, P(B), 
just in case E raises P(B). That is, P(B/E) > P(B). Otherwise it is dis-
confi rmed. Confi rmation happens on the level of the subject involved. 
Via a subjectivist interpretation of probability, a person assigns a value 
to his belief. If some evidence confi rms this belief, then this evidence 
raises his confi dence to his belief. There is an implicit appeal to condi-
tional probabilities here. That is, if E confi rms P(B), then E raises P(B).

The formalized idea of confi rmation has the Bayesian theory of ra-
tionality as a necessary consequence. This is formulated as follows: 
P(T/E) = P(E/T) x P(T)/P(E).8 What this formula means is simply that a 
theory is more confi rmed by unexpected evidence than expected ones. 

8 Where P(T/E) means that the degree of belief to a theory given the evidence; 
P(E/T) expresses a measure that that the evidence is unsuprising given the theory; 
P(T) means the degree of belief to a theory prior the evidence; and P(E) means 
the prior probability of evidence. Because of limited space, I could not unpack the 
niceties of this formula. However, I’ll try to discuss the two principles involved 
here: (1) the prediction (expectation) principle; and (2) the surprise principle. The 
prediction principle states that if a person assigns a high value to the belief that 
some evidence, E, would occur because of a theory, T, then E strongly confi rms T 
if E thus arise. The surprise principle, on the other hand, states that if a person is 
expecting two evidences: E and E* from T, if E is more surprising than E*, but would 
not be surprising if T were true, then E strongly confi rms T than E* does. These two 
principles show that unexpected evidence that a theory predicts strongly confi rms 
that theory than expected evidence could. For further details of the formulation, see 
(Joyce 2004).
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Thus, if some evidence strongly confi rms a theory, I should then assign 
a higher value to my theory given the evidence.9 The importance of this 
result can be seen more clearly if we apply it in relation to the problem 
of scientifi c rationality.

The Bayesian account of scientifi c rationality—especially of the ra-
tionality of choice—amounts to the following. If two theories, X and Y, 
predict that some event, E, is expected to happen, and E does happen, 
then X and Y are confi rmed by E. Of course confi rmation here still 
relates to the raising of subjective degrees of beliefs. But if X predicts 
a further unexpected event F, which Y did not predict, and F does hap-
pen, given this unexpected evidence, one should raise the degree of be-
lief to X than Y given F. As the Bayesian theory of rationality suggests, 
since some evidence raises our confi dence to X than Y, then it should 
follow that we need to assign a higher value to X than Y. That is, X 
would be a reasonable choice than Y. Furthermore, given the Dutch 
book argument, if a person chooses Y over X given F, that person then 
is acting irrationally.

Bayesianism accounts for scientifi c rationality by considering two 
mutually exclusive elements in the theory-selection process: the subjec-
tive assignment of values to one’s beliefs, and the objective confi rming 
evidence of a theory. Bayesianism suggests that in choosing between 
two or more theories, it is always reasonable to choose the one which is 
confi rmed by evidence. To choose otherwise is to succumb to the Dutch 
book argument.

4. Conclusion
I have discussed some of the intricacies of the philosophical debate 
about scientifi c rationality. I have shown that problem of scientifi c ra-
tionality is concerned with explaining the constitution of the rational-
ity of choice in the sciences. Many philosophers have offered their solu-
tions to it by maintaining either an extreme version of objectivism or 
subjectivism. The rational reconstructionists have espoused the former 
solution; while Kuhnians the latter. The rational reconstructionist’s 
solution succumbs to Kuhn’s historical critique. Kuhn’s view, however, 
failed to recognize the importance of evidence in the theory-selection 
process. I have argued that Bayesianism offers a middle ground that 
reconciles both extreme positions. Armed with the subjective interpre-
tation of probability, which highlights personal (subjective) assignment 
of values to beliefs, and the Dutch book argument, which is an objective 
test of the coherence of these assignments, Bayesians approached the 
problem of scientifi c rationality with a renewed interest on how evi-
dence confi rms a theory. As such, Bayesianism showed that although 
our beliefs are really subjective, we still have to choose the best theory 

9 Bayesianism is also characterized as a normative theory of rationality, see 
(Joyce 2004).
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among other competing theories. And in having the notion of a “best” 
choice, we are already implying that we can have rational grounds for 
choosing one over the other. However, the rationality of this choice is 
not determined solely by a strict application of method or by mere per-
sonal arbitrary elements that surround our choices. The rationality of 
our choice of a theory is founded on evidence confi rming that theory.

My main aim in this paper is to show that Bayesianism is indeed 
an adequate theory of scientifi c rationality. What I have discussed here 
are brief descriptions of the rational reconstruction program, Kuhn’s 
historiographical view, and Bayesianism. Comparing the three, I have 
shown that Bayesianism reconciled the best aspects of the two other 
theories. As such, I can say that the Bayesian approach is indeed an 
adequate account of scientifi c rationality.
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In this paper, I address the grounding problem for contemporary Russel-
lian panpsychism, or the question of how consciousness as an intrinsic 
nature is connected to dispositions or powers of objects. I claim that Rus-
sellian panpsychists cannot offer an adequate solution to the grounding 
problem and that they should reject the claim that consciousness, as an 
intrinsic nature, grounds the powers of objects. Instead, I argue that they 
should favour the identity theory of powers, where categorical and dis-
positional properties are identifi ed. I maintain that the identity theory 
serves as a better ontological basis for panpsychism since it avoids the 
grounding problem. Apart from that, I also argue that identity theory 
panpsychism is a position more parsimonious than Russellian panpsy-
chism since it introduces fewer entities while successfully avoiding the 
grounding problem. Based on these considerations, I conclude that iden-
tity theory panpsychism is an option worth considering.

Keywords: Panpsychism, grounding problem, categorical proper-
ties, dispositional pro perties.

1. Introduction
Panpsychism is the view that consciousness is a fundamental and 
universal feature of reality. Though this view might seem odd and 
counterintuitive at fi rst, there are many reasons for why we should 
take it seriously. These reasons largely follow the ex nihilo nihil fi t 
principle—consciousness must come from somewhere, it cannot come 
into existence from nothing, such as when unconscious fundamental 
particles arrange themselves to form conscious brains. The solution 
panpsychism offers—maintaining that those particles are themselves 
conscious—raises a few eyebrows. Despite its initial strangeness, the 
view has been gaining traction in current philosophy of mind.
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However, panpsychism faces a number of diffi culties. The most dis-
cussed of those is the combination problem, the question of how small 
subjects come together to form big subjects. While this is and probably 
will remain a serious issue, I will instead focus on a less discussed but 
equally challenging problem for panpsychism: how is consciousness, as 
something present within all objects at the fundamental level of real-
ity, connected to the dispositions or powers those objects exhibit?

In this paper, I argue that contemporary panpsychism, infl uenced by 
the ideas of Bertrand Russell, does not offer an adequate answer to this 
question. The reason for this is the ontological commitment of Russellian 
panpsychism to the idea that an object‘s intrinsic nature grounds or ac-
counts for its dispositions or powers. It is hard to see how this grounding 
relation can be explained without invoking further problematic notions. 
This is the grounding problem for panpsychism. I then offer a way of 
avoiding this issue by arguing that the panpsychist is better off accept-
ing the identity of intrinsic natures and powers rather than maintaining 
that they are ontologically different. Furthermore, through a discussion 
on intentionality and the directedness of powers, I demonstrate that pan-
psychism paired with the identity theory results in a more unifi ed ac-
count of objects and properties than the identity theory alone. Finally, 
after addressing several objections to the identity view, I conclude that 
the panpsychist who accepts it is better equipped to handle the ground-
ing problem than the Russellian panpsychist.

2. The Russellian Motivation
One of the main contemporary motivations for taking panpsychism se-
riously comes from Bertrand Russell, who argued (1927/1992) that ob-
servational science reveals only the mathematical structure of matter, 
without saying anything about what matter is intrinsically. Russell‘s 
approach has recently attracted renewed interest, forming a body of 
works which fall under the name of Russellian monism. Philosophers 
following Russell‘s line of reasoning think that consciousness is the best 
candidate to play the role of the intrinsic nature of matter, as it is the 
only such nature we know of. For example, William Seager has stated 
that consciousness is something we have “ready to hand” to play that 
role, and that nothing justifi es positing additional intrinsic properties 
except the verbal demand that it be “non-mental” (Saeger 2006: 137).

In addition to Russell, this argument has historic roots in the work 
of Arthur Eddington who argued (1928: 259) that science cannot reveal 
the nature of the atom since it only describes it in terms of pointer 
readings on instrument dials. However, in the case of pointer read-
ings regarding his own brain, it is clear to him that the readings are 
attached to a background of consciousness. If that is true, Eddington 
suggests that “the background of other pointer readings in physics is 
of a nature continuous with that revealed to me in this particular case” 
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(1928: 259). In other words, he argues that all physical facts should be 
attached to a background of consciousness:

If we must embed our schedule of indicator readings in some kind of back-
ground, at least let us accept the only hint we have received as to the signifi -
cance of the background—namely, that it has a nature capable of manifest-
ing itself as mental activity (Eddington 1928: 260).

Eddington’s argument appeals to parsimony, as it aims to show that 
it is more reasonable to presume that the background of pointer read-
ings is consciousness rather than something inherently non-conscious. 
As he puts it, attaching pointer readings to “something of a so-called 
‘concrete’ nature inconsistent with thought” would be “silly” if we are 
left wondering “where the thought comes from” (Eddington 1928: 259).

The form of Russellian panpsychism1 arising from these consider-
ations is committed to the claim that consciousness is the intrinsic na-
ture of matter which grounds all physical facts of reality. This claim 
can be cast in terms of categorical and dispositional properties. Dis-
positional properties are commonly defi ned as the directedness of an 
object towards a certain kind of manifestation, under appropriate con-
ditions (Jaworski 2016: 57). For instance, a vase has the disposition to 
shatter when struck. More broadly, a dispositional analysis describes 
how something behaves in space and time, under this or that condi-
tion. Categorical properties, in contrast, are defi ned as powerless or 
non-dispositional features of objects, such as their shape and size (Ja-
worski 2016: 55). A categorical analysis describes what an object is 
like “in itself ”, non-relationally. Russell‘s motivation for panpsychism 
can now be put as follows: observational science only reveals the dis-
positional properties of objects, but it is silent about the categorical 
properties that ground these dispositions. The idea that consciousness 
is the intrinsic nature of matter can be understood as the claim that 
consciousness is the categorical property of objects, while the physical 
facts it grounds are the dispositions of those objects. This view is a 
hybrid approach between pandispositionalism, the claim that all prop-
erties are fundamentally dispositional, and categoricalism, the claim 
that all properties are fundamentally categorical (Choi and Fara 2012). 
Russellian panpsychists, as described here, thus accept the existence 
of both categorical and dispositional properties but specify conscious-
ness as the universal categorical property of objects at the fundamental 
level of reality (Pereboom 2015).

3. The Grounding Problem
Russellian panpsychists are faced with an objection raised by Karen 
Bennett2 and further developed by Derk Pereboom (2015). Pereboom 

1 There are other forms of panpsychism, but I will focus my attention only on the 
particular form of Russellian panpsychism as described here.

2 Karen Bennett, “Why I Am Not a Dualist”, ms., as reported by Pereboom (2015).
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argues that micropsychists3 need to introduce brute laws4 in order to 
explain how “microphenomenal absolutely intrinsic properties” are 
linked to microphysical properties (2015: 317). Otherwise, the connec-
tion between microphenomenal and microphysical properties would 
be unintelligible. Pereboom (2015: 317) further argues that micropsy-
chism is ill-equipped to explain the properties revealed to us by cur-
rent microphysics, considering that brute laws generally provide no 
adequate explanations. Panpsychists thus need to account for how con-
sciousness, as a categorical property, grounds the dispositional proper-
ties of objects.5 To do that, they can either concede and posit inexpli-
cable laws, or say that there are no such laws.

The former option is equivalent to the necessitation relation dis-
cussed by David Armstrong (1978, 1983), Fred Dretske (1977) and Mi-
chael Tooley (1977) within the framework of their view on natural laws. 
Necessitation can be defi ned as the law-making universal N which 
holds between universals or natural properties F and G, so that if a 
possesses F, then a necessarily possesses G (Armstrong 1978, 1983). 
This form of necessitation is a brute law since it cannot be reduced to 
a more basic level, which is problematic because it fails to provide an 
explanation where there should be one, committing us instead to an on-
tology where the notions used are—by defi nition—unintelligible. This 
issue was clearly formulated by David Lewis, who has argued (1983: 
366) that Armstrong fails to provide a transparent account of neces-
sitation, and that a relation is not necessary simply in virtue of being 
called “necessary”. Considering that there are rival theories which of-
fer a coherent explanation of properties without invoking brute laws, 
the panpsychist is seemingly left without strong reasons to posit them. 
Naturally, a panpsychist could claim that other theories do not offer 
a satisfying explanation, arguing instead that we need to have brute 
laws. Without going further into this extensive debate, I limit myself 
to proposing a solution to the grounding problem which will not rely on 
brute and inexplicable laws.

The latter option results in several problems as well. If conscious-
ness is the categorical property that grounds dispositions, there is an 
immediate worry of how it could ground them if there are no brute 
laws. Positing consciousness as a categorical property is problematic 
unless it is in some sense connected to dispositions or powers. With-
out this connection, we end up with epiphenomenalism—the view that 
consciousness lacks causal effi cacy. For an epiphenomenalist, mental 
events (or tokens of conscious experience) are caused by physical brain 

3 Pereboom uses “micropsychism” for all views that see consciousness as present 
at the fundamental level of reality. This includes the form of panpsychism I am 
discussing.

4 Laws are brute when they have no further explanation or when they cannot be 
explained by appealing to something more fundamental.

5 In this context “categorical” and “dispositional” are interchangeable with 
“microphenomenal” and “microphysical”.
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states, but mental events themselves have no effects on physical events 
whatsoever (Robinson 2015). If the panpsychist were to choose this op-
tion, they would have to deal with the following diffi cult questions:
       a. How does consciousness ground dispositions without brute laws?
       b. How do they avoid epiphenomenalism, a largely unattractive 

view nowadays, or—alternatively—why should epiphenomenal-
ism be accepted?

       c. If there are no brute laws linking categorical and dispositional 
properties, then why do only certain types of physical systems 
result in consciousness?

Question c) might initially appear as a variation on the combination 
problem for panpsychism,6 but it is not. Instead, it is the following query: 
why would minds be specifi cally tied to brains (or any particular form 
of matter) if there were no laws linking categorical and dispositional 
properties? We have good reasons to accept a sort of parallelism be-
tween complex physical states and complex mental states: an intuitive 
and empirically justifi able answer to the question of why only human 
brains are capable of abstract and higher-order thought, as opposed to 
other animals, is that human brains are more advanced. A panpsychist 
claiming that there are no brute laws of grounding would have to deny 
this parallelism. In order to explain why only some physical states re-
sult in complex conscious subjects, the panpsychist would need to offer 
an account alternative to the claim that consciousness, as a categorical 
nature, is linked to certain types of physical or dispositional systems 
resulting in complex consciousness. Unless they introduce (brute) laws 
of grounding which hold between physical and mental states, it is not 
clear how they could explain the existence of such a parallelism, which 
is a largely uncontroversial concept. This is a big bullet to bite. How-
ever, this is not a reason to straight out reject a non- brute-law version 
of panpsychism. My intention here is only to show that this version of 
panpsychism leads to us having to accept a wide array of unappealing 
views. Because of that, I will try to develop a solution to the grounding 
problem which avoids these issues.

4. The Identity Theory of Powers
There is a way for the panpsychist to avoid the problems stated above 
and to offer a promising solution to the grounding problem. The iden-
tity theory of powers, discussed by Charles B. Martin (1994, 1997), 
John Heil (2003) and William Jaworski (2016), is uncommitted to the 
bifurcation of categorical and dispositional properties. For the identity 
theorist, “categorical” and “dispositional” only describe the differing 
theoretical roles properties play. In reality, though, there is no such 

6 The combination problem, in its most common variant, is the diffi culty of 
explaining how simple (or the simplest) subjects combine into more complex subjects 
(see Chalmers 2016 and Goff forthcoming).
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division: categorical and dispositional properties are one and the same 
thing. Every property possessed by an object gives it the power to inter-
act with other objects in various ways (Jaworski 2016: 57). To illustrate 
this, Heil (2003: 112) uses the example of a snowball, whose spherical 
shape is traditionally understood as a categorical property. He (Heil 
2003: 112) argues that the shape of the snowball confers to it the power 
to roll on a fl at surface. In other words, sphericity is a quality or cat-
egorical property possessed by the snowball, but at the same time its 
power. Jaworski (2016: 63) uses a clearer example—a diamond—and 
argues that the diamond’s hardness empowers it to scratch glass. In 
contrast, proponents of the hybrid view of properties would argue that 
the diamond’s tetrahedral arrangement of carbon atoms is a categori-
cal property which grounds its powers. The identity theorist argues 
instead that these descriptions denote different theoretical roles that 
one property plays—the categorical “is made out of carbon atoms” and 
the dispositional “scratches glass” role (Jaworski 2016: 54). In reality, 
though, the diamond’s structure simply is its power to scratch glass 
(Jaworski 2016: 54).

The panpsychist can accept the identity theory of powers as an onto-
logical basis and so avoid the grounding problem. This move indicates 
a step away from the Russellian view of consciousness as a categorical 
property which grounds dispositions or powers. However, it remains 
loyal to the basic Russellian motivation for panpsychism—the idea that 
matter must have an intrinsic nature. For the identity theory panpsy-
chist, consciousness is a fundamental and ubiquitous property which is 
at the same time categorical and dispositional; a quality and a power. 
Identity theory panpsychism solves the grounding problem by elimi-
nating the grounding relation: consciousness is no longer an isolated 
intrinsic nature serving as the categorical basis for dispositions but a 
property which fulfi ls both the categorical and dispositional role.

One distinct advantage of identity theory panpsychism over Russel-
lian panpsychism is that it normalises consciousness by giving it the 
same ontological status as it gives to every other fundamental prop-
erty. In Russellian panpsychism, consciousness is the categorical prop-
erty, the intrinsic nature of matter, given primacy over all other prop-
erties. In identity theory panpsychism, consciousness is a fundamental 
and ubiquitous property like every other such property (e.g. spin, 
mass, electric charge, colour charge). In other words, consciousness is 
a fundamental property whose existence we need to admit in order to 
explain how complex subjects come into being, not the fundamental 
property which grounds all others. The bifurcation of categorical and 
dispositional properties present in Russellian panpsychism is rejected 
here for a simpler model of powerful qualities or properties that are at 
the same time dispositional and categorical. Because of this, identity 
theory panpsychism is a more parsimonious view since it avoids intro-
ducing more than one type of property or “ultimate” categorical proper-
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ties. These are the positive reasons for why we should consider identity 
theory panpsychism as a serious option.

5. Objections to the Identity Theory of Powers
Before adopting the identity theory of powers, the panpsychist must 
fi rst address specifi c issues the theory faces in its own right. One very 
important issue was raised by David Armstrong, who argues (Arm-
strong, Martin and Place 1996: 95) that the categorical and disposi-
tional roles of a property must be related either contingently or neces-
sarily. He goes on to explain that if the relation were contingent, then 
it would be possible for the categorical side to have different powers 
“attached” to it, “or even with no powers at all” (Armstrong, Martin and 
Place 1996: 95). To turn back to an earlier example, this means that it 
would be possible for the diamond’s hardness to be correlated with the 
disposition not to scratch glass (Jaworski 2016: 78). This is not compat-
ible with the identity theorist’s view that the diamond‘s hardness is 
identical to its power to scratch glass (Jaworski 2016: 78). Armstrong 
(Armstrong, Martin and Place 1996: 96–7; as reported by Jaworski 
2016: 79) further argues that if the relation were necessary, then it 
would be unclear why the roles are necessarily related. Importantly, 
the proponent of the identity theory would have to introduce brute laws 
to explain why the relation between categorical and dispositional roles 
is necessary (as reported by Jaworski 2016: 79). This means that ac-
cepting the identity theory of powers does not avoid the brute laws is-
sue raised against panpsychism in the form of the grounding problem. 
Both panpsychism and the identity theory thus suffer from a version of 
the brute laws problem. If this is true, it would be devastating for the 
aims of this paper.

Luckily, there is a way of responding to this objection. The identity 
theorist could provide the following account of the categorical-disposi-
tional relation and argue that it is necessary:

[T]he reason why the diamond‘s hardness is necessarily correlated with the 
diamond‘s power to scratch glass is that the diamond‘s hardness is identical 
to the diamond‘s power to scratch glass. (Jaworski 2016: 79)

Armstrong fi nds this proposition “totally incredible”; claiming that it is 
a category mistake to identify categorical properties with dispositional 
properties; and concluding that “they are just different” (2005: 315). Ja-
worski responds by saying that Armstrong is begging the question: “To 
assume at the outset that qualities and powers are ‘just different’, as 
he says, is simply to assume that the identity theory is false” (2016: 79). 
In other words, when Armstrong claims that identifying categorical and 
dispositional properties is a category mistake, he is assuming without 
arguing that they cannot be identifi ed at all. For Jaworski (2016: 79), 
this alone is enough to reject Armstrong’s objection. Thus, while Pere-
boom‘s grounding problem does raise a valid point about brute laws to 
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Russellian panpsychism, Armstrong does not raise a valid point about 
brute laws to identity theory panpsychism. In the former case, there is 
an ontological bifurcation of categorical and dispositional properties, so 
Pereboom is justifi ed in demanding an explanation of the relation hold-
ing between those properties. In the latter case, there is no such onto-
logical bifurcation—“categorical” and “dispositional” are merely ways 
of describing the different theoretical roles a property can play. Hence, 
there is no need for an explanation of how these roles are related, unless 
one assumes (like Armstrong does) that these roles cannot be identifi ed. 
However, as was shown, this assumption is question-begging.

Armstrong raises one further important objection. He (Armstrong, 
Martin and Place 1996: 16) starts by explaining that it is not a neces-
sary truth that every power of an object is always manifested at some 
point of the object’s existence. If we imagine an object which has some 
power but never manifests it, then its power is directed towards a 
manifestation which does not actually exist (Armstrong, Martin and 
Place 1996: 16–7). For example, even in a world without water, sugar 
would still have the disposition to dissolve when put in water. This 
means that its disposition to dissolve is aimed at some non-existent 
manifestation—and Armstrong thinks that properties cannot “point 
beyond themselves to what does not exist” (Armstrong, Martin and 
Place 1996: 17). In other words, Armstrong (as reported by Jaworski 
2016: 58) is implying that the identity theory of powers is committed 
to Meinongian7 non-actual entities since it allows that dispositions or 
powers can be related to not-yet-existent manifestations. This is deeply 
problematic.

As a response, proponents of the identity theory can reject the claim 
that powers are real relations to their manifestations (Jaworski 2016: 
58). Instead, as Jaworski argues (2016: 58), the directedness of pow-
ers towards their manifestations can be understood through an anal-
ogy with intentional mental states. For example, I have a desire to eat 
pizza, but my desire can remain unfulfi lled. It is the same case with 
powers—salt has the disposition to dissolve, but its solubility does not 
stand in a real relation to its manifestation. It is directed towards it 
analogous to how my desire for pizza is directed towards pizza, even if 
all pizzerias in my town go bankrupt and close down (Jaworski 2016: 
57). In other words, the directedness of powers does not depend upon 
the existence of the manifestations they are directed towards (Jaworski 
2016: 58). If the directedness of powers can be conceived of as analo-
gous to intentional mental states, then the identity theorist can avoid 
the charge of being committed to Meinongian non-actual entities (Ja-
worski 2016: 57).

7 Alexius Meinong, an Austrian philosopher and psychologist, is known for 
introducing non-existent objects as part of his ontology (Marek 2013).
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Armstrong is suspicious of this solution. He (Armstrong, Martin 
and Place 1996: 17) claims that mental states have the property of be-
ing intentional, but expresses hope that they will ultimately be logi-
cally or empirically analysable. He thinks it strange and objectionable 
to put intentionality, or something like it, into the “ultimate structure 
of the universe” (Armstrong, Martin and Place 1996: 16). Similarly, Ja-
worski (2016: 58) stresses that the analogy between intentional mental 
states and the directedness of powers is merely that—an analogy. He 
claims, without providing an argument, that “intentional mental states 
are powers and the directedness of those states is a species of the di-
rectedness of powers in general” (Jaworski 2016: 58).

However, hopes and claims are not convincing arguments, which 
brings us to the question: why do Armstrong and Jaworski put the di-
rectedness of powers over mental intentionality? Their insistence on 
the primacy of directedness appears to be ad hoc. Otherwise, it could 
be understood as an intuitive argument, based on current sentiments 
in metaphysics and philosophy of mind. Whatever the case, Armstrong 
and Jaworski did not extensively discuss reasons for why they give 
primacy to directedness of powers. They could argue that we have no 
reason to ascribe intentionality or any aspect of consciousness to non-
living matter since it does not exhibit behaviour we would characteris-
tically describe as conscious. However, what we fi rst observe as human 
beings is the fact that we are conscious and, as part of that, our ability 
to have intentional mental states. Indeed, the fi rst piece of knowledge 
we ever acquire is the knowledge of conscious experience. We know for 
certain that consciousness exists and that we are conscious, but we can 
never know for sure whether other living and non-living beings have 
conscious experiences. The solution to this was to ascribe consciousness 
based on behaviour: x is conscious because it behaves similarly enough 
to us, while y is not conscious because it does not behave similarly to 
us (or behave at all).

Is behaviour really a good criterion for ascribing consciousness? We 
could easily imagine a dormant super-intelligent being, or a being so 
advanced that we appear as non-conscious or barely conscious to it. It 
is a relative scale. Cats and dogs appear less conscious (or less com-
plexly conscious) to us, while plants and rocks appear non-conscious, 
but we could be so low on this scale relative to some existing or hypo-
thetical intelligence that we would then be the rocks. Less extravagant 
examples are comatose patients. While outwardly these people appear 
unconscious, brain scans strongly suggest that they retain some level of 
consciousness (Cyranoski 2012). Of course, we know that patients were 
fully conscious before they fell into a coma, but would not very simple 
conscious subjects, whose standard level of consciousness is very low, 
always appear comatose to us? We would have no way of detecting 
conscious activity in such subjects. Thus, behaviour seems more like 
a provisional and pragmatic criterion for consciousness rather than as 
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a certain nomic principle. Moreover, since we know that consciousness 
exists with more certainty than we know anything else, positing 
that there are things which are not conscious introduces a new kind 
of entity to our ontology—non-conscious existents.8 A more parsimoni-
ous view is one where consciousness comes in degrees, from rocks to 
amoebas to dogs to humans. That way, we avoid introducing a new 
and unproven ontological entity. The view that there are non-conscious 
existents has been so deeply ingrained into us that we cannot even 
consider the possibility that it might be wrong (or at least less explana-
torily powerful). Nonetheless, in conjunction with independent argu-
ments for panpsychism, I believe that we have good reasons to doubt 
that there are non-conscious existents.

6. Concluding Remarks
It is important to note that I have not been arguing for panpsychism 
in this paper. The discussion presented is aimed at philosophers who 
are already sympathetic to panpsychism. Specifi cally, in view of the 
grounding problem, I have argued that panpsychists are better off re-
jecting the Russellian ontological commitment to a hybrid view of prop-
erties, where the categorical grounds the dispositional. Instead, as I 
have claimed, there are good reasons for why they should accept the 
identity theory of powers as their ontological basis. The fi rst reason is 
that identity theory panpsychism avoids the grounding problem. The 
problem of needing to introduce brute laws between two things dis-
appears when only one thing with differing roles exists. The second 
reason, more positive in nature, is that identity theory panpsychism 
normalises consciousness by giving it the same status it gives to other 
fundamental properties, thus eliminating the need for introducing an 
additional special type of property.

Apart from addressing objections to panpsychism, I have also dem-
onstrated that the combination of the identity theory of powers and 
panpsychism successfully addresses objections raised to the identity 
theory in its own right. Most importantly, an identity theory panpsy-
chist has independent reasons for thinking that mentality, especially 
intentionality, is part of the structure of reality. In contrast, at least in 
cases addressed by this paper, Armstrong and Jaworski seem to merely 
assume that intentionality cannot be a part of reality and that primacy 
should be given to the directedness of powers. They are introducing 
more entities than panpsychism does to explain the same thing. Con-
siderations of parsimony thus push us to consider identity theory pan-

8 As a side note: The idea of matter being directed towards manifestations in a 
way analogous to intentionality, but without intentionality, is more mysterious to 
me than simply saying that this directedness is a form of intentionality, considering 
that we already know what intentionality is but have no idea of what the directedness 
of powers is, apart from the technical defi nition of the term and the demand that it 
involves no intentionality.
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psychism as the theoretically more adequate explanation. That is why I 
believe that the combination of panpsychism and the identity theory is 
indeed a powerful one, and that it could serve as a future starting point 
for many philosophers of mind and metaphysicians.
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The notion of the supernaturality of an event may be understood in vari-
ous ways. Most frequently ‘supernatural’ means ‘separated from nature’, 
i.e. different from nature. Thus, what is meant here is the difference in 
ontological character. The defi nitions of miracle, present in literature, 
emphasize the fact that we may talk about a miracle only when the phe-
nomenon takes place beyond the natural order or stands in opposition 
to it. The description of a miracle as a ‘supernatural event’ contains in 
itself the reference to that which is natural. The supernaturality of an 
event means that it surpasses (transcends) naturality. Additionally, this 
transcendence contains a kind of opposition to that which is natural. 
However, the miracle as a supernatural event takes place within the 
scope of that which is natural, although it takes place in a different way 
from natural events. It seems that this supernaturality may involve two 
things: (1) the course of the miraculous event; (2) the cause of the mi-
raculous event. We should consider each of them separately and specify 
what we understand by the supernatural course of the event and by the 
supernatural cause of the event. If we could prove that we can talk about 
supernatural events at least in one of the two signaled aspects of super-
naturality, then we would be able to defi ne the miraculous event as a 
supernatural one. The analyses proposed in the paper allow us to for-
mulate the following statement concerning the miraculous event, which 
is, to a great extent, a critical correction of the traditional way of under-
standing it: the miracle may be correctly understood as a supernatural 
event, only when this supernaturality concerns the personal cause of the 
event and not its course.

Keywords: Laws of nature, miracle, ontology, supernaturality.
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1. Introduction
The notion of the supernaturality of an event may be understood in 
various ways (see Williams 1990 and Daston 1991). Most frequently 
‘the supernatural’ means ‘separated from the nature’, i.e. different 
from the nature. Thus, what is meant here is the difference in onto-
logical nature. Sometimes, the events understood as supernatural ones 
are those that belong to a certain part of nature inaccessible to human 
knowledge. In this case, the problem of supernaturality is reduced to 
the question of human cognitive limitations. Therefore, the supernatu-
ral thing is the one, which hasn’t been known yet or which will never 
be known as natural.1

The defi nitions of miracle, we can encounter, emphasize the fact 
that we may talk about the miracle only when the phenomenon takes 
place beyond the natural order or stands in opposition to it.2 As a result, 
the natural (scientifi c) explanation of the event is not possible and will 
never be so. It seems, therefore, that the attribute of supernaturality, 
which expresses the ontology of the miracle, is regarded as an irreduc-
ible base for asserting its absolute inexplicability in terms of nature.3 
Simultaneously, the miracle as a supernatural event is regarded as the 
act of exceeding the laws of natural sciences (scientifi c laws) as well as 
the laws of the nature itself.

The description of the miracle as a ‘supernatural event’ contains in 
itself the reference to that which is natural. The supernaturality of an 
event means that it surpasses (transcends) naturality. Additionally, 
this transcendence contains a kind of opposition to that which is natu-
ral. Although the supernaturality of the event is a kind of unnaturality, 
the natural element is not entirely annihilated by it. Rather, we should 

1 See Miller, Vandome and McBrewster (2009: 36–37). Such an approach to the 
supernaturality of the miracle is present e.g. in John Locke’s works. For Locke, 
the violation of the established course of nature by a miracle involves merely the 
violation of the laws, causes and effects we know. Thus, the miracle, understood as 
a violation of the laws of nature involves, in fact, the conformity with laws that are 
unknown to us. These laws, together with the ones we know, constitute the full set 
of the ‘laws of nature’ (see Mooney 2005: 150).

2 The notion of the miracle as an event that contradicts natural laws originates 
from the distinction between the natural and supernatural causes, introduced by 
Anselm of Canterbury. William of Auvergne, in turn, distinguished two elements 
within the notion of miracle: the Divine origin and the opposition to the forces of 
nature. The description of the miracle as a fact as opposed to nature, most probably, 
appeared for the fi rst time in the work of medieval scholar, Alexander of Hales’. Yet, 
he noted that specifying the miracle as a ‘contra naturam’ event is insuffi cient, as 
strange and mysterious things may also take place that are inconsistent with nature 
or even in opposition to it and they are not miracles, because they arise from natural 
causes (see Grant 1952).

3 Such an approach towards miraculous events is characteristic of apologetics 
(fundamental theology), and is manifested in numerous statements concerning 
miraculous events such as ‘violating the laws of nature’ (see Hesse 1965: 36; Walker 
1982: 103–108; Basinger 1984: 1–8).



 A. Świeżyński,  Philosophical Critique of the Concept of Miracle 59

say that what we have in the case of a miraculous event is the meta-
morphosis of the natural into the supernatural.4

Although the supernatural event is usually regarded as being 
brought about in an unnatural way, it is not a necessary condition of 
the supernaturality of the event. The supernatural event may have 
no cause, and despite this fact, it may be the event going ‘beyond’ the 
causal force of nature. For instance, a cosmologist with purely materi-
alistic views may say that the fi rst natural phenomenon in the history 
of the cosmos was a supernatural event, which was not engendered 
by any previous natural cause.5 Moreover, although it is necessary for 
the supernatural cause to be unnatural in character, the supernatural 
event may be both natural and unnatural in its course. The only re-
quirement is that the supernatural event cannot be brought about in a 
natural way, i.e. by a natural cause. It may be useful at this point, to 
introduce the distinction between the permanently (unconditionally) 
supernatural event and the conditionally supernatural one. The former 
is the event, which may never be caused by a natural cause. The latter, 
however, could be caused by a natural cause on certain conditions, but 
in this particular case, these conditions are not met.6

Hence, it is sometimes suggested that the miracle should be de-
scribed as the natural effect of the event which was brought about by 
an unnatural cause, and which couldn’t be brought about in a natural 
way (see P. Dietl 1968: 130–134; Young 1972: 123; Ward 2002: 741–
750). Such a defi nition doesn’t contain the direct statement concerning 
the character of the unnatural cause. Hence, scholars claim that the 
miracle is the event, which remains beyond the capabilities of nature 
and its activities. They talk about miraculous events as being exclu-
sively unnatural, and not as being merely supernatural.7

However, the question of the degree of transcendence, of that which 
is natural within supernatural events, is still a matter of debate among 
authors dealing with the problem of miracles.8 They commonly agree 

4 For example, biblical miracles are supernatural events taking place within the 
natural world (Ex 14,1–30; 2Chr 5:1–14; Jn 2:1–11 and many more)

5 Such a situation may take place in the case of cosmology of cyclic cosmos, in 
which we are unable to indicate the fi rst natural event. For example, see Steinhardt 
and Turok 2001: 1436–1439.

6 For instance, the virgin conception of a child is naturally possible with the use 
of so-called artifi cial insemination, yet, it wasn’t so in the case of Christ’s conception 
by the Holy Virgin, as the appropriate medical technique was unknown then. Yet, 
the very distinction between that which is ‘natural’ and that which is ‘artifi cial’ 
seems arguable in many cases (see Meller 2010: 191–199).

7 Not every unnatural cause need be regarded as a supernatural one, although 
each supernatural cause would, at the same time, be an unnatural one. Thus, we 
may still distinguish the category of ‘merely unnatural cause’ (see Clarke 2007). It 
doesn’t change the fundamental problem of the unambiguous determination of the 
different nature of these causes.

8 “The fundamental problem is not about miracle, but about transcendence” 
(Hesse 1965: 42).
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that the miracle is the effect of God’s action, but they argue with re-
gard to determining a suffi cient basis for asserting God’s intervention 
in nature. Some of them think that the miraculous phenomenon has 
to be one that has not been explained by science so far.9 Others tend 
to be stricter and claim that in order for a given event to be classifi ed 
as a miracle, it has to be proved that it is not only unexplained so far, 
but also can never be explained.10 Still others express the opinion that 
even the phenomenon, for which there exists a natural explanation, a 
miraculous event has only occurred, provided we know for certain that 
it was actually performed by God (see Clarke 1997).

Thus, the miracle treated as a supernatural event should be regard-
ed as transcending regularities that exist within nature and those at-
tributed to it by natural scientists. Yet, in the case of the transcending 
regularities that exist within nature and those attributed to it by natu-
ral scientists. Yet, in the case of the aforementioned transcendence, 
we have not only insuffi cient human knowledge about the world and 
its processes, but also the transcendence of a certain state of nature—
i.e. its internal regularities—independent of human knowledge. The 
supernatural event is, therefore, regarded as the event transcending 
the laws of nature, and constituting the ontological structure of mate-
rial reality. Because of this transcendence, the miraculous event is also 
treated as inexplicable within the methods and explanations provided 
by natural sciences.

The discrepancies just signaled, in which there also appears the 
problem of a natural inexplicability of the miracle, make us refl ect more 
deeply upon defi ning the miraculous event as a supernatural one. It 
seems that this supernaturality may involve two things: (1) the course 
of a miraculous event; (2) the cause of a miraculous event. We should 
consider each of them separately and specify what we understand by 
the supernatural course of event and by the supernatural cause of 
event. If we could prove that we can talk about supernatural events 
in at least one of the two signaled aspects of supernaturality, then we 
would be able to defi ne the miraculous event as a supernatural one.

2. A critique of the concept of miracle 
as an event with a supernatural course
‘Extraordinariness’ of the course of event can be understood as being in 
the epistemological or ontological category. Thus, there are situations 
(at least potentially), in which our being surprised and astonished can-

9 Yet, some scholars think that such an approach towards the miracle carries in 
itself the danger that a phenomenon in the current state of knowledge regarded as a 
miracle may turn out to be a natural one in the future.

10 “We can only speak of a miracle when an event occurs outside and against 
the known order of nature. This event must not be open to any natural explanation 
whatsoever, and it must also never be capable of explanation in any natural way 
whatsoever” (Loos 1965: 46).
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not be treated merely as the consequence of lack of knowledge of the 
nature of the world (a lack that may be overcome by gaining a more 
thorough knowledge of reality); it is rather, that our being surprised 
and astonished should be treated as something related to the irreduc-
ibility of the unpredictable character of natural processes, that follow 
from their  functioning in a way that is different from the normal (natu-
ral) one. However, the ontological extraordinariness doesn’t seem to be 
the necessary determinant of that which is miraculous. This is so, be-
cause the supernatural course of the event is the one that should differ 
signifi cantly from the natural course. The supernatural course should 
mean violation, suspension, or surpassing the regularities of nature. 
Each of the situations just mentioned, concerns, in turn, the change 
within the metaphysical structure of material beings or imposing on 
them (from outside) a new way of acting and interacting. Yet, it seems 
that, in both cases, the way the world functions remain natural but dif-
ferent with respect to the phenomenal sphere.

So far, understanding miraculous events as the ones violating, sus-
pending or surpassing the laws of nature in force is, to a great extent, 
the consequence of the picture of the world, which was provided by 
the emergence and development of the natural sciences. The period 
of looking at nature in a mechanistic and strictly deterministic way, 
especially in the 18th, and partly, in the 19th centuries, strengthened 
the conviction that events and processes inconsistent with the estab-
lished regularities of nature violate its laws. Yet, further development 
of natural sciences questioned such an approach towards phenomena, 
which couldn’t be explained by adopted scientifi c theories. The remark-
able example of this change is the emergence of quantum mechanics 
in 20th century. The rules of quantum mechanics are not deterministic 
but statistical. The fact that contemporary natural sciences rejected 
the strictly deterministic picture of reality changed the status of these 
sciences as the one that determines accurately what is or is not possible 
within nature. Existing scientifi c theories turned out, and still turn 
out, to be susceptible either to partial modifi cations or to being totally 
questioned.11 Yet, the switch from Newtonian to quantum physics, as 
well as the emergence of deterministic chaos theory and of other theo-
ries didn’t signifi cantly infl uence the way miraculous events are un-
derstood. They still are the events, which by their nature, fall beyond 
the regularities of the natural world. Because of the lack of any clearly 
formulated idea, the question of supernaturality of miraculous events 
still remains a matter of debate.

In considerations concerning the miracle being understood as the 
violation or suspension of regularities of nature, we may encounter 
the opinion that the very concept of suspension or violation of some 

11 The example of such changes in cosmology may be the theory of the Stationary 
State, which was refuted because of new empirical results concerning universe 
expansion (see Singh 2005).
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regularity is internally contradictory. If the true event Z occurs incon-
sistently with the nomological principle N concerning the course of 
phenomena, it means that the principle N doesn’t determine properly 
‘that which cannot happen’, and for that reason, this principle can no 
longer be treated as nomological. Yet, if the principle N is really a no-
mological one, the event Z cannot be regarded as its actual violation. 
So, the event Z cannot be understood as being an ‘actual’ violation of 
any regularity. The nomological principle is regarded as the universal 
and necessary law (see McKinnon 1967: 309–312; Flew 1976: 28–30).

Other authors, who think that the fundamental problem connected 
with the concept of miracle as the event that breaks the regularities 
of nature involves the fact that this conception is used to defend the 
supranaturalistic approach within theistic apologetics, argue with the 
above opinion (see Corner 2007: 2; Byrne 1978: 166–169; Kellenberger 
1979: 152–153). They claim that in the case of the natural functioning 
of nature, the laws of nature indicate that we have a situation, in which 
there is no intervention by God. But these laws do not inform us about 
the way the world functions in the case of divine intervention. When 
this intervention takes place, the laws of nature are violated and a mi-
raculous event emerges (see Otte 1996: 155).

The treatment of miraculous events, which in their course, surpass 
the laws of nature, requires a more detailed description of the ontologi-
cal structure of a supernatural event, and then, considering the valid-
ity of describing the miracle as a supernatural event. The miraculous 
event surpassing the laws of nature may be treated as the exception 
from these laws. We should then wonder whether such an event is su-
pernatural or natural in character. The answer will depend on the ad-
opted type of the cause of a given event. Let us suppose that the event X 
is inconsistent with the law of nature P, confi rmed many times. There 
are three possible explanations of the occurrence of the event X: (1) 
some unknown (and perhaps inscrutable) natural cause brought about 
this event; (2) the event X was brought about by the action of the super-
natural cause; (3) the event X doesn’t have a natural or supernatural 
cause; it can be regarded as a single, unique anomaly.

In the case of fi rst option, there is no reason for understanding the 
event as surpassing the law of nature and for treating it as a super-
natural event. In the second case, however, the event is treated as sur-
passing the law of nature and hence it is a supernatural event. Yet, if 
the laws of nature determine what happens (or doesn’t happen) in spe-
cifi c natural circumstances, they cannot be used to explain the event, 
which happens when the supernatural cause acts. Therefore, even if 
the event that took place is inconsistent with the law of nature and 
was brought about by a supernatural cause, we wouldn’t be able to 
say that it surpasses the laws of nature and hence it is a supernatu-
ral event. The third option, in turn, assumes that the law of nature 
is adequately and empirically confi rmed and the event, which takes 
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place, does so only once. Thus, we can say that the principle and ex-
ception from it are present simultaneously, namely, that the type X 
events both occur and do not occur in the same natural circumstances. 
Such a situation would mean that we wouldn’t have to make a choice 
between the rejection of event X and the modifi cation or rejection of the 
law P. Some authors express the opinion that only such events may be 
regarded as surpassing the laws of nature (see Basinger and Basinger 
1986: 13–14). Thus, it would be a supernatural event, not because of 
its supernatural cause, but because it surpasses the laws of nature, 
i.e. its supernatural course. Nevertheless, such an event couldn’t be 
described as a miracle, as it excludes the action of any cause, includ-
ing God. Therefore, in the light of the options just considered, we have 
the alternatives: the event is supernatural either because of its course 
(it can be described as violating, suspending or surpassing the laws 
of nature), or because of the action by the supernatural cause, which 
brought it about. The third option, in which an event is supernatural, 
due to both its supernatural course and cause, turns out to be unneces-
sary, because the action of the supernatural cause doesn’t necessarily 
have to generate the supernatural course of the event. In the case of the 
second element of the above alternative, the event is not supernatural 
in its course (it is not questioning the laws of nature), but is supernatu-
ral because of its supernatural cause.12 Thus, the second element of the 
above alternative, i.e. the action of the supernatural cause, is suffi cient 
to classify the event as the supernatural one, without deciding whether 
its course is, or is not, supernatural.

It is reasonable to present fundamental diffi culties, which emerge 
when a supranaturalistic conception of the miracle is adopted, with 
regard to its supernatural course. The element, appearing within the 
conception just mentioned, is the attempt to defi ne the miracle as the 
event that directly violates the laws of nature, or at least, the one that 
surpasses these laws or brings about any other form of intervention 
into the natural function of the world. Yet, there is no clear reason 
for accepting the view that the event, which cannot be subject to any 
natural regularity, has to be treated as the violation of this regularity. 
While analyzing the conception of miracle as the event violating the 
laws of nature, we have to note that within this framework, the miracle 
is treated as something, which ‘tears apart’ the structure of nature, 
and hence the miracle is possible only if we assume the existence of an 
effi cient cause external to nature. Yet, the internal contradiction is not 
obvious within the very conception of violating the laws of nature, as 
contemporary writers want it. There is no inconsistency in the state-

12 According to Mumford, the best way of understanding the miracle is to treat it 
as the event, which is natural with regard to its course, but having its supernatural 
cause. In Mumford’s opinion, such conception of the miracle may (but doesn’t have 
to) lead to the claim that its emergence is necessarily connected with breaking the 
laws of nature (see Mumford 2001: 191–202; cf. Clarke 2003: 459–463; Luck 2003: 
465–469; Clarke 2003: 471–474).
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ment that an event happened, which we cannot subordinate to the laws 
of nature, and that the laws of nature are understood as fully deter-
mined regularities.13 But there is no reason to treat such an event as 
a violation, i.e. as something, which in some way, is inconsistent with 
the real structure of the natural world or as something that forces us 
to accept the existence of anything surpassing nature.14 It is impossible 
to point to any empirical criteria when distinguishing the anomalies 
caused by supernatural intervention into nature from ‘ordinary anom-
alies’ or from spontaneous breakdowns of natural order. This is why su-
pranaturalists have no reasons for claiming that a specifi c anomaly is 
the result of supernatural intervention into the natural order of things 
and that the emergence of this anomaly means the supernatural course 
of events. Let us emphasize here that there exists the possibility of 
proving the distinction just mentioned, in the case of capturing super-
natural intervention in teleological terms.

It is worth noting once again, that the main problem connected with 
the conception of the miracle as the event that breaks the laws of na-
ture involves the fact that this conception is used to defend the supra-
naturalistic approach. But the category of the supernatural course of a 
miraculous event turns out to be useless for an apologist, who seeks to 
persuade us that nature is not all that exists.15 This is so because it is 
impossible to provide a way of distinguishing the event proceeding in 
the supernatural way, from the one being an ordinary natural anomaly. 
It seems, therefore, that we should search for other objective criteria in 

13 The law of nature is only conditionally (physically) necessary; it is not absolutely 
(metaphysically) necessary, as its negation leads to falseness and not to absurdity. 
If the laws of nature are not absolutely, but relatively necessary, miraculous events 
are not contradictions in themselves.

14 We can also imagine the situation, in which the miracle means a natural effect 
caused by the supernatural cause, and this natural effect could also potentially be 
brought about in a natural way, by a natural cause. Miraculous events understood 
in this way can be divided into two categories: (1) ‘replacement’ miracles—when 
the natural cause, which could appear in a natural way, is actually brought about 
by a supernatural cause; (2) miracles ‘through the natural non-determination of 
phenomena’—when the natural effect, which can appear in a natural way, is not 
caused by a natural cause, but, at the same time, this natural effect is different from 
the one, which would appear, if it was not caused by a supernatural cause. Scholars 
started talking about miracles of the second kind together with the emergence of 
quantum mechanics. These miracles became popular, because in their supporters’ 
opinion, if at the atomic level nature is not determined, then God could intervene at 
this level, without causing the supernatural course of the event, and merely ‘choosing’ 
a specifi c quantum state of a physical system. Manipulating the initial conditions at 
the quantum level, God may bring about unusual events that are inconsistent with 
the regularities observed at present (see Murphy 1995: 112).

15 “The fact that our senses and measuring apparatus are able to capture some 
of these things, while some others are not, is the epistemological not ontological 
problem. So if we want to adopt the ontological criterion, in spite of all, then, if we 
are unable to distinguish between the nature and non-nature, we have to assert that 
the nature includes all the things, including angels and miracles, if we believe in 
them” (Tałasiewicz 2007: 408).
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determining that which is extraordinary-supernatural and that the ex-
traordinariness of the event, understood in an ontological way, doesn’t 
have to be identifi ed with violating, suspending or surpassing the regu-
larities of nature (see Adams 1992; Hanfi eld 2001; Larmer 2011).

3. The critique of the concept of miracle 
as an event with a supernatural cause
The conclusion to the previously made detailed considerations of the 
supernatural cause of an event is the rejection of these conceptions 
of miracle, which assume that a possible miraculous event can only 
be explained by pointing to the supernatural cause, as being the one 
that is responsible for its occurrence.16 The supranaturalistic approach, 
which I’m criticizing, treats the supernatural cause as the hypothesis 
explaining the event, concurrent with the naturalistic attempts of ex-
plaining the event. Hence, if it is possible to point to natural causes 
being responsible for the event, referring to the supernatural cause no 
longer makes sense.

The fundamental problem connected with the notion of a supernatu-
ral cause is that supranaturalists treat the supernatural cause analogi-
cally to the natural one. Yet, such an analogy should be regarded as the 
empty one, because treating the supernatural cause similarly to the 
natural one changes, each time, our notion of the supernatural cause to 
that of a natural cause. Additionally, there exists no way of character-
izing the supernatural cause without making an analogy with the natu-
ral one. But if we seek to preserve the fundamental distinctness of the 
character of supernatural and natural cause, then there would be the 
problem of determining the way the supernatural cause infl uences the 
natural elements of the world (see Miles 1966; Pratt 1968; Saler 1977).

Thus, those who defend the claim concerning the supernatural 
cause of some event, encounter a dilemma—two possible solutions both 
of which turn out to be unsatisfactory. A supranaturalist, willing to 
explain the conception of supernatural cause, characterizes it in a way 
similar to the natural one. In consequence, the difference between the 
two causes is obliterated, and the supernatural causality is reduced 
to the natural one. If the supporter of the existence of a supernatural 
cause wants to justify its distinct character, he may encounter another 
problem. When he accepts its distinctness from a natural cause and 
treats it as an unnatural cause, a doubt arises concerning the possibil-
ity of defi ning it as a cause as such, since the common basis for compar-
ing both causes is removed. Moreover, the radical distinction between 
the natural and supernatural raise questions on the abilities of causal 
impact of that which is supernatural, on that which is natural.

16 There is also the possibility of understanding the supernatural cause as the 
one cooperating with the natural ones. In this case, the supernatural cause doesn’t 
exclude the operation of natural causes.
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The analogy between the natural and supernatural cause turns out 
to be inadequate in the sense that the supernatural cause doesn’t have 
in it a certain crucial feature, which the natural cause possesses, name-
ly, the property of physical impact. Thus, it is unknown how the super-
natural cause infl uences the natural world, and if it is impossible to 
explain, in what sense can we talk about the supernatural cause as the 
one analogous to the natural cause? Moreover, in order to use the anal-
ogy in question, we should assume that the action of the supernatural 
cause is subject to specifi c laws, as it is in the case of the natural causes 
operating inside the world. These laws should be distinguishable from 
the laws concerning the functioning of nature. Yet, we do not know 
the laws other than those functioning inside the universe. Thus, what 
we should do is either to assume that the interactions between nature 
and the supernatural are subject to the laws of the nature we know, or 
to speculate on the existence of some unknown laws governing these 
interactions. In the fi rst case, that which we describe as the super-
natural turns out only to be the continuation of that which is natural 
and the expansion of the applicability of natural laws. In the second 
case, however, we should assert that we can say nothing about these 
unknown laws. We may observe the cooperation of  nature and the su-
pernatural just from the viewpoint of the observer situated inside the 
natural universe and using its laws; and this doesn’t give us the chance 
to reasonably use the analogy between the natural and supernatural 
laws, or even to say something positive about the existence of the lat-
ter. The laws concerning nature always operate together with the phys-
ical properties of bodies, e.g. their mass, momentum, electric charge, 
etc. Then what would the statement mean that the laws governing the 
interaction between the natural and supernatural being ‘is similar’ to 
the laws governing the interaction of material bodies, with the objec-
tion that, because one element of the interaction is supernatural, i.e. 
nonphysical, it is not the interaction between material bodies? Once 
again, we see that the analogy is inadequate (Corner 2015: 48–49).

Thus, the supernatural cause cannot possess any physical proper-
ties, and if such properties are attributed to it, it becomes the natural 
cause. If we treat both kinds of causes as totally distinct from each 
other, then, because we know only the natural causes, we may wonder 
if the supernatural action may still be treated as the cause.

A similar diffi culty may be observed within the conception of a su-
pernatural explanation, which is a further element of the supranatu-
ralistic conception of the miracle. This explanation is reduced to ap-
proving the action of the supernatural cause. If it is applied in terms of 
being an analogy of scientifi c (natural) explanation, it should have the 
property of empirical verifi ability, which obviously seems impossible, 
because of the total distinctness between the supernatural cause and 
the natural causes. If, in turn, empirical verifi cation of the action of 
the cause, which remains beyond the set of causes known so far, the 
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conception of supernatural explanation would turn out to be unneces-
sary, because each explanation, which can be verifi ed in an empirical 
way, loses the property of the supernatural explanation. So, we can 
assume that a given event is the miracle manifesting divine action, but 
we shouldn’t explain this event by looking for a supernatural cause. If 
we search for the explanation of a miraculous event, this explanation 
is completely different in character from the one used within natural 
sciences. Such an explanation should not refer to pointing to the cause, 
but should be teleological in character. Particularly, if we agree that 
explaining the event is realized not only by referring to the laws of na-
ture, but also by providing the meaning of a given fact.

There is still one more problem to be discussed here. It appears that 
when describing a natural anomaly such as the event with the super-
natural cause, we gain nothing. Why would the reference to the super-
natural cause be better than approving the action of some unknown 
natural cause or lack of any cause at all? The exception here is the situ-
ation in which we understand the supernatural cause as the personal 
one, which is identifi ed with God’s action. Yet, those two terms are 
not synonymous (although they are often used interchangeably). Thus, 
only if we treat the anomaly as a manifestation of personal divine ac-
tion (analogical to human action), are we able to prove the signifi cant 
contrast between an event of this sort and an ‘ordinary’ anomaly, i.e. a 
spontaneous break in natural order. The very assertion concerning the 
action of the supernatural cause changes nothing, because such cause, 
by its nature, cannot be connected with the space and time of our world. 
Its action cannot be transmitted by any physical interaction.

Let us apply here the comparison to hypothetical material objects 
with features that are impossible to recognize empirically. Even if a 
given object had an unrecognizable feature, it would contribute noth-
ing to our knowledge of it in relation to our knowledge of the objects 
without this feature. By introducing the supernatural cause, and treat-
ing it, at the same time, as a special kind of natural one, we gain noth-
ing. Because we cannot imagine the supernatural cause in any way 
other than as an analogy of the natural cause, we should propose, as 
a replacement, the conception of the supernatural-personal cause and, 
in consequence, the teleological approach towards the miracle as the 
manifestation of God’s will and action, together with the context it is 
manifested in. Simultaneously, we should move away from capturing 
God’s action in purely causal terms, particularly, when understood as 
having an outside (interventionist) impact on the world.

Thus, the basic mistake concerning the conception of a miraculous 
event is the application of an interventionist conception of God’s action 
(breaking the laws of nature), as well as combining it with the notion 
of a supernatural cause and supernatural course of the event. It leads 
to the emergence of the opposition between God and nature, which is 
absolute, and impossible to overcome notionally; it also leads to a one-



68 A. Świeżyński,  Philosophical Critique of the Concept of Miracle

sided way of looking at  miraculous events as the effects of divine action 
understood in terms of the way an effi cient cause operates.

4. Conclusion
David Hume, one of the most famous critics of the possibility of miracu-
lous events, expressed the conviction that the accounts of miracles and 
prodigies will be found in all history, sacred and profane (D. Hume, 
An Enquiry Concerning Human Understanding, Section X: Of Mira-
cles). The accuracy of the prediction made by the Scottish rationalist 
has been confi rmed in the subsequent centuries (including the present 
one). This confi rmation was made through the constant appearance of 
such accounts, and discussions, which concerned, and still concern, the 
possibility of the occurrence of events described as miraculous, and the 
nature of these events. Moreover, Hume’s statement seems to reveal 
the element of human nature, which generates the human need of ac-
cepting new intellectual challenges in the face of such events, or at 
least, the theoretical possibility of their occurrence. Without judging 
at this point, how to classify the events described as miraculous, we 
should say that the miracle is a particularly interesting object of inter-
est for the human mind. This is because of the mystery accompanying 
the miracle; because of the complexity of the problems considered with 
respect to the miracle; and because of the views revealed when discuss-
ing the miracle.

Yet, is the problem of the miracle important and interesting from 
a philosophical point of view? The views in this respect vary consider-
ably, yet it seems that the notion of a miracle and its content should 
be interesting for those who attempt to know the nature of the reality 
around them, and the reality that they are an element of; and also 
for those who endeavor to understand the process of discovering the 
world and the existential experience of a human being. It appears that 
a miracle, and the considerations of it, exemplifi es the content of these 
very fundamental questions stimulating everyone who tries to gain at 
least a slightly better understanding and at least a bit more wisdom. 
If a miracle itself is the peripheral problem for philosophy in its tra-
ditional sense, the problems it poses are certainly, very important for 
philosophers as the basis for genuine philosophical quests.

What we can also observe in contemporary philosophy of the mira-
cle is the characteristic trend towards ‘naturalizing’ miraculous events. 
This tendency in philosophical quests takes two basic forms: (1) the 
tendency to explain miraculous events by suggesting the manner in 
which God would act within nature (i.e. explaining the ‘mechanism’ 
of God’s action within nature); and (2) the tendency to reduce miracu-
lous events to purely natural ones, the explanation of which should be 
sought within constantly developing natural sciences. Both the afore-
mentioned ways of ‘naturalizing’ the miracle pose certain diffi culties. 
The fi rst could be described as a ‘moderate naturalization’. Although 
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it preserves the notion of miracle, there are some objections against it, 
namely because, it imposes a certain vision of God’s action within na-
ture, while trying to negotiate this vision with the present state of nat-
ural knowledge about the world. The second, however, goes even fur-
ther; it can be described as a ‘radical naturalization’, because it seems 
to lead straight towards questioning the traditional sense of miracle 
the possibility of its occurrence, and as a result, to classifying it as an 
ordinary natural phenomenon. Both forms of naturalizing miraculous 
events, present in literature, seem to be dead ends as far as their re-
sults are concerned. They lead either to endless speculations on God’s 
interactions with nature, or to eliminating the miracle as such. If we 
want to avoid both dangerous situations and their results, we should 
take a fresh look at the problem of the miracle and we should fi nd a 
new way of understanding it.

Understanding the miracle is closely connected with understanding 
it as an event caused by God.17 It is usually assumed that if a miracu-
lous event is the effect of God’s intervention in the material world, it 
must be regarded as different from the ordinary (natural) phenomena 
of nature. In this case, the postulate of regarding the miracle as a su-
pernatural event is the consequence of understanding the miraculous 
event, as the one, the effi cient cause of which is God. Yet, we can adopt 
the reverse way of argumentation, namely, starting from the ontologi-
cal extraordinariness of the event, understood as its supernaturality, 
we can search for an adequate cause for events of this type. This way of 
analyzing the notion of miraculous event has the philosophical advan-
tage of not assuming a priori that this event was brought about by the 
actions of a transcendental being on nature.

If we accept the possibility of the existence of extraordinary-su-
pernatural events we may (and even should) think of their cause. The 
potential occurrence of supernatural events, because of their being 
ontologically diverse from the natural ones, requires the appropriate 
justifi cation. It means the necessity to point to the cause, which would 
be capable of bringing about a supernatural event. Because natural 
causes are capable of bringing about only natural effects, the cause, 
which would be responsible for the occurrence of a supernatural event, 
should also be supernatural in character. The supernatural character 
of the cause bringing about a supernatural event means that it can-
not be any cause coming from the fi eld of nature. It is the case with 
both the part of nature, which is already known to us, and the natural 
processes and phenomena, which are still cognitively inaccessible. We 
assume that both the fi eld of known natural phenomena and the un-
known ones, and probably, the inscrutable ones too, is governed by the 
internal principles characteristic of this fi eld, and hence, on its own, it 

17 The authors dealing with the problem of miraculous events share the conviction 
that if there is no reason to regard a given event as caused by God, there is no reason 
either, to regard it as a miracle (see Corner 2015).
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doesn’t generate the events that can be regarded as supernatural ones. 
Thus, we should take into account that, the principle being the funda-
ment of causality, the effects are of the same nature as their causes, i.e. 
the effects are proportional to their causes.

Thus, while searching for an adequate cause of supernatural events, 
we may determine it as the external cause, transcendental in relation 
to the material world. Within a strictly philosophical perspective, the 
absolute being is usually regarded as such a transcendental factor. 
Within a philosophical and religious perspective (e.g. Christianity, Ju-
daism, Islam), however, the factor in question is called God and treated 
as the unique personal being. God, as a being, not belonging to nature, 
and His existence that is signifi cantly different in character from the 
material beings, seems to be regarded as the main candidate for caus-
ing a supernatural event; this is because of the characteristics, which 
are attributed to Him.18 Thus, the miracle, understood as a supernatu-
ral event, may be justifi ed by the action of supernatural cause, which 
is seen to be God.

Some authors claim that all the adequate and complete explana-
tions causal in character should be the scientifi c explanations, namely, 
they should determine empirically all the conditions, both necessary 
and suffi cient, for the occurrence of a given phenomenon. Therefore, if 
God’s action is, by its nature, non-empirical, any event caused directly 
by God contains in itself the effi cient cause, empirically unverifi able. 
Thus, such an event is supernatural and it cannot be adequately ex-
plained within natural sciences. This is why such an explanation can-
not be regarded as the one, which is causal in character (Nowell-Smith 
1950). For instance, the prayer that precedes the sudden healing of an 
ill person may be regarded as the circumstance preceding the healing 
and directly connected with God’s action, the result of which is the re-
covery. Yet, God and His actions are, by their nature, imperceptible to 
the human senses.
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In this paper I seek to assess the responses provided by several theories 
of suffi cientarian justice in cases where individuals hold different con-
ceptions of rationality. Towards this purpose, I build two test cases and 
study the normative prescriptions which various suffi ciency views offer 
in each of them. I maintain that resource suffi cientarianism does not 
provide a normatively plausible response to the fi rst case, since its dis-
tributive prescriptions would violate the principle of personal good and 
that subjective-threshold welfare suffi cientarianism as well as objective-
threshold welfare suffi cientarianism committed to the headcount claim 
do not provide normatively plausible responses to the second case, since 
their distributive prescriptions would violate the principle of equal im-
portance. I then claim that an objective-threshold welfare suffi cientarian 
view committed to prioritarianism under the threshold offers the norma-
tively plausible response to both cases and therefore resists the challenge 
raised by scenarios that involve differential conceptions of rationality.

Keywords: Maximization, resources, satisfi cing, suffi cientarianism, 
welfare.

1. Introduction
Suffi cientarianism holds that distributive justice should primarily be 
concerned with providing individuals enough of some preferred concep-
tion of the proper currency of justice. This core idea embodies two cen-
tral claims, termed by Paula Casal the positive thesis and the negative 
thesis, respectively. According to Casal, “the positive thesis stresses the 

* I thank Adelin Dumitru, Adrian Miroiu, Tom Parr and two anonymous 
reviewers for comments on earlier drafts of this paper, as well as an audience at 
the University of Manchester, where some of the arguments developed here were 
originally presented.
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importance of people living above a certain threshold, free from depri-
vation. The negative thesis denies the relevance of certain additional 
distributive requirements” (Casal 2007: 297–298).1 The view has origi-
nally been developed by Frankfurt (1987) as a reaction to the pervasive 
egalitarian strand of thought characterizing contemporary analytical 
political philosophy and, independently, by Crisp (2003) as an alter-
native to both telic egalitarianism and prioritarianism. It has subse-
quently been extended by a number of authors (Orr 2005, Benbaji 2005, 
2006, Casal 2007, Huseby 2010, Shields 2012, Axelsen and Nielsen 
2015, 2016), who vary different components of the original theories 
and provide their own versions of the suffi ciency view. In this article, I 
seek to explore the plausibility of a number of suffi cientarian theories 
in light of their responses to cases in which individuals act on the basis 
of different conceptions of rationality.2 There are a number of reasons 
why examining normative theories in light of such cases is important. 
First, case-based desirability critiques form a central part of the meth-
odology of analytical political and moral philosophy, as they provide 
tools with which philosophers can submit theories to “normative tests” 
(McDermott 2008: 19). Thus, if the cases constructed are useful in il-
luminating the moral commitments of theories, and in particular, their 
counterintuitive and morally problematic consequences, they should be 
taken seriously by philosophers, regardless of their practical likelihood 
of occurrence. Second, taking such cases into account is useful in il-
luminating some of the ontological commitments of normative theories 
as well. In the particular context of suffi cientarianism discussed here, 
the cases will show that some suffi ciency views provide adequate re-
sponses only when all individuals are satisfi cers, while others provide 
adequate responses only when all individuals are maximizers. Third, a 
wide range of empirical evidence shows that individuals are not actu-
ally identical maximizing machines as the homo economicus model of 
neoclassical economics assumes for methodological purposes, but that 
they are distinctly rational (or, even irrational) on various dimensions. 
The differential nature of human reasoning should therefore be taken 
into account when we design normative theories in general, and theo-
ries concerning distributive justice in particular.

The paper is structured as follows: in section 2 I describe the con-
stitutive elements of a suffi cientarian theory of justice and show how 
they can be varied in order to obtain a number of different suffi ciency 
views. In section 3 I describe the two conceptions of rationality used in 

1 Some suffi cientarians replace the latter with a weaker, shift thesis, which only 
states that “once people have secured enough there is a discontinuity in the rate of 
change of the marginal weight of our reasons to benefi t them further” (Shields 2012: 
108).

2 In particular, I am only concerned here with what Satz and Ferejohn call a 
“formal and thin conception of rationality” (Satz and Ferejohn 1994: 72), taking 
into account only the mathematical properties of individual preferences, not their 
content.
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constructing the cases with which the paper is concerned. In section 4 I 
describe the fi rst case, Resource plenitude, and argue that the response 
which resource suffi cientarianism offers to such cases is morally ob-
jectionable. In section 5 I describe the second case, Resource scarcity, 
and argue that the responses which subjective-threshold welfare suffi -
cientarianism and objective-threshold welfare suffi cientarianism com-
mitted to the headcount claim offer to such cases are also morally ob-
jectionable. I then argue, in section 6, that objective-threshold welfare 
suffi cientarianism committed to prioritarianism under the threshold 
offers the morally plausible response in both cases and is impervious to 
the challenge raised in this paper by weakening the standard assump-
tion of maximizing rationality. Section 7 concludes.

2. Theoretical background: Suffi cientarianism
Since suffi cientarianism is a view of distributive justice, one of the key 
issues which it needs to address in order to be considered a complete 
normative theory is to specify a currency of justice, or otherwise stated, 
to answer the equality of what question. In this respect, classical suf-
fi cientarian theories (Frankfurt 1987,3 Crisp 2003) as well as many re-
cent developments (Benbaji 2005, Huseby 2010) standardly take wel-
fare4 as the currency of justice, while others endorse either resources 
(Orr 2005) or some conception of capabilities5 (Anderson 1999, Axelsen 
and Nielsen 2015, 2016).

While the currency issue concerns all theories of distributive jus-
3 Frankfurt’s preferred currency is actually somewhat more diffi cult to ascertain, 

since his discussions on distributions are generally conducted only in terms of money. 
This has led Temkin (2003: 765) to suggest that Frankfurt is actually attacking a 
straw man, since egalitarians would agree that it is not simply the inequality of 
economic resources which we should aim to mitigate. But there are good grounds 
to claim that he does in fact employ welfare as currency, a position which we may 
infer from his operationalization of the threshold notion (see below), with economic 
resources exclusively playing the role of distribuendum of justice (see Gheaus 2016 
for the distinction between distribuenda and currencies of justice). The idea that 
Frankfurt proposes a welfarist version of suffi cientarianism is also suggested by 
Goodin (1987: 45–46), Nathanson (2005: 371) and Huseby (2010: 181).

4 Following Arneson (2000), throughout this article I use the terms utility, 
welfare and well-being interchangeably. While the three concepts may not be, strictly 
speaking, identical under some interpretations, this terminological simplifi cation 
is required in order to preserve a common language for the family of distributive 
justice theories with which I am concerned here, since various suffi cientarians use 
all of them to denote the same idea (for instance Frankfurt (1987) uses the term 
utility, Crisp (2003) uses utility and welfare interchangeably, Huseby (2010) uses 
welfare and well-being interchangeably and Benbaji (2005) uses all three of them 
interchangeably).

5 In this paper I will only be concerned with theories instantiating either welfare 
or resources as a currency, since the informational framework of the cases in 
which I am interested in is too parsimonious to adequately capture the demands of 
capability suffi cientarianism. See, however, Arneson (2006) for a powerful criticism 
of this view.
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tice, a complete suffi ciency view needs to further address four other 
questions as well: (1) what the suffi ciency threshold is, (2) how the cur-
rency is to be distributed below the threshold of suffi ciency, (3) how the 
currency is to be distributed above the threshold of suffi ciency and (4) 
how strict should the priority relation generated by the threshold be. 
Various suffi cientarian theories offer different responses to the fi rst 
question. Harry Frankfurt sets the suffi ciency threshold at the level of 
contentment, understood in the sense that while an individual’s mar-
ginal utility for gaining economic benefi ts above the threshold is not 
nullifi ed, she does not have an active interest in obtaining more eco-
nomic resources. In his own phrasing, “the fact that he is content is 
quite consistent with his recognizing that his economic circumstances 
could be improved and that his life might as a consequence become 
better than it is. But this possibility is not important to him” (Frank-
furt 1987: 39). Roger Crisp offers a different answer. To illustrate the 
idea of a suffi ciency threshold, he uses two elements: (1) the notion of 
impartial spectator and (2) the notion of compassion. According to him, 
“the spectator puts himself or herself into the shoes of all those affected 
and is concerned more to the extent that the individual in question is 
badly off. A spectator who shows no special concern for the badly off 
has a vice—he or she is uncompassionate” (Crisp 2003: 757). What re-
sults from the conjunction of the notion of an impartial spectator with 
that of compassion is the suffi ciency threshold, one which is in his own 
terms “principled and nonarbitrary” (Crisp 2003: 757), and which is set 
at the highest level of welfare at which this impartial spectator still 
feels compassion for the individual in question. Since it is the specta-
tor who evaluates the level of welfare, not each particular individual, 
the implication of the theory is that the level where compassion disap-
pears is the same for all individuals. Other suffi cientarians, such as 
Huseby (2010) or Benbaji (2005) use multi-level thresholds instead of 
single-level thresholds, as was the case with those proposed by Frank-
furt (1987) and Crisp (2003). Huseby distinguishes between two dif-
ferent suffi cientarian threshold levels, a minimal one and a maximal 
one, with the former being located at the level where basic means to 
subsistence, or the basic needs of the individual, are satisfi ed, and the 
latter being located at the level where the individual can be said to 
be content, understood here as “satisfaction with the overall quality 
of one’s life” (Huseby 2010: 181). In contrast with the two-tiered suffi -
ciency view proposed by Huseby, Benbaji’s view recognizes three levels 
of suffi ciency as morally salient: a personhood level, a pain level and a 
luxury level. The fi rst of these is located just above the level where the 
life of the respective person is not worth living anymore,6 the second 
one just above the level where individuals have negative welfare values 

6 Benbaji avoids the implication that non-human beings would therefore have 
lives not worth living, by specifying the additional condition that only the life of 
a being which falls below the threshold, after previously being above it would be 
subjected to the application of this principle (Benbaji 2006: 339).
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and the third one is placed at the level where individuals “are so well 
off at that time that every small benefi t to them would be a luxury” 
(Benbaji 2006: 339–342).

The four suffi ciency views described in the previous paragraph 
give rise to a general and fundamental distinction in the operational-
ization of welfare suffi cientarian thresholds, namely between subjec-
tive thresholds and objective thresholds. Theories that use subjective 
thresholds maintain that the level of welfare at which the threshold is 
placed is established by each individual through the means of particu-
lar perceptions of her own welfare level. In general, to operationalize 
this threshold, we assume that there is a point in the welfare functions 
of individuals where they will say that they are, in some specifi c sense, 
satisfi ed with their current welfare level. Frankfurt’s (1987) theory as 
well as Huseby’s view share this feature. In Frankfurt’s theory, this 
point is represented by the level after which individuals would not have 
an active interest in pursuing the accumulation of further resources 
as means for welfare enhancements. In Huseby’s proposal, this point 
would be represented by the level at which the individual would consid-
er that he is content with his level of utility. By contrast, theories that 
use objective thresholds maintain that the welfare level at which the 
threshold is placed is set by an external source, without any input from 
the agent subjected to the distributive scheme. Crisp’s account of the 
suffi ciency threshold is paradigmatic for this view, since he builds his 
notion of a threshold in relation to an impartial spectator, who evalu-
ates the distribution and establishes the threshold at the utility level 
where compassion on the part of the impartial spectator would enter. 
While Benbaji’s account is not so explicit in this regard, the personhood 
and pain thresholds seem to be non-controversially objective, since de-
cision-making capacities are not subjected to individual perception and 
a negative level of welfare is described in neutral terms to the percep-
tion of the agent subjected to it. Even though we have less information 
on the conceptualization of the luxury threshold, it seems plausible to 
also include it in the category of objective thresholds, since otherwise 
it might be claimed that examples such as the notorious Beverly Hills 
case (see Benbaji 2005: 314–315) would require some form of redistri-
bution, if at least some of the individuals involved would not consider 
that they are at a luxury level of welfare.

The second distinction between welfare suffi ciency views that is im-
portant for the purposes of this paper, concerns the second question 
raised earlier on in this section, i.e. how the currency is to be distrib-
uted below the threshold of suffi ciency.7 The main positions regarding 
distribution below the threshold are to either commit to the headcount 
claim, which states that “we should maximize the number of people 
who secure enough” (Shields 2012: 103) or to commit to prioritarianism, 

7 While the third and fourth questions raised above are important in their own 
rights, they have no bearing on the arguments in this article.
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which in its canonical formulation states that “benefi ting people mat-
ters more the worse off these people are” (Parfi t 1997: 213). To briefl y 
illustrate the difference between the two views, consider an example 
where we have two individuals with an identical suffi ciency level of 20 
units of welfare, in which the fi rst one has in the current state of the 
world a level of 0 welfare and the second one is at a level of 15 units 
of welfare and in which we have to decide on how to distribute 5 extra 
units of welfare. While the suffi cientarian committed to the headcount 
claim would give these 5 extra units to the second person, since it would 
enable one person to reach the suffi ciency threshold, the suffi cientarian 
committed to prioritarianism under the threshold would give more (or 
even all) units to the fi rst person, since benefi ting her has greater mor-
al weight considering that she is worse-off. Both positions are defended 
by various suffi cientarians, with the headcount claim being endorsed 
by Frankfurt (1987: 31) or Dorsey (2008: 437–438) and prioritarianism 
under the threshold by Crisp (2003: 758), Huseby (2010: 184) or Shields 
(2012: 111).

With these distinctions in mind, we can proceed with analysing the 
plausibility of various suffi ciency views in light of the cases described 
to be in section 4 and 5. However, before advancing to this point it 
is worthwhile to describe the basic elements of a further distinction 
which is central to my cases, namely the distinction between maximiz-
ing views of rationality and satisfi cing views of rationality. I take up 
this task in the next section.

3. Maximization and Slotean satisfi cing
While discussions on the concepts of maximization and satisfi cing have 
occupied a signifi cant place in economics ever since Simon’s sugges-
tion of the latter idea (Simon 1947),8 in political and moral philosophy, 
the distinction between maximizing and satisfi cing types of rational-
ity is usually traced back to Slote’s (1984) restatement of the idea of 
satisfi cing as a permissible operationalization of act-consequentialism. 
The original development of the idea that people might act in a satis-
fi cing rather than maximizing manner was part of the wider project 
undertook by Simon to “replace the global rationality of economic man 
with a kind of rational behavior that is compatible with the access to 
information and computational capacities that are actually possessed 
by organisms, including man, in the kinds of environments in which 
such organisms exist” (Simon 1955: 99). Briefl y, we can state that while 
maximization entails the three-step sequence: (1) enumerate all the op-
tions on offer, (2) evaluate each, (3) choose the best option, a satisfi cing 
behaviour follows the sequence: (1) set an aspiration level such that 
any option which reaches or surpasses it is good enough, (2) begin to 
enumerate and evaluate the options on offer, (3) choose the fi rst option 

8 Even though it was not introduced under this specifi c label.
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which, given the aspiration level, is good enough (Pettit 1984: 166–
167). Slote’s conception of satisfi cing departs from Simon’s, however, 
in an essential way. As he argues, “the sort of satisfi cing involved [in 
his own theory] is not (merely) the kind familiar in the economics lit-
erature where an individual seeks something other than optimum re-
sults, but a kind of satisfi cing that actually rejects the available better 
for the available good enough” (Slote 1984: 148). This proposal lies in 
stark contrast to the classical understanding of satisfi cing, where the 
individual appeals to it in order to “reduce the informational and com-
putational requirements of rational choice” (Byron 1998: 71), but given 
two options which differ from the perspective of the utility produced, 
would always choose the better one.9, 10 Phrased in this way, it is not im-
mediately clear whether Slote’s notion of satisfi cing can make sense as 
a rational strategy, since it would explicitly reject a better alternative 
in favour of a worse one. In order to yield some intuitive plausibility to 
the notion, Slote appeals to a number of examples.

In the fi rst such example, you are asked to imagine that you are at 
work and have just fi nished eating lunch. You return to your desk and 
realize that there is a candy bar or a coke in the refrigerator which is 
placed right next to you. While you are no longer hungry or thirsty, you 
are not satiated to the point where consumption of the candy bar or 
coke would not give you additional pleasure. However, you still choose 
not to consume them (Slote 1984: 143–144). In the second example, we 
are asked to think of a fairy-tale hero who is given the opportunity to 
have a single wish granted and does not choose a big pot of gold or a 
million dollars, but just enough to enable him and his family to live a 
comfortable life (Slote 1984: 147). In the third example, we are asked to 
imagine a situation where a family’s car breaks down in the middle of 
the night next to a hotel. The family is quite poor so they cannot afford 
to rent a room or purchase a meal. Given these conditions, the hotel 
manager arranges for them to be accommodated, free of charge, in one 
of the vacant rooms, although not the most expensive one, and receive 
a meal, also free of charge, from the evening’s left-overs, although not 
the best meal available (Slote 1984: 149–150). The strand that ties 
together all these examples is the fact that the agent responsible for 
making a choice had a set of alternatives available before him and de-

9 Slote himself admits that this is the position of Simon, and further states that 
the “idea of rational satisfi cing implies only that individuals or fi rms do not always 
seek to optimize and are satisfi ed with attaining a certain ‘aspiration level’ less than 
the best that might be envisaged. It does not imply that it could be rational actually 
to reject the better for the good enough in situations where both were available” 
(Slote 1984: 145).

10 The reason why I do not take into account classical satisfi cing, but rather 
the Slotean version, is precisely the fact that Simon’s individual would satisfi ce 
due to time or informational constraints and such issues do not usually bear much 
weight in normative theories. Simonian satisfi cing is thus unlikely to provide the 
groundwork for any interesting analysis of suffi cientarianism.
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liberately chose a sub-maximizing one. Slote claims that in each one 
of the cases discussed however, the strategy of choosing less than the 
best can be construed as rational in any common-sense interpretation. 
The primary reason which Slote offers is that individuals might some-
times exhibit a form of moderation which precludes them from taking 
more benefi ts rather than fewer.11 In his own words, “the moderate in-
dividual [...] is someone content with (what he considers) a reasonable 
amount of enjoyment; he wants to be satisfi ed and up to a certain point 
he wants more satisfactions rather than fewer, to be better off rather 
than worse off; but there is a point beyond which he has no desire, and 
even refuses, to go” (Slote 1986: 60).

It is, of course, not clear whether the examples provided by Slote 
couldn’t be otherwise grounded by various rational (in the classical 
sense) reasons, thereby making his claim about the non-maximizing 
character of his proposal collapse. This idea is suggested by Pettit 
(1984), who discusses the examples offered above and, while agree-
ing with Slote that they are instances of satisfi cing behaviour, he adds 
that they can be construed as rational precisely because of other con-
siderations which the agent weighed in her decision-making process. 
Only if no such reasons are brought into the picture, the unmotivated 
sub-maximization which results is in Pettit’s terms irrational. In defer-
ence to the possibility that individuals satisfi ce for the sake of a more 
sophisticated brand of maximization, Slote proposes a distinction be-
tween two types of satisfi cing, namely instrumental satisfi cing on the 
one hand and non-instrumental or intrinsical satisfi cing on the other 
(Slote 2004: 14). The instrumental view of satisfi cing holds that an in-
dividual might deliberately choose an inferior alternative only when 
this course of action would lead to an overall maximization of welfare. 
In various forms (see for instance Schmidtz 2004 or Narveson 2004), 
the plausibility of this general view encounters no major resistance 
amongst political and moral philosophers. The non-instrumental view 
of satisfi cing however, which Slote himself admits has been “decided-
ly the minority view on the rationality involved in satisfi cing” (Slote 
2004: 14), claims that limiting consumption of goods before reaching 
the point where the marginal utility experienced is null has intrinsical 
value. The plausibility of this idea is much more controversial and no 
common ground is reached in this respect.12 Since the cases which I 
build in the following section do not rest on a particular view of Slotean 
satisfi cing I will not provide a defence of the intrinsical conception, but 
rather interpret the idea of Slotean satisfi cing in accordance with the 
instrumental conception. If the intrinsical conception would turn out to 

11 See, however, Schmidtz (2004: 32) for a disentanglement of the ideas of 
moderation and satisfi cing, which Slote often uses interchangeably (Slote 1984: 147, 
Slote 1986: 65, Slote 2004: 16).

12 For a wider view on the debate between critics and defenders of satisfi cing 
views in moral and political philosophy see Byron (2004).
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be plausible, the arguments developed would analogously apply to that 
interpretation as well.

What is important to note, however, is that the notion of Slotean 
satisfi cing is not equivalent to other notions used to build subjective 
thresholds in some suffi cientarian views, such as Frankfurt’s account 
of contentment. As noted in section 2, the idea of contentment proposed 
by Frankfurt does not imply that the individual who reaches her sub-
jectively-set threshold cannot gain any further welfare above this level. 
Instead, since in Frankfurt’s view “the use of the notion of ‘enough’ 
pertains to meeting a standard rather than to reaching a limit” (Frank-
furt 1987: 37, original emphasis), it is entirely plausible to claim that 
given two options, one of which is right at the threshold of contentment 
and the other one somewhat above it, the individual in question would 
choose the latter over the former, due to the higher output of utility, 
even though she would be in one sense satisfi ed with both. But the idea 
of satisfi cing, as used by Slote, has different implications. While ad-
ditional resources would still yield an improvement in those aspects of 
welfare derived from the material consumption of goods, it would not 
lead to an all things considered increase in welfare due to the fact that 
it would cause counterbalancing disutility in other areas associated 
with welfare, such as individual attitudes towards moderation. Oth-
erwise, the idea that someone could choose the available good enough 
over the available better would be conceptually inconsistent. This no-
tion of satisfi cing, which is stronger than Frankfurt’s idea of content-
ment, will be used in the subsequent sections.

4. Resource suffi cientarianism and violations 
of the principle of personal good
Consider the following case:

Resource plenitude. In a society composed of three individuals (Al-
ice, Brian and Charlie), there are 60 resources available for distri-
bution. Each unit of resource consumed yields exactly one unit of 
utility for every individual and none of them are satiated at any 
point. Alice is a satisfi cer, with her aspiration level set at 30 units of 
utility, Brian is a satisfi cer, with his aspiration level set at 10 units 
of utility and Charlie is a maximizer.

Consider now that, irrespective of the procedure used, the resource 
suffi cientarian,13 who claims that what is important from the point 
of view of justice is that enough resources are distributed to each in-
dividual, has established that the suffi ciency threshold is at 20 units 
of resources. Fortunately, from the resource suffi cientarian’s point of 

13 I take Orr’s (2005) view to be the standard version of resource suffi cientarianism. 
While Orr does not provide answers to a number of questions which a complete 
suffi cientarian theory should standardly address, the endorsement of resources as a 
currency of suffi cientarianism is enough for my present purposes.
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view, there are just enough resources to be distributed so that everyone 
reaches the threshold proposed, thus 20 resources will be distributed to 
each individual. Call this distribution D1 [Alice – 20; Brian – 20; Char-
lie – 20]. This distribution of resources will in turn be converted into 20 
units of utility for Alice, 20 units of utility for Charlie and 10 units of 
utility for Brian, considering that he does not gain any extra benefi ts 
from resources above the amount of 10.14 But consider the alternative 
distributions D2 [Alice – 25, Brian – 10; Charlie – 25] and D3 [Alice 
– 30; Brian – 10; Charlie – 20], which would map into either 25 units 
of utility for Alice and Charlie and 10 for Brian (in D2) or 30 units of 
utility for Alice, 20 units of utility for Charlie and 10 for Brian (in D3). 
Both D2 and D3 yield more aggregate utility than D1 without making 
the situation worse-off for anyone. Still, the resource suffi cientarian is 
bound to claim that D1 is, at least in one way, better than D2 and bet-
ter than D3, since D1 is the only distribution where everyone reaches 
the threshold of suffi ciency. Thus, resource suffi cientarianism violates 
what Broome has called the principle of personal good, which states 
that “if we take two distributions that have the same population, and if 
one of them is better than the other for someone, and at least as good as 
the other for everyone, then it is better”15 (Broome 2004: 58). If we take 
this principle seriously, as many political and moral philosophers do 
(e.g. Broome 1991, Broome 2004, Vallentyne 1993, Tungodden 2003), 
we have a strong reason to object to resource suffi cientarianism. Fur-
thermore, not only is this view clashing with the principle of personal 
good, but it is also committed to benefi t destruction, since it prescribes 
wasting 10 resources, which in an alternative distribution could have 
otherwise benefi ted either Alice or Charlie. In addition, the two prob-
lems raised here are proportionally amplifi ed when: (1) the difference 
between the resource threshold set by the theory and the aspiration 
levels which are below the threshold increases and (2) the number of 
individuals with aspiration levels below the threshold increases.

One possible objection to the idea that resource suffi cientarianism 
might be committed to violations of the principle of personal good and to 
benefi t destruction is that the example proposed is simply implausible, 
since the aspiration level of an individual would not be positioned below 
the resource threshold. In the absence of any particular specifi cation 
of a resource threshold in the suffi cientarian literature, it is diffi cult to 
reply to this objection in a very concrete manner. However, one general 
response is that for resource suffi cientarianism to gain any moral plau-
sibility, the threshold cannot be located at very low levels, since at such 

14 The alternative would be that Brian’s utility actually decreases when further 
receiving resources. I do not take this stronger case into consideration here, since the 
weaker case suffi ces for making the intended point.

15 This can also be interpreted as a strong form of the Pareto Principle. 
Tungodden remarks that while the two are structurally identical, the principle of 
personal good is “stated in the space of individual good or well-being and not in the 
space of individual preferences” (Tungodden 2003: 8).
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levels the negative thesis would no longer appear attractive. Consider 
that such a low threshold would be the level where individuals would 
have only very basic access to food, water, clean air and so forth, so that 
they can survive on a day-to-day basis. It would be, I think, correct to 
claim that no aspiration level can be found lower than this threshold. If 
such a threshold was in place, however, it would also mean that justice 
should not be concerned with the difference in resources between some-
one who has enough to barely survive for another day and a billionaire 
like Bill Gates, a position which intuitively appears to be radically im-
plausible. Defending a multi-level version of resource suffi cientarian-
ism might partially mitigate this problem, in that the lowest threshold 
might be placed at a level below which no aspiration level would reason-
ably be located. But introducing a higher threshold, which is required 
in order to retain the attractiveness of the negative thesis, opens up the 
real possibility that the aspiration level of some individuals falls un-
der this threshold, for reasons which have to do with attitudes towards 
moderation, religious attitudes etc. If we take case-implication critiques 
(Sen 1979: 197) seriously, then this possibility grounds a plausible ob-
jection against resource suffi cientarianism.

5. Welfare suffi cientarianism and violations 
of the principle of equal importance
Now consider a second case:

Resource scarcity. In a society composed of three individuals (Alice, 
Brian and Charlie), there are 40 resources available for distribu-
tion. Each unit of resource consumed yields exactly one unit of util-
ity for every individual and none of them are satiated at any point. 
Alice is a satisfi cer, with her aspiration level set at 30 units of util-
ity, Brian is a satisfi cer, with his aspiration level set at 10 units of 
utility and Charlie is a maximizer.

Let us fi rst consider the response which a subjective-threshold welfare 
suffi cientarian, such as Frankfurt, would give to this case. Since Alice 
and Brian have aspiration levels set at 30 and 10, respectively, con-
sider these levels as their subjective thresholds.16 Further, according to 
Frankfurt, what is important from the point of view of justice in cases 
of resource shortages is that the incidence of suffi ciency is maximized. 
The two positions converge to yield a precise distribution in this case, 
which is: D4 [Alice – 30; Brian – 10; Charlie – 0]. This distribution is 
the only one which maximizes the incidence of suffi ciency, understood 
in a subjective sense, since it is the only one in which two of the three 
individuals have reached the threshold. Since Charlie has no threshold 
of contentment, he will receive no resources. Furthermore, if a wind-
fall should occur, yielding 20 more resources for distribution (thereby 

16 Noting that they are not only levels of contentment, in Frankfurt’s sense, but 
the stronger types of aspiration levels implied by Slote’s conception of satisfi cing.
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transforming this case into Resource plenitude), a subjective-threshold 
welfare suffi cientarian is bound to say that we should be indifferent be-
tween giving any amount of resources to Alice, Brian or Charlie, even 
though Charlie is in a position where he has no resources at all.17

Secondly, consider the response which a specifi c type of objective-
threshold welfare suffi cientarian, namely one who is committed to the 
headcount claim would provide to the case at hand. Since the example 
is one of resource scarcity, we will assume that not all individuals can 
be raised to the threshold with the resources available. Consider there-
fore that the objective welfare threshold is set at 20. The type of suf-
fi cientarianism in which we are interested here would then prescribe 
distribution D5 [Alice – 20; Brian – 0; Charlie – 20]. The reason why 
this is the case is that D5 is the only distribution in which two of the 
three individuals reach the objectively established threshold. Further-
more, if a windfall should occur, yielding 20 more resources for distri-
bution (once again, transforming this case into Resource plenitude), the 
objective-threshold welfare suffi cientarian committed to the headcount 
claim would state that we should be indifferent between providing any 
amount of resources for Alice, Brian or Charlie, since any amount of 
resources which we provide Brian with will not be enough for him to 
reach the welfare threshold, although he is in a position where he has 
no resources at all.18

17 As one anonymous reviewer has pointed out, it might be objected that subjective-
threshold welfare suffi cientarianism would not necessarily entail a distribution of 0 
resources for Charlie—due to the fact that he is a maximizer—but that we could 
instead impute an average satisfi cing level and set that as a distributive threshold 
for him. This objection is unsuccessful, however, in cases involving suffi cientarian 
views of this type, precisely because the subjectivist manner of deriving distributive 
thresholds precludes attaching externally built features to it. As subjective 
thresholds appeal only to the preferences of the individual in question, imputing the 
average satisfi cing level (or any other form of externally produced level) amounts 
to a collapse into objective-threshold welfare suffi cientarianism, a separate view 
from that which was scrutinized in this paragraph (and which will be subsequently 
examined).

18 It may be worth questioning if the unappealing prescriptions offered by 
subjective-threshold suffi cientarianism might not draw their force simply from the 
fact that Frankfurt’s version (which I used as a standard operationalization of this 
type of suffi ciency view) is itself committed to the headcount claim as well. If this is 
correct, than Frankfurt’s own suffi cientarian position might seem less plausible in 
light of the example, but other subjective-threshold suffi cientarian views might be 
unaffected. My reply to this argument is that even if the headcount claim is dropped 
from subjective-threshold suffi cientarianism, the view simply cannot accommodate 
individuals who do not have contentment levels regarding the distribution of 
resources (this is perhaps most vivid in the case which Frankfurt himself discusses, 
that of monetary resources). If a person does not have a contentment level (at least 
in the weaker sense proposed by Frankfurt), then prioritarian or other types of 
arrangements for distributions under the threshold simply cannot count her in the 
distribution, at least while there are still other individuals that might reach their 
thresholds. The subjective-threshold view is therefore committed at a much deeper 
level than any other suffi cientarian view examined here to make homogeneous 
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What do these two responses, derived from different normative 
principles, have in common? In both cases, one person appears to be 
signifi cantly disadvantaged by the distribution, since she is up to a 
point entitled to no resources whatsoever and only after a certain 
point (where all others have reached the suffi ciency thresholds) she 
has claims which are on par with the other subjects of the distribu-
tion, but not more pressing, even when she is at a miserable level of 
welfare and the others are at a blissful level. This result appears to be 
deeply at odds with some basic moral claims. To illustrate this, con-
sider for instance Dworkin’s principle of equal importance, according to 
which government should “adopt laws and policies that insure that its 
citizens fate are [...] insensitive to who they otherwise are—their eco-
nomic backgrounds, gender, race, or particular sets of skills and handi-
caps” (Dworkin 2000: 6). I take this ethical principle to be relatively 
uncontroversial, since it expresses a more generic impartiality condi-
tion which has been a staple of the literature on distributive justice 
within the past decades19. If we take the principle of equal importance 
seriously, then the distributions prescribed by both welfarist subjec-
tive-threshold suffi cientarians and objective-threshold suffi cientarians 
committed to the headcount claim appear to be problematic as they 
assign unequal importance to individuals based on an internal char-
acteristic, namely the type of rationality that they hold, which is mor-
ally arbitrary.20 The unequal treatment of maximizing individuals in 
subjective-threshold welfare suffi cientarianism and the unequal treat-
ment of satisfi cing individuals who cannot reach the aspiration levels 
set in objective-threshold welfare suffi cientarianism committed to the 
headcount claim, therefore count as serious objections against them.

assumptions regarding the rationality of individuals, since the existence of 
maximizers not only renders this view morally implausible but it raises a challenge 
to the coherence of the view as a whole.

19 See however the critical position adopted by Steinhoff (2014) against the 
ideas of equal concern and respect, which implicitly encompasses a criticism of the 
Dworkinian principle of equal importance.

20 I do not mean to suggest that some forms of satisfi cing would not perhaps 
be desirable in some cases. But I maintain that there are at least two arguments 
in defence of the claim that satisfi cient individuals warrant no special priority in 
the distribution of resources. The fi rst one concerns the possibility that satisfi cers 
are in fact not always moderate, since moderation is not necessarily connected to 
satisfi cing (as Schmidtz 2004 shows). If the aspiration level of an individual would be 
so high that reaching it would require a drainage of resources which could otherwise 
be distributed to maximizers in order that they reach a decent level of welfare, 
than it seems clear that we should not give any sort of priority to the satisfi cing 
individual. Further, if we consider satisfi cing and maximization as actual behavioral 
features (and not simply useful assumptions for theory-building), it is questionable 
to what extent they are traceable to individual choices and it would seem more likely 
that they are not. Therefore, it would be highly controversial to punish or reward 
individuals for being endowed with a trait for the formation of which they can claim 
no responsibility.
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6. A resilient competitor: Crisp’s suffi cientarian view
Let us now examine how a distinct version of suffi cientarianism, i.e. 
one which proposes an objective welfare threshold but is at the same 
time not committed to the headcount claim, would respond to cases 
such as Resource plenitude and Resource scarcity. Since Crisp’s (2003) 
formulation of the suffi ciency view meets both demands,21 I will take 
his version as the standard-bearer for this type of suffi cientarianism. 
What would such a view entail in the case of Resource plenitude? As-
sume, again, that the objective threshold is set at 20. First, since the 
view endorses prioritarianism below the threshold, all other things be-
ing equal, it would sequentially raise each individual with one unit 
of welfare until all of them reach the level 10. Up to this point, 30 
resources have been distributed, so 30 units remain. Since Brian no 
longer gains any further utility after having 10 resources, the next 20 
units would be distributed sequentially to Alice and Charlie, until both 
of them reach the suffi ciency threshold. Finally, the remaining 10 re-
sources are distributed between Alice and Charlie, since no further dis-
tribution towards Brian would manage to raise him over the threshold. 
If we follow Crisp’s (2003: 758) suggestion that utilitarianism would 
be a plausible pattern for distribution over the threshold, all possible 
distributions of the last 10 resources to Alice and Charlie are equally 
preferable. The distribution prescribed by Crisp’s suffi cientarian view 
would therefore be either D2 [Alice – 25, Brian – 10; Charlie – 25], 
D3 [Alice – 30; Brian – 10; Charlie – 20] or some other version which 
distributes between 20 and 30 resources for Alice and Charlie and 10 
resources for Brian. Thus, Crisp’s view avoids violating the principle of 
personal good, since it considers that both D2 and D3 are preferable to 
D1, and at the same avoids destroying benefi ts, since it does not give 
more resources to Brian than he can convert into welfare.

Let us now see how Crisp’s suffi cientarianism fares in the Resource 
scarcity case. It once again begins by sequentially distributing one re-
source to each of the three individuals until all of them reach a level 
of 10 welfare. Since Brian no longer derives any utility from receiving 
more resources, the fi nal 10 resources to be distributed are then equal-
ly allocated to Alice and Charlie, resulting in D6 [Alice – 15; Brian – 
10; Charlie – 15]. This is because the threshold is set too high for all 
individuals to reach it and below the threshold, inequalities are to be 
arranged in a prioritarian manner. Thus, since we attach more weight 
to the distributive claims of individuals the lower their welfare levels 
are, we cannot proceed with distributing one more unit to an individual 
who is better-off, while there is still one individual who is worse-off and 
could be made better-off. This grounds both our reasons to distribute 
an equal amount of resources to all individuals until they reach level 10 

21 As it prescribes an objective threshold at the level where an impartial spectator 
would no longer feel compassion for the individual in question and it prescribes a 
prioritarian distribution below the threshold.
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and our reasons not to distribute any more resources to Brian after this 
level, since he can no longer be made better-off. A theory which claims 
that D6 should be enacted instead of either D4 [Alice – 30; Brian – 10; 
Charlie – 0] or D5 [Alice – 20; Brian – 0; Charlie – 20] in the case of 
Resource scarcity has great intuitive appeal since it avoids violating the 
principle of equal importance. It does not punish or otherwise mistreat 
either Charlie (who in D4 would have received nothing) for being a 
maximizer, or Brian (who in D5 would have received nothing) for being 
a satisfi cer. Taking this into consideration, an objective-threshold wel-
fare suffi cientarian theory which is committed to prioritarianism below 
the threshold (of which Crisp’s view would be a classical example), is in 
a position to provide a better reply to cases such as Resource plenitude 
and Resource scarcity than resource suffi cientarianism, subjective-
threshold welfare suffi cientarianism or objective-threshold welfare suf-
fi cientarianism committed to the headcount claim are able to do.

7. Conclusions
The suffi ciency view has drawn a considerable amount of attention in 
the literature on distributive justice in the past two decades, albeit 
much less than fi rmly established rivals such as the egalitarian and, 
more recently, prioritarian views. In this paper, I sought to open a new 
line of criticism as well as comparison between suffi ciency views, which 
has been until this point unexplored, namely what sort of responses will 
suffi cientarian theories offer to cases where individuals act on the basis 
of different conceptions of rationality. In order to construct a plausible 
view of the way in which individuals might be differentially rational, 
I appealed to the classical notion of a maximizing behavior on the one 
hand and the notion of Slotean satisfi cing on the other. I then assessed 
the responses provided by four different types of suffi ciency views in 
cases based on these different accounts of rationality. The conclusions 
drawn in this article support objective-threshold welfare suffi cientari-
anism committed to a prioritarian distribution under the threshold, 
the classical version of such a theory being that of Crisp, which I claim 
responds correctly to both cases presented. By contrast, I argue that 
resource suffi cientarianism offers the wrong response to cases such 
as Resource plenitude, since it violates the principle of personal good, 
while allowing for benefi ts to be wasted rather than distributed, and 
both subjective-threshold welfare suffi cientarianism and objective-
threshold welfare suffi cientarianism committed to the headcount claim 
offer the wrong response to cases such as Resource scarcity, since they 
violate, in opposite fashions, the principle of equal importance. It is, of 
course, possible to either object to these conclusions, by claiming that 
the principle of personal good or the principle of equal importance are 
simply not morally salient, or that there may be other implications 
of objective-threshold welfare suffi cientarianism committed to pri-
oritarianism below the threshold that might prove, on balance, more 
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problematic.22 It is also possible to reduce the force of my objections 
by accommodating them within the framework of the criticized views 
through an appeal to value pluralism, in order to avoid violations of 
the above mentioned principles. Regardless, the article still provides a 
strong reason23 in favour of Crisp’s (and similarly constructed) version 
of suffi cientarianism against other types of suffi ciency views, e.g. those 
of Frankfurt and Orr, as they presently stand.
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Marko Jurjako’s article “Self-deception and the selectivity problem” 
(Jurjako 2013) offers a very interesting discussion of intentionalist ap-
proaches to self-deception and in particular the selectivity objection to 
anti-intentionalism raised in Bermúdez 1997 and 2000. This note re-
sponds to Jurjako’s claim that intentionalist models of self-deception 
face their own version of the selectivity problem, offering an account of 
how intentions are formed that can explain the selectivity of self-decep-
tion, even in the “common or garden” cases that Jurjako emphasizes.

Keywords: Action explanation, dispositions, epistemic virtue, self-
deception, the selectivity problem.

I originally proposed the selectivity problem in Bermúdez 1997, 1999, 
and 2000 as an argument for intentionalist, as opposed to anti-inten-
tionalist or defl ationary, approaches to self-deception. Intentionalists 
claim that intrapersonal self-deception effectively mirrors interperson-
al deception. In both cases the (self-) deceiver intentionally brings it 
about that the (self-)deceived person acquires a belief, or other propo-
sitional attitude. Just as the interpersonal deceiver intends to bring it 
about that his victim acquires a particular belief, so to does the intra-
personal self-deceiver intend to bring it about that he himself acquire 
a particular belief.

In opposition to intentionalism, anti-intentionalists such as Al Mele 
argue that self-deceiving belief acquisition can be explained solely in 
terms of motivational bias and similar mechanisms, without assuming 
any intention to acquire a belief (Mele 1997, 2001, 2012). In his 1997 
account, for example, Mele proposes the following four jointly suffi cient 
conditions for S to acquire a belief through self-deception.
1) The belief that p acquires is false
2) S treats data seemingly relevant to the truth of p in a motiva-

tionally biased way.
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3) This biased treatment non-deviantly causes S to come to believe 
that p

4) The evidence that S possesses provides greater warrant for ~p 
than for p.

The selectivity problem is directed in particular at components (2) and 
(3) of this account. My objection is that the anti-intentionalist does not 
have the resources to explain why motivational bias should be brought 
to bear in some cases and not in others:

Self-deception is paradigmatically selective. Any explanation of a given in-
stance of self-deception will need to explain why motivational bias occurred 
in that particular situation. But the desire that p should be the case is in-
suffi cient to motivate cognitive bias in favor of the belief that p. There are 
all sorts of situations in which, however strongly we desire it to be the case 
that p, we are not in any way biased in favor of the belief that p. How are 
we to distinguish those from situations in which our desires result in moti-
vational bias? I will call this the selectivity problem (Bermúdez 2000: 317)

Only intentionalist models of self-deception can solve the selectivity 
problem, I claim. In order for a self-deceiver to come to believe that 
p there must be not simply a desire that p be the case, coupled with 
various biased mechanisms of belief formation, but also an intention 
to believe that p.

Jurjako raises the very interesting objection that intentionalist 
models face their own version of the selectivity problem. He starts with 
the plausible assumption that intentions are formed for reasons, typi-
cally beliefs and desires.

So, in order to explain why in this particular instance self-deception oc-
curred, we need to invoke a desire and a belief. But now we can ask why in 
this particular situation a desire that p be the case caused an intention to 
believe that p is the case? As Bermúdez noted, we have all kinds of desires 
that, nevertheless how strong, do not cause us to believe that p is the case; 
similarly we can say that we have different strong desires to believe that p 
be the case (or that we believe that p is the case), that nevertheless do not 
cause an intention to believe that p. So in this way we can raise the selec-
tivity problem against the intentionalist account. Namely, we can raise the 
question why in this particular situation the desire that p be the case (or 
to believe that p) caused an intention to believe that p is the case since, ac-
cording to Bermúdez, in all kinds of situations, no matter how strongly we 
desire that p be the case it does not cause us to believe that p is the case. 
(Jurjako 2013: 155)

Jurjako proposes two options that an intentionalist can take to resolve 
this new version of the selectivity problem. The fi rst option is to as-
sume that self-deceptive intentions emerge “by sheer chance” from the 
reasons that precede the intention.1 The second option is to suppose 

1 Actually, Jurjako refers to “intentions to self-deceive”, but intentionalists about 
self-deception are certainly not committed to holding that a self-deceptive intention 
is always an intention to deceive oneself. I can (self-deceptively) intend to bring it 
about that I believe that p without intending to deceive myself. For further analysis 
of how to understand self-deceptive intentions see Bermúdez 2000.
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that self-deceptive intentions result from a conscious decision. Accord-
ing to Jurjako, intentionalists are caught on the horns of a dilemma 
here. The fi rst option is highly implausible and in any case does not 
provide a satisfying answer to the selectivity problem. The second op-
tion, on the other hand, does resolve the selectivity problem, but over-
intellectualizes what is going on in self-deception in a way that makes 
it inapplicable to common or garden varieties of self-deception.

I completely agree with Jurjako that the fi rst option is a non-starter 
and will say no more about it. I also agree with him that intentions are 
not determined by standing beliefs and desires. Intentionalist models 
of self-deception could not possibly work unless forming an intention is 
in some sense an autonomous mental act. In that respect intentionalist 
models are committed to something like the commonsense view of the 
progress from thought to action sketched out by David Wiggins at the 
beginning of his paper “Weakness of will, commensurability, and the 
objects of desire” (Wiggins 1978). According to this commonsense view, 
“we need autonomous and mutually irreducible notions of believing, 
desiring, deciding that, deciding to, intending” (Wiggins 1978/9: 244). A 
similar view of the autonomy of intention is defended in Holton 2009.

Both Holton and Wiggins primarily analyze intentions that result 
from choice, where choice typically results from a process of delibera-
tive practical reasoning. Again, I agree with Jurjako that it is not help-
ful to see typical examples of common or garden self-deception as the 
result of deliberative practical reasoning. But we can escape from the 
dilemma that he poses for intentionalist approaches to self-deception 
by recognizing other ways of thinking about how intentions are formed. 
Deliberative and refl ective choice is one end of a spectrum, rather than 
the only game in town.

As standardly understood, intentions lead straight to action (modu-
lo weakness of will), which is why they bridge the gap between beliefs, 
desires, and other propositional attitudes, on the one hand, and action 
on the other. But of course this immediately raises the question of how 
the gap is bridged between propositional attitudes and intentions. The 
canonical model, going at least as far back as the Aristotelian practi-
cal syllogism, sees intentions as resulting from means-end reasoning 
about how best to satisfy desires (taking “desire” broadly enough to 
include what Aristotle would have called the apparent good). But there 
are some important passages where Aristotle appears to recognize 
that even as an idealization the deliberative model often fails to ap-
ply. Looking at those passages points towards an alternative that helps 
make better sense of self-deception.

In an illuminating passage in Book VI of the Nichomachean Ethics 
Aristotle discusses the distinctive character of practical wisdom (ph-
ronesis) and what distinguishes it from intelligence (nous). He writes:

That practical wisdom is not knowledge is evident; for it is, as has been said, 
concerned with the ultimate particular fact, since the thing to be done is of 
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this nature. It is opposed, then, to comprehension; for comprehension is of 
the defi nitions, for which no reason can be given, while practical wisdom is 
concerned with the ultimate particular, which is the object not of knowledge 
but of perception—not the perception of qualities peculiar to one sense but 
a perception akin to that by which we perceive that the particular fi gure 
before us is a triangle.2

The key idea here is that practical wisdom involves perception. How 
one acts is, in the last analysis, a function of how one sees things.

One way of understanding what is going on here emerges when we 
recall the basic form of the Aristotelian practical syllogism, which con-
tains both a major premise and a minor premise. The major premise is 
typically portrayed in a way that aligns it with belief. In De Motu Ani-
malium Aristotle gives the example: All men ought to walk. The minor 
premise, though, typically comes across differently. The minor premise 
is how a general belief is seen to be applicable to this particular situ-
ation. Here is another important passage from De Anima. Aristotle is 
considering the question (rather strange to modern ears) of whether 
the faculty of knowing moves or is at rest.

The faculty of knowing is never moved but remains at rest. Since the one 
premise or judgment is universal and the other deals with the particular 
(for the fi rst tells us that such and such a kind of man should do such and 
such a kind of act, and the second that this is an act of the kind meant, and 
I a person of the type intended), it is the latter opinion that really originates 
movement, not the universal; or rather it is both, but the one does so while 
it remains in a state more like rest, while the other partakes in movement.3

The minor premise (dealing with the particular) is, to use the earlier 
phrase, what bridges the gap between beliefs, desires, and action. It is 
what allows me to see that the situation I am in is one to which this 
general belief or this desire is applicable.

Without getting into the question of how to reconcile Aristotle’s 
various comments about action, choice, and deliberation,4 it seems to 
me that there is an important insight in these two passages, pointing 
towards an alternative way of thinking about how intentions emerge. 
An intention to act in a certain way can come about because of how I 
interpret or understand the situation in which I fi nd myself. To use a 
very non-Aristotelian term, intentions can result from framing a situ-
ation in a certain way. There are many different types of frame. Some 
are highly intellectualized. But many are not.  Framing a situation can 
be as simple a matter as identifying which other situation it is most 
similar to, highlighting one feature over another, or fi nding an affective 

2 Aristotle, Nichomachean Ethics Bk. VI 1142a23–1142a28, translated by W. D. 
Ross, revised by J. O. Urmson (in J. Barnes, The Complete Works of Aristotle, Vol. 1) 

3 Aristotle, De Anima Bk. III 433b17–433b21, translated by J. A. Smith (in J. 
Barnes, The Complete Works of Aristotle, Vol. 1).

4 For helpful discussion and further references see Price 2008.
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valence. Framing (and re-framing) a situation in a different way can 
often open up new possibilities for action.5

This way of thinking about intention and choice offers a way out 
of the dilemma Jurjako poses. The intentions that drive common or 
garden self-deception do not have to be viewed as emerging either ran-
domly or from conscious acts of deliberative choice. Instead we can see 
them as emerging from how the self-deceiver frames the situation in 
which they fi nd themselves.  Of course, what is being framed in self-
deception is not, as it were, the object of the self-deceiving belief. The 
spouse determinedly convinced of his spouse’s fi delity despite all the 
evidence to the contrary may well be framing his spouse’s behavior 
in all sorts of ways, but that is not what generates the self-deception 
(more likely, it is explained by the self-deception). What matters for 
self-deception is how the self-deceiver frames the situation in which he 
believes that his spouse is faithful. He might, for example, frame this 
as an act of trust and loyalty. Having a certain belief is part of the per-
son that he wants to be, and it is because he sees things that way that 
he intentionally comes to form the self-deceptive belief. Here it seems 
correct to say both that the intention to form a certain belief is what 
ultimately explains his self-deception, and that the intention does not 
emerge from an over-intellectualized process of conscious choice.
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The paper addresses the issue whether Tennant’s textbook Introducing 
Philosophy, a demanding textbook based on the methodology of Analyti-
cal philosophy, can be useful for high school teachers not trained in Ana-
lytical methodology. The pedagogical background is presented through 
a conceptual framework of problematization, conceptualisation and ar-
gumentation, and I follow Tennant’s methodology through these three 
principles. The issue which I discuss is how Tennant’s methodology can 
help teachers to foster the three analytical abilities in students. I will 
show how his presentation of topics as content demonstrate his method-
ology and how particular examples can be used by teachers in secondary 
education, as well as in introductory university courses in philosophy. If 
teachers pay attention to this methodology within the content, they can 
apply it to other topics.

Keywords: Teaching, content, methodology, argumentation, con-
ceptualisation, problematization, thought-experiment.

1. Introduction
In this paper I would like to discuss a specifi c issue related to a very 
specifi c domain of teaching philosophy in secondary education, which 
could be relevant for general introductory courses at the graduate level 
as well. Usually philosophy teachers in secondary education (at least 
in the continental Europe), especially those who were educated in the 
previous decades, did not have an education in analytical philosophy. 
Therefore, it is a special challenge to examine and fi nd out how a text-
book based on analytical methodology could be helpful and used by 
these teachers. Tennant’s book Introducing Philosophy offers this kind 
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of challenge, because a teacher without knowledge and experience in 
analytical philosophy can very soon get lost in reading and studying 
the book. What is the novelty, thus, of this author’s methodology, and 
can it be accessible to teachers and consequently for students? 

2. Philosophy education: the background
Within theoretical approaches to philosophy education (didactics of 
philosophy) there are several approaches concerning how to teach phi-
losophy. Despite their varieties, their common ground can be reduced 
to three basic principles: problematization, conceptualization and ar-
gumentation. They can be included in the aims and objectives of teach-
ing of philosophy, in its methodology of teaching, and in assessment 
criteria. The French author M. Tozzi (2008) talks about three process-
es in which philosophy happens: problematization, conceptualization 
and argumentation, which to a certain extent represent a methodol-
ogy. These activities develop appropriate abilities, or we could say that 
these abilities form the basis for the activities: i.e., for doing philoso-
phy (Kotnik 2014: 152). These processes, however, are not separated 
but interwoven and interrelated: “Conceptualisation is an attempt to 
philosophically clarify the concept, problematization undermines it, 
and argumentation corroborates the thesis. All three are the aspects 
of refl ection” (Šimenc 2007: 29). This is the conceptual ground of our 
philosophy education. We are going to follow Tennant’s book through 
these three methodological principles and processes trying to fi nd out 
to what extent and in what ways this textbook can provide teachers 
some of the benefi ts of this book.

3. Outline of the book 
through the three principles
The main division of Tennant’s book is between philosophical content 
and methodology. Although the subtitle God, Mind, World, and Logic 
partly refers to the content as traditional topics, these topics serve as a 
demonstration of methodology.1 His emphasis is on providing methodol-
ogy, as he puts it “groundwork, orientation, and wherewithal: concepts; 
distinctions; characterization of important ‘-isms’; and philosophical 
methodologies such as analysis, explication and thought-experiment” 
(p. XXI). He says that “it provides a more methodical survey of the 
basic tools for thinking that the beginning philosopher must acquire” 
(p. XV). This is elaborated systematically, carefully, and thoughtfully, 
occupying the fi rst half of the book, which consists of 433 pages. The 
introductory chapter (Part I) The Nature of Philosophy is followed by 
the chapter (Part II) Philosophy and Method and continued in two 

1 The book review by Reeve (2015) surprisingly presents Tennant’s book as 
dealing with content.
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more chapters (Part III: The Existence of God and Mind and Part IV: 
Body and External World) presenting two topics which can be read as 
a demonstration of methodology. The method of philosophy is elabo-
rated through eight subchapters: What is Logic?, Inductive Reasoning, 
The Method of Conceptual Explication, The Method of Thought-Exper-
iment, Intellectual Creativity and Rigor, Deduction in Mathematics 
and Science, and The Methodological Issue of Reductionism. Following 
these sections step by step, we can also recognize principles of argu-
mentation, conceptualization and problematization. While the fi rst two 
seem more explicit, the last one can be noticed in each section as well. 
At the end of each section the author invites the reader to think about 
the questions he raises. In the section Intellectual Creativity and Rigor 
he explains this and we can understand this as problematization:

A great philosopher, likewise, is one who can identify concepts and funda-
mental beliefs of great importance; offer interesting, illuminating analy-
ses of those concepts, or necessary and sufficient conditions for the truth of 
those beliefs; and construct imaginative counterexamples to defective rival 
analyses (p. 162).

Since he is addressing teachers as professional philosophers and those 
who want to become teachers, we ask the question: can teachers in sec-
ondary education or in introductory university courses help students 
who will not be professional philosophers to learn philosophy by means 
of Tennant’s textbook? His highly demanding methodology seems inac-
cessible for average high school students and even for some of their 
teachers. Is it, therefore, an impossible task for teachers to use Ten-
nant’s textbook in the philosophy class? In the following section I’ll try 
to show the scopes and limits of using this textbook for this purpose. 
My guidelines will be the above mentioned three principles.

4. The nature of philosophy through the three principles 
– emphasis on conceptualization
Before proceeding to methodology, Tennant’s extensive introductory 
chapter “The nature of Philosophy” explains important concepts and 
distinctions as well as opposing -isms. This can be understood as a nec-
essary clarifi cation of terms. For my purpose these clarifi cations have 
a wider signifi cance. Following Tennant’s approach, we can notice that 
he is already raising problems and that problematization is there from 
the very beginning, together with argumentation and conceptualisa-
tion. By presenting and discussing the major conceptual distinctions 
(appearance/reality, mind/body, objective/subjective, abstract/concrete, 
descriptive/normative, empirical/rational, necessary/true/false/impos-
sible, theory/evidence, and in a special section Kant’s distinctions a 
priori/a posteriori, analytic/synthetic), he shows the necessity to intro-
duce new concepts and distinctions by italicizing them and reminding 
the reader about their importance in philosophical inquiry. These ital-



100 Book Discussion

ics appear throughout whole book and have a signifi cant educational 
role inviting the reader’s mindfulness. It is, therefore, worthwhile to 
follow his approach carefully to see how he makes these distinctions 
throughout this section. This way of doing it can be a learning experi-
ence in itself. Of course, this refers to the whole textbook.

Let me illustrate this section with the distinction between subjec-
tive/objective, which is useful for high school students. The term sub-
jective is often used without further explanation or justifi cation and 
students are happy with that. Tennant draws the readers’ attention 
“to make clear the exact sense in which one is intending the notions of 
‘subjective’ and the ‘objective’ to be understood, in the context at hand” 
(p. 44). For this purpose, he offers fi ve contrasts, between secondary 
and primary qualities, perspective limitation and group consensus, 
probability and objective chances, projections onto the world and prop-
erties of agents (in ethics), fi rst person perspective and shared experi-
ence (p. 44–45).

The pedagogical signifi cance of this approach is not only in offering 
further distinctions to clarify particular concept and/or distinction but 
also in learning a new philosophical habit, attitude not taken concepts 
for granted and being mindful for them, which is one of the beginner’s 
way to practice conceptualisation as well as problematization. As in all 
other sections or chapters he ends the section with dilemmas and ques-
tions which, again, is an example of problematization.

The section Important Opposing -isms is of equal signifi cance as 
previous one. Opposing -isms are not just that but also author’s mind-
ful reminder of the nature of philosophy which approaches to a problem 
because of its controversy. They show to a beginner that philosophi-
cal approach as -ism is a view from a certain position regarding what 
draws philosopher’s attention. Often we follow a philosophical discus-
sion by ending with classifi cation of opposing views or ending by iden-
tifying certain position as one of the -isms. Tennant reminds the reader 
that this is not enough and offers to the beginner clarifi cations of these 
-isms indicating problems which some of them deals with in detail in 
Part III.

What would be the use (usefulness) of Tennant’s isms? The most 
important aspect is to be reminded that -isms, which are used so eas-
ily and sometimes without care, can be questioned about their precise 
meaning. For both, teachers and students, can be useful: they are re-
minded to challenge obviousness of -isms with scrutiny. They can clar-
ify their knowledge about them more precisely. The teacher can help 
students by equipping them with a framework to map their already 
obtained knowledge and therefore to put particular pieces of knowledge 
to the map of -isms and consequently to have systematic insight into 
the whole. Moreover, Tennant’s explanations could be useful for the 
students to overcome common sense understanding of particular con-
cepts and relations among them.
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5. Tenant’s methodology through the three principles 
The extensive chapter on methodology starts with logic and symboliza-
tion. How important logic is for Tennant, can be seen from his words: 
“A philosopher who shies away from formal analysis is like a surgeon 
who ignores the need for basic hygiene” (p. XVIII). In comparison with 
other introductory textbooks, he consciously “makes uninhibited use of 
logical analysis, schematization, and regimentation in order to clarify 
important views or methods as they are laid out” (p. XVII). High school 
teachers can go with students to the limit where students can follow. 
They can learn the basics of logic but they can also learn its signifi -
cance, which Tennant explains and illustrates in quite an impressive 
way. The chapter includes the basics of inductive reasoning, methods 
of conceptual analysis, the method of conceptual explication, and the 
method of thought-experiment. The section Intellectual Creativity and 
Rigor introduces problematization and continues with issues of Deduc-
tion in Mathematics and Science, ending the chapter with The Method-
ological Issue of Reductionism. 

The section on conceptual analysis provides an important pedagogi-
cal aspect for our purpose. Tennant’s intention is to inform the begin-
ner in philosophy that “a great deal of contemporary philosophical dis-
cussion in the journals is concerned with providing counterexamples 
to proposed conceptual analyses” (p. 125). Although his step by step 
detailed presentation of conceptual analysis as a technique illustrated 
with examples (such as “Gettier cases”) aims for a “professional” ana-
lytical philosophy, high school teachers can still gain something valu-
able for doing philosophy with students. Students can learn not to take 
concepts for granted and to question them as described by Tennant: 
“stating individually necessary and jointly sufficient conditions for 
the application of the concept in question” (p.126). In the section as a 
whole, we can notice a method as a unity of problematization (question-
ing concepts), conceptualization (conceptual analysis) and argumenta-
tion, which can be applied to introductory courses of philosophy. A part 
of the above analysis is philosophically “sharpened intuitions” which 
“lead to the construction of thought-experimental counterexamples to 
faulty conceptual analyses on offer” (p. 125). This section then intro-
duces the necessary and important method of Thought-Experiment, 
which needs attention in a special section.

The Method of Thought-Experiment
This section can be useful for high school teachers. Thought-Experi-
ments (TEs) can be very creative and this creativity could be produc-
tive in philosophy class, since “one tests to the limit the application 
of concepts of philosophical importance. One imagines wildly different 
‘possible worlds’ or bizarre situations which serve to bring out distinc-
tions among concepts that might otherwise be taken to be the ‘same’, 
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by virtue of applying to the same objects under normal circumstances” 
(p. 153). Although students are usually not as interested in testing ap-
plication of concepts as professional philosophers, they could be inter-
ested in “‘possible worlds’ or bizarre situations.” Many students are 
familiar with Descartes’ thought-experiment of the evil demon. Teach-
ers report that usually they show interest discussing the well-known 
movie Matrix, and they could be inspired to go further to other ‘bizarre 
situations’. Tennant challenges his students to engage themselves in 
TEs, putting “aside their beliefs concerning the probability or likeli-
hood or feasibility of the imagined scenarios” for “acquiring this intel-
lectual skill” (p. 155). He offers several TEs. However, for this purpose, 
I was (despite understanding his purpose) disappointed, that he does 
not offer more than a short summary of any particular TE. Maybe he 
could think about expanding this section in the next edition.

6. Content as a demonstration of methodology in action
Content is presented as “an explanation of … certain main philosophi-
cal Problems. They are the ones that the author finds both engaging and 
tractable by the intellectual methods that he has available, as someone 
coming from a background of logic and foundations within Analytical 
Philosophy” (p. XVII). For my purpose I will take four examples.

Anselm’s Ontological Argument
After a methodological introduction explaining the nature of this a pri-
ori argument in comparison with mathematical theorems and scientifi c 
hypotheses, the problem “Does God Exist?” is presented in a system-
atic, extensive and detailed way: The original text in Latin, the Eng-
lish translation, a reconstruction in “logician’s English,” and exegesis 
of the argument in its formal shape, and various criticisms which are 
examined extensively and in detail. The fi rst objection is that “Anselm 
tacitly uses a mistaken principle about linguistic understanding” (p. 
217). The second is that “Anselm mistakenly treats existence as a prop-
erty of things.” The third is that the “Ontological Argument keeps bad 
company” and that “There are other arguments, of the same form, for 
patently unacceptable conclusions” (p. 219). The fourth (raised by the 
anti-realist) is that the “Ontological Argument uses a strictly classical 
form of reductio ad absurdum to which the anti-realist would object (p. 
220). These objections are followed by a “completely rigorous regimen-
tation of the argument” (p. 221) and by “Translating Anselmian chunks 
into logical notation” (p.225) and by offering “Further reading on the 
Ontological Argument” (p. 227). The four objections are enough for the 
teacher and students to follow and understand the reasons Russell had 
in mind when he said that “it is much easier to be persuaded that on-
tological arguments are no good than it is to say exactly what is wrong 
with them. This helps to explain why ontological arguments have fas-
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cinated philosophers for almost a thousand years” (Oppy, 2016). This 
common journey with students has its limits, at which it makes sense 
to stop. Nevertheless, what follows is the advanced level. If students 
are motivated and equipped with the tools of analytical philosophy, 
they can proceed with the rigorous regimentation of the argument and 
its logical notation. Tennant’s detailed, exhaustive, thorough and sys-
tematic analysis is welcome because it offers what the many textbooks 
lack. He also shows how particular issues in the critique are not defi -
nite and are still open and subject to different approaches (e. g. realism 
vs antirealism). Students can, again, learn that in philosophy there is 
no single solution to a problem and much depends on the perspective 
from which it is approached.

The Liar Paradox
An example of the philosophical content in Tennant’s book describes 
how to approach some of the famous paradoxes. Among the reasons 
why paradoxes are worth studying, he mentions that “they are deeply 
puzzling, and often inspire young thinkers to pursue Philosophy more 
seriously” (p. 369). Let us illustrate the approach with two of them.

Tennant approaches the liar paradox in the following way:
1 The Liar is meaningless.
2 The Liar is meaningful, but the question of its truth or falsity 

cannot arise, since it does not ‘engage with’ any language-
independent subject matter in a suitably ‘grounded’ way.

3 The Liar is meaningful, but is neither true nor false.
4 The Liar is meaningful, but is both true and false.
5 We should not use a language in which the Liar can be ex-

pressed; for such a language is incoherent.
6 We can and should use a language in which the Liar can be 

expressed; the alleged incoherence arising from the paradox 
is neither here nor there, and cannot threaten any serious 
scientific purposes. (p. 376)

For teachers, it can be useful to clarify which concepts and distinctions 
can be used and the extent that students can learn how to employ them 
(meaning, truth, language, coherence) and at the same time to realize 
that there is no one single solution to a problem. Tennant’s approach 
can be used to explain to students how the issue is controversial, i.e. 
how controversy is in the nature of philosophy. In this case the con-
cepts of meaning, truth, language, coherence as perspectives reveal the 
controversy.

Zeno’s Paradox
Another well-known example is Zeno’s paradox, which is presented as a 
mathematical paradox. “Zeno (mistakenly) thought that this temporal 
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sum would have to be infinite. So, he concluded, the arrow would never 
reach its target. We can see today exactly how Zeno’s reasoning was 
mistaken. It is possible for an infinite series of finite numbers (such as 
1/2, 1/4, 1/8, ...) to have a finite sum. Zeno did not realize that. Paradox 
dissolved” (p. 378). This can be learned from high school mathematics. 
However, according to Tennant, if we want to discuss and solve the 
problem with students, we just need to look at Zeno’s assumption and 
his belief about it: we need to introduce the concept of infi nite series 
of fi nite numbers and their sum, which Zeno mistakenly believed was 
infi nite. This mathematical concept, so obvious to mathematicians and 
analytical philosophers, needs to be recognized as an assumption, and 
this is the task of the teacher to help students, if they are not able to do 
so. By doing this, we train students to look for assumptions. Although 
the example itself has a simple solution, it invites students to deal with 
other examples, and to develop the habit of looking for assumptions 
and of articulating, expressing assumptions into appropriate form. 
This is something that is obvious to professional philosophers, but is 
an ability that still needs to be developed with students.

It is worth emphasising that the content presented serves as a dem-
onstration of the author’s methodology, which is the focus of my atten-
tion: how it can be used by teachers in their work with students.

Mind/body as an example of a content demonstrating methodology 
as the unity of the three principles
The mind/body topic is one of the traditional topics in high school or 
university introductory courses. Although teachers have many resourc-
es for designing their work with students, Tennant’s textbook can still 
provide them new possibilities and clarifi cations. One of them would 
be the presentation of the contrast between Descartes’ contribution in 
mathematics, “the system of Cartesian coordinatization” and his solu-
tion of the “phenomenon of mind” which leads Tennant to use a “differ-
ent order of exposition” of Descartes’ Meditations. It is worth following 
this interesting pedagogical approach to Descartes’ dualistic solution of 
mind/body problem. However, there is another value to this approach in 
the continuation of the topic. Tennant carefully expose the problems of 
this solution and offers a very clear presentation of Ryle’s critique and 
his indication of categorical mistake. In his argumentation, he clearly 
explains and illustrates the concept of categorical mistake, which is 
again useful pedagogical contribution. Moreover, he shows the diffi cul-
ties, problems of Ryle’s approach which leads him to present attempts 
to solve these diffi culties (Materialism and Supervenience) and new 
problems attempted by Functionalism etc. The same method, there-
fore, continues through the elaboration of all the approaches presented 
in the chapter—and throughout the whole book. If teachers carefully 
follow the development of this chapter and the author’s methodology as 
a unity of the three principles, they can fi nd the value and relevance 



 Book Discussion 105

for high school teaching. If they pay attention to this methodology, they 
can apply it to other topics.

8. Conclusion
Tennant’s textbook as a possible source for high school teachers, espe-
cially those who prepare students for fi nal exams like A-level or Inter-
national Baccalaureate, provides a very demanding and unique way of 
looking at the methodology of philosophy as a unity of problematiza-
tion, conceptualization and argumentation. Teachers can make a use of 
these principles, if they carefully examine how Tennant employs them 
and if they apply them in an appropriate way. 

It is of special importance that Tennant, as “one of the most notable 
fi gures” in the fi eld of contemporary philosophy, is devoted not only to 
research but also to pedagogical issues of philosophy. Tennant’s text-
book is praiseworthy because of its pedagogical contribution. The scru-
tiny of demanding philosophical research is transferred to the (theory 
of) philosophy education. The implications are far reaching: the book 
can remind departments of philosophy to think about not only how to 
design the study of philosophy but also how to develop teaching meth-
odology and perform particular courses.2 Since my particular interest 
is philosophy education within secondary education, it is worthwhile to 
emphasise the challenge to what extent the scrutiny of philosophy can 
be implemented in the teaching of philosophy in secondary education 
in general and in the domains of problematization, conceptualisation 
and argumentation in particular. 

Least but not last, Tennant’s textbook is an example of developing 
a pedagogical approach to philosophy, an approach which by emphasis-
ing the importance of teaching methodology, demonstrates the neces-
sity of a distinction between philosophical content, its form, and the 
process in which doing philosophy takes place.

Although the teacher as a reader must keep in mind the author’s 
“liberty of presenting certain matters from its author’s point of view” 
(p. XV), this does not diminish the pedagogical value of the book.
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