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Lexical Flexibility, 
Natural Language, and Ontology
CHRISTOPHER A. VOGEL*
Department of Philosophy, University of Maryland, USA

The Realist that investigates questions of ontology by appeal to the 
quantifi cational structure of language assumes that the semantics for 
the privileged language of ontology is externalist. I argue that such a 
language cannot be (some variant of) a natural language, as some Real-
ists propose. The fl exibility exhibited by natural language expressions 
noted by Chomsky and others cannot obviously be characterized by the 
rigid models available to the externalist. If natural languages are hostile 
to externalist treatments, then the meanings of natural language expres-
sions serve as poor guides for ontological investigation, insofar as their 
meanings will fail to determine the referents of their constituents. This 
undermines the Realist’s use of natural languages to settle disputes in 
metaphysics.

Keywords: Ontology, realism, polysemy, metaphysical methodology, 
externalism, internalism.

1. Introduction
Metaphysical investigation has, for the better part of the past century, 
been conducted by way of linguistic meaning. By tracing the mean-
ings of expressions to their worldly extensions, metaphysicians aim 
to determine a sentence’s ontological commitments by examining the 
purported worldly satisfi ers of its truth-conditions. As a consequence, 
metaphysicians embrace—either explicitly or not—a particular view 
about linguistic meaning in order to render their investigatory prac-
tices coherent. My task here is to undermine this assumed view about 

* My thanks to Erin Eaker, Steven Gross, J. Brendan Ritchie, and Alexander 
Williams for fruitful discussions about this project, and for comments on earlier 
drafts. I am also deeply indebted to Paul Pietroski for his repeated feedback on 
multiple drafts of this paper, and for the profound infl uence of his work on my own.
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linguistic meaning, and thereby undermine the metaphysical method-
ology that assumes this troubled view about natural languages and 
their semantics.

Sider (2002, 2009, 2011) embraces the metaphysical view I hope 
to undermine, which holds that there is both an objective structure to 
reality, and a unique language that mirrors this structure:

…some candidate meanings [for an expression] ‘carve nature at the joints’ 
more than others, and it is part of the nature of reference and meaning that 
candidates that carve nature [closer to] its joints are more eligible to be 
meant. The meaning of a word, then, is the best candidate, where strength 
of candidacy is based on (1) fi t with meaning-determining facts about the 
speaker or her linguistic community, and (2) intrinsic eligibility on the part 
of the candidate. (Sider 2002: xxi)

Sider embraces the fi rst of these criteria in defense of using natural 
languages as metaphysical guides, holding that the use of natural lan-
guage expressions constrains the space of any given expression’s pos-
sible “joint-carving” meanings. Applying such criteria makes sense for 
ontological investigation only if the relevant language has a semantics 
that determines the referents for expressions in that language. On this 
assumption, the quantifi cational commitments of true sentences in 
such a language constitute the domain of entities that stand to satisfy 
the truth-conditions of sentences in that language. And insofar as that 
language refl ects the “jointedness” or structure of reality, this domain 
is just the domain of things that exist.

Such a language must have a semantics that is externalist. Put more 
precisely, this metaphysical methodology is committed to the following 
hypothesis pertaining to the (class of) language(s) it deems useful for 
metaphysical investigation:

(ε) For any expression e (in a given language L), the meaning of e de-
termines e’s truth-conditions.

For the externalist, the meaning of an expression determines its satis-
faction-conditions or truth-conditions,1 either by identifying meanings 
with truth-conditions, or by identifying the propositional content of a 
linguistic expression in a way that determines the truth-conditions of 
the expression. Likewise, the meaning of a word determines the mind-
independent objects that constitute the word’s extension.2

1 I use ‘truth-condition’ from here on, and in (ε) as short-hand for the much 
clumsier ‘truth-condition or satisfaction-condition’. The purpose for marking the 
distinction between these types of conditions is to mark the difference between 
sentences and sub-sentential expressions. Since sub-sentential expressions cannot 
be true nor false, they cannot have truth-conditions. But I trust that adopting this 
convention here will not lead to much confusion.

2 The exact scope of this claim, and related externalist assumptions will be teased 
out with more precision in what follows, particularly in §2.1 and §4.1. To advertise a 
bit, the meaning of indexical expressions, even according to externalists, will fail to 
determine their truth-conditions in the absence of a (index providing) context. This 
sort of concern is (I think) not terribly vexing, in that externalism can accommodate 
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Despite the long-standing tradition in linguistics and philosophy 
of treating meanings as relations words bear to worldly objects, I will 
argue that natural language meanings are hostile to such externalist 
treatment. Most prominently, natural language expressions routinely 
exhibit a kind of lexical fl exibility suggested by Chomsky and others, 
and this fl exibility is ill-captured by the rigid models available to the 
externalist. Accommodating this fl exibility under an externalist se-
mantics either yields implausible ontological burdens on such theories, 
or belies good explanations for the relevant data, lending increased 
credibility to an internalist3 approach to linguistic meaning.4

Importantly, these fi ndings bear on the projects of metaphysicians 
that see natural language meanings as suitable tools for ontological 
investigation. If natural languages are mind-dependent, and are poor-
ly characterized by externalist semantic machinery, then the Realist’s 
metaphysical methodology that reads ontology off of the qualifi cational 
commitments of natural language meanings is without foundation. The 
purpose of this paper is two-fold: fi rst to undermine the basic exter-
nalist claim that the meaning of an expression determines its truth-
conditions, and second, thereby undermine the Realist use of natural 
language meanings—and the intuitive judgments that rely on them—
as useful tools in metaphysical inquiry. The goal is to undermine (ε ), in 
the following Realist argument:
(ε ) For any expression e (in a given language L), the meaning of e de-

termines e’s truth-conditions.
 If natural language meanings determine the truth-conditions and 

referents of their constituent expressions, then natural languages 
can play an important role in ontological investigation…

 …since the meanings of true natural language expressions will 
pick out their real-world referents to populate the worldly domain.

If the meanings of terms in a natural language fail to determine their 
truth-conditions (and their constituents’ referents), then investigating 
ontology by analyzing the meanings of true natural language expres-
sions will yield indeterminate answers to ontological questions. The 
thought is that, with an adequately regimented natural language, one 
where vague and imprecise terms have been purged from the lexicon, 

such cases. So while some considerations for the role of context in determining a 
sentence’s truth-conditions are needed, the core Fregean ideal captured in (ε ) is at 
the heart of externalism.

3 While the purpose of this paper is not to directly argue for such theories, 
see Pietroski (2008); Pietroski (2010); Pietroski (forthcoming) and Hinzen (2006); 
Hinzen (2007).

4 Some care will be taken regarding the terminology here, since ‘meaning’ has 
been used to identify numerous different properties associated with natural language 
expressions, utterances, interpretations, and the content of a bit of communication. 
In §4.1 these differences are spelled out, but for the time being, ‘linguistic meaning’ 
here is intended to identify the meaning properties of an expression that remain 
constant across various contexts in which that expression is used.
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philosophers can make use of meaningful expressions in that language 
to do metaphysics, by tracing the meanings of terms in true expres-
sions to their referents. It’s this thought, and the externalist assump-
tion (ε ) presupposed by it, that I argue is troubled.

2. Setup
2. 1. Taxonomy
The bulk of this paper is committed to advancing arguments against 
externalism. But before we proceed, some distinctions may be help-
ful. For purposes of taxonomy we should distinguish between inter-
nalist and externalist views about both meanings, and languages. As 
I understand the externalist’s commitments, the meanings of natural 
language expressions are relations (of a particular sort). Meanings on 
internalist theories are non-relational, at least where one of the relata 
is a publicly available thing.5

The internalist/externalist distinction pertaining to language re-
gards the ontological nature of languages. For the externalist view of 
language, languages are mind-independent things, while for the inter-
nalist, languages are aspects of the human mind. The logical space of 
externalist views regarding language and meaning are exhausted by 
adopting either 1) an internalist or externalist view about language, 
and 2) an internalist or externalist view about meanings.6 Thus one can 
be an internalist about language (IL) or an externalist about language 
(EL), holding that language is either in the mind or not.7 Similarly, one 
can be an internalist about meaning (IM) or an externalist about mean-
ing (EM), holding that meanings either are relations between words 
and objects, or not. As such, the logical space of views is displayed in 
the following:

5 Drawing the distinction along relational lines under-determines the content of 
internalist theories of meaning, but for our purposes here, the under-determination 
is immaterial. Insofar as any externalist semantics relates publicly available things 
to natural language expressions (and internalist theories do not), if such a semantics 
cannot account for the linguistic data, this undermines (ε ).

6 For the sake of completeness, one could also deny the existence of either 
languages or meanings. The motivations for either position aside, the Realist (the 
target of this work) would not welcome such a defl ationary view.

7 This is an over-simplifi cation. One can remain agnostic about the ontology of 
language, while denying an externalist conception (cf. Hinzen 2007: §1.5). One could 
also deny that there are languages at all, a claim many Chomskyans seem to endorse 
(cf. Chomsky 1986). Such theorists are considered internalists in the literature. I 
ignore this distinction for the purpose of simplicity, as nothing I say here trades on 
this distinction.
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Table 1: Exter nalist and Internalist View
Internalism 
Meaning (IM)

Externalism 
Meaning (EM)

Internalism 
Language (IL) IL-IM IL-EM

Externalism 
Language (EL) EL-IM EL-EM

2.2. Assumptions/Motivations
Anti-externalist arguments target both EL and EM theories. Though 
these two classes of arguments can be treated distinctly, they share a 
series of assumptions and motivations. Most notably they are inspired 
by a Chomskyan approach to language generally. In part this embod-
ies a commitment to a naturalistic methodology. On this approach, 
language is treated as an object of scientifi c investigation, as a natu-
rally occurring phenomenon, in principle no different than biological 
reproduction, combustion, planetary motion, or viscosity. This focus is 
not merely on empirical investigation, but that such investigation can 
make testable predictions, provide insightful explanations, and can be 
integrated with other scientifi c disciplines—most notably psychology 
and biology.

That humans have the ability to communicate the content of their 
thoughts via vocalization, and that we learn to do this in a short four 
years, are naturally occurring phenomena that beg for an (naturalistic) 
explanation. Explaining these phenomena in large part requires char-
acterizing what it is to understand a language—put fl at-footedly, one 
must “know English” in order to “use English.” As such, the study of 
language should seek to answer three questions:

(i) What constitutes knowledge of language?
(ii) How is knowledge of language acquired?
(iii) How is knowledge of language put to use?
    (Chomsky 1986: 3)

As Chomsky (1986) argues (and as we’ll see in §3), this commitment to 
naturalism and the guiding questions in (i)–(iii) rule out certain con-
ceptions of language as viable candidates of study. They are excluded 
simply because language on these conceptions cannot be investigated 
through naturalistic means. Importantly, the veracity of these argu-
ments depends on the success of the research program that insists on 
investigating language by naturalistic means. If the endeavors of such 
a research program bear no explanatory fruit, then that failure tells 
against treating language (and meaning) as a natural phenomenon. 
There is little doubt however whether the Chomskyan tradition in lin-
guistics has failed in this regard (Baker 2002; Boeckx 2006; Piattelli-
Palmarini et al. 2009).



6 C. A. Vogel, Lexical Flexibility, Natural Language, and Ontology

2.3. Outline
The argument presented here is two-fold. First, I bring together vari-
ous considerations, from different sources, which collectively offer suf-
fi cient reasons to doubt the truth of the claims adopted by externalists, 
in particular (ε ). In the course of presenting these arguments I will 
both draw novel connections between the points offered by others, and 
consider (to then rebuff) externalist replies to them. The result then, 
is a series of considerations that collectively count against both the 
view that languages are mind-independent objects (i.e. EL theories), 
and the externalist thesis (ε ) as it pertains to natural languages (i.e. 
EM theories).

The arguments offered here do not show that externalism is false. 
The purpose of gathering together this evidence is to show that the ex-
ternalist hypothesis (ε ) is contentious and troubled, and not an obvious 
truth to be taken as the starting point for other domains of inquiry.8 
The second part of the argument here presses this point, since much 
metaphysical investigation assumes the truth of this externalist thesis. 
If the considerations offered here against the externalist proposal are 
indeed as troubling as I claim, then the Realist that conducts onto-
logical inquiry by way of natural language meanings is burdened with 
those troubles.

I begin by addressing externalist views that treat languages as 
mind-external objects (i.e., EL theories), by arguing that such views 
forestall attempts to address central questions about the human capac-
ity to use and acquire natural languages. In §4 I turn to externalist 
views about meaning (i.e., EM theories). Because of the long standing 
externalist tradition in linguistics and philosophy of language, I begin 
that section with a lengthy clarifi cation, indicating the sort of linguis-
tic phenomena that I do not think are troubling for the externalist. So 
clarifi ed, I argue that the lexical fl exibility exhibited by broad swaths 
of natural language expressions are poorly explained by the externalist 
hypothesis (ε ). I consider possible externalist responses to the chal-
lenge presented by such fl exibility before turning to the assumed role 
of mental content at play in EM theories. There I stress the complex 
relationship between linguistic expressions and the concepts they pur-
portedly express, noting that the commonly held labeling theory of lin-
guistic meaning—whereby words are merely labels for concepts—faces 
two profound diffi culties. After presenting this rather large body of evi-
dence against various externalist commitments, I conclude by arguing 
that these considerations against externalism present a fundamental 
challenge for Realist metaphysical methodologies, by showing that 
they assume the externalist theses this evidence renders contentious. 

8 It’s worth remembering here the oft-quoted claim from Lewis (1970), the 
progenitor of contemporary metaphysics, whereby he boldly asserts the externalist 
hunch, with little argument: “Semantics with no treatment of truth-conditions is not 
semantics.”
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The consequence for the Realist is that her use of natural language 
meanings to address metaphysical questions is unjustifi ed.

3. Langu ages as Objects
3.1. Arg uments Against EL Theories
There are two conceptions of the ontology of languages, an externalist 
(EL) view of language and an internalist (IL) view of language. The 
former view construes a language as a mind independent (abstract) 
object. Languages on this conception are abstract structures relating 
mind-independent objects to terms, words, or expressions—artifacts 
in some sense, that we use to denote (other) objects. Accordingly, one 
understands a language when they can identify and use the abstract 
structure that most sensibly coheres with the usage in their linguistic 
community. This conception of language can be found in Lewis (1970, 
1975):

What is a language? Something that assigns meanings to certain strings of 
types of sounds or of marks. It could therefore be a function, a set of ordered 
pairs of strings and meanings. (Lewis 1975)

A commitment to naturalism speaks against thinking of languages as 
the abstract objects described here. In treating a language as a mind 
external object, as Lewis (1975) puts it, “in complete abstraction from 
human affairs” one wants to know how humans can come to under-
stand or “know” languages so construed (p. 19). That is, on this Lewis-
ian characterization, languages are abstracta: functions that take us 
from symbols to truth values, combined with a grammar that delin-
eates how these symbols can be combined in acceptable ways to form 
interpretable expressions (or strings). If a naturalistic approach to lan-
guage seeks to answer (i) what knowledge of a language amounts to, a 
Lewisian treatment of language renders this question intractable. As 
an infi nitely-membered set of ordered pairs of expressions and their 
functional meanings, this conception of language not only gives us little 
direction as to how to answer (i), but seemingly gives too sparse a col-
lection of resources to answer the question at all. Put more tangibly, 
all children (placed within a linguistic environment) have adult-like 
competence with a natural language by the age of four. A child when 
placed in a community of English speakers will come to “know English” 
by the age of four. On a Lewisian view, for a child to “know English” 
they must fi rst decide which set amongst an infi nite array of (infi nite-
ly-membered) sets of expression-function pairs is the English set, and 
then second, they must bear the right kind of epistemic relation to that 
set. As such, to explain what knowledge of a language (so construed) 
amounts to requires an account of the sort of relation that a human can 
bear to an abstract entity such that this is the sort of relation a four-
year-old child can enter.
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The worry here is not that, given certain metaphysical commit-
ments to nominalism, any theory committing us to abstracta is off base. 
The worry Chomsky presses pertains to the conditions for explanation, 
and particularly whether certain conceptions of language (whatever 
their metaphysical commitments) forestall viable strategies to answer-
ing fundamental questions. Treating languages as abstract entities is 
problematic not because they are abstracta, but because abstracta qua 
objects of knowledge bear mysterious epistemic relations to human 
minds. As such, to explain what knowledge of a language (so construed) 
amounts to requires an account of the sort of relation that a human can 
bear to an abstract entity, and in particular a set of ordered pairs, such 
that this is the sort of relation a four-year-old child can enter. How one 
proceeds to answer these questions seems hopelessly unclear.9

Chomsky puts a related point about language acquisition in terms 
of “legibility conditions” on a natural language. If a child is to come 
to have “knowledge of a language,” they must come to represent that 
language in their mind/brain. For a given child to have “knowledge of 
English,” they must have come to represent both the grammar of Eng-
lish—the algorithms by which one can combine lexical items to form 
larger expressions (or sentences)—and at the very least, some internal-
ized list of those lexical items that combine syntactically. In whatever 
way this information is encoded in the mind/brain, it must fi t into the 
architecture of the mind/brain. If our four-year-old has fi gured out, or 
“knows”, which grammar (as an abstract object on an EL theory) is the 
English grammar, she has represented such a grammar in her mind/
brain. When she wants to utter an English sentence this grammatical 
knowledge must be applied (to the lexical items she also “knows”) in 
such a way so that her articulatory systems can make the right sort of 
audible noise. That is, the representations she builds using her gram-
matical knowledge must encode information in a way that her articu-
latory system can make sense of—those instructions must be legible. 
Thus the structure of the abstract object that is English must abide 
by such legibility conditions, coming not only from the articulatory 
system, but from any other aspect of the mind/brain that the child’s 
linguistic knowledge must interact with. But once we recognize that 
the structure of the abstract object English is beholden to the legibility 

9 A Lewisian might argue that such an explanation need not be directly 
forthcoming for the project of building an externalist semantics for externally 
construed languages to proceed. After all, humans somehow manage to learn 
mathematics, and the best account of the ontological nature of mathematical 
language is decidedly abstract, and set-theoretical. So clearly (the thought goes) 
humans can stand in the relevant epistemic relation to abstract objects, and in 
particular abstractly construed languages. Notice however, that four-year-old 
children do not exhibit mastery and competence with the language of mathematics, 
even if they do have innate mental structures that aid them in acquiring profi ciency 
with numerosity (Carey 2009: Ch. 4). This contrast between children’s felicity with 
mathematical and natural languages requires an explanation, and that explanation 
is precisely what the Chomskyan challenge to EL views demands.
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conditions imposed by the human mind/brain, this defeases the motiva-
tions for thinking of a language in this abstract way Chomsky (2000).10 
Taken together, considerations of acquisition and legibility pose seri-
ous, and as far as I can see, unanswered challenges for EL theories.

None of this shows that these abstracta do not exist. There could 
well be, in addition to the mental structures hypothesized (and stud-
ied) by the Chomskyan tradition, functions fi lling an infi nite Fregean 
hierarchy mapping objects of one kind (say <e>) to objects of another 
kind (say <t>). But these functions must earn their keep. We are told 
that we should believe in these abstracta because they are essential to 
successful explanations of linguistic phenomena (Lewis 1986: Ch. 1). 
The point here about legibility conditions is that these structures serve 
no explanatory purpose, and indeed present explanatory obstacles, in 
explaining how a child comes to “know” a language. Thus, the external-
ist owes us some indication of what these objects are meant to explain.

One possible explanatory virtue of adopting an externalist view 
about languages (and meanings) is that it yields an intuitively plau-
sible account of successful communication. If languages (or their mean-
ings) are external entities, then successful human communication is 
explained by the mutual relatedness of individuals to the language(s) 
they know. That is, two humans can succeed in communicating because 
they are related to, or come to understand, the very same thing—a 
language. But this explanatory virtue depends on the availability of a 
cogent specifi cation of the individuation conditions for the external lan-
guages that individual speakers come to grasp. The prospects for these 
conditions, I contend, are grim, at least for the Realist.

3.2. Gri m Prospects for Linguistic Objects
Commitments to naturalism motivate the ontological arguments 
against EL theories above. EL theories hold that natural languages are 
objects-in-the-world, whose existence is independent of minds. As such, 
expressions of a natural language are likewise objects-in-the-world. 
As we saw in the previous section, naturalist inquiry into the acquisi-
tion of natural language compels the externalist to defend the utility 
of EL conceptions of language. An externalist might reply, indicating 
that treating languages as publicly available objects yields a plausible 
account of linguistic communication. If languages are mind-external 

10 Chomsky also argues that treating languages as abstract structures, akin 
to the formal languages of mathematics, renders aspects of natural languages 
inexplicable, in principle. Chomsky uses two examples, ‘imperfections’ in natural 
languages, to highlight the mismatch between the structure of natural languages 
and formal languages: 1) that natural languages have uninterpretable features, and 
2) the displacement property (Chomsky 2000). Even if treating natural languages 
like formal ones leaves room for explaining such features, the point here is that 
there is no good justifi cation for stipulating at the outset of investigation that the 
object to be investigated must meet the (optimality) conditions of a formal language 
(especially if even superfi cial differences speak against such stipulation).
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things, communication between speakers can be understood by way 
of their respective relations to the same publicly available thing—the 
language they all are said to know. One strain of internalist arguments 
presses this ontological claim, showing that there is no scientifi cally 
respectable notion of ‘natural language expression’. More plainly, these 
arguments contend that mind-independent words (and thereby, mind-
independent languages) do not exist, and thus cannot stand in any (ref-
erence/meaning) relation to any object in the world.

One motivation for thinking of languages as external is to account 
for communicative success. In order for two speakers to understand 
one another, they must know the same language, and this (so goes the 
argument) can be explained if there is some single mind-external thing 
they both know. Knowledge of language on this view is had when a 
speaker bears the right sort of relation to this external object. Thus two 
speakers that “know English” can make sense of each other’s speech 
because they bear the same relation to the same mind-external object. 
Thus when you use a sentence(-object) of English, I understand this 
sentence because I am related to that same English object in the same 
way you are, via knowing. However, this requires that languages can 
be differentiated ontologically, insofar as you and I must bear the same 
relation to the same language.11

For purposes of differentiation, “common sense” methods will not do. 
As Chomsky notes, common sense treats Dutch and German as distinct 
languages, despite the fact that people “who live near the Dutch border 
can communicate quite well with those living on the German side…” 
(Chomsky 2000: 48). If treating languages as mind-external objects is 
meant to explain communicative success, then the fact that speakers of 
“different languages” can communicate linguistically12 is unexplained 
by such theories. The common sense notion of language gets the exten-
sion wrong in the other direction as well, insofar as the Mandarin and 
Cantonese spoken “dialects” of “the Chinese language” are mutually 

11 There is a fundamental problem with this conception of language, namely that 
any particular human will fail to completely know any such “language.” Externally 
construed as an infi nite set of expression-meaning pairs, no individual will come 
to have full knowledge of a language, at least if such knowledge is construed as 
knowing what the members of this set are. Given the limits on human cognition, 
no individual could know this infi nitely long list of pairs. At best, we must have 
an incomplete knowledge of such a “language.” But the account of communicative 
success above assumes that two speakers stand in the same relation to the same 
object. If a language is an infi nitely large set of sentence-meaning pairs, two 
speakers of that language either: (a) stand in a different (incomplete) knowing 
relation to that same set, or (b) stand in the knowing relation to different subsets 
of that set. Thus if appeals to some external entity are meant to aid in explaining 
how humans manage to successfully communicate, such an explanation will have to 
succeed despite the fact no human can fully know such a language. See Dummett 
(1978, 1993) for discussion.

12 Humans, and other animals, communicate in many non-linguistic ways: body 
language, facial expression, gesture, etc. The important cases for this point are those 
instances of communication that are clearly effected with language.
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unintelligible. The EL-view here fails to explain why these speakers of 
“Chinese” cannot communicate via spoken language, since (according 
to common sense) the relevant populations both “know Chinese.”

Since the common sense division of languages will not serve the 
purpose of explaining communicative success, another means of dis-
tinguishing languages (as objects) is in order. One might appeal to the 
elements of languages to distinguish them. On this proposal, two lan-
guages, (say) English and French, are distinct because of the differenc-
es between the elements that constitute them—one contains words like 
‘photographer’, ‘apartment’, and ‘cat’ while the other contains words 
like ‘photographe’, ‘appartement’, and ‘chat’. This move requires that 
these elements differ along some important dimension, such that the 
fi rst three belong to English and the last three belong to French. Notice 
that appealing to usage will not be helpful. Defi ning ‘French’ and ‘Eng-
lish’ by indicating that speakers of French use the latter and speakers 
of English use the former is viciously circular.

An EL theorist must make use of some other property that these 
words share that marks the boundary between English and French. 
But to what properties could an EL theorist appeal? The sonic proper-
ties of these words seem like bad candidates. ‘Cat’ and ‘Chat’ have more 
in common in this regard than ‘photographer’ and ‘cat’ do. Further, 
considering the variation seen in pronunciation across speakers of the 
“same word”, appeal to such properties will not distinguish words as to 
cohere with the communicative motivations for EL theories:

To take an example, why are ‘fotoGRAFer’ (said in Bombay) and ‘foTAH-
grafer’ (said in Toronto) the same word, yet ‘fotOgrafo’ (said in Buenos Ai-
res) is not the same word as the former two? (Stainton 2006: 918–919)

To explain communicative success and failure, the EL theorist posits 
the mind-external object English that our Bombay speaker and Toronto 
speaker both “know”, distinguished from other languages based on the 
elements of that language—words like ‘photographer’. In this example, 
the EL theorists wants to say that we have two words here (as opposed 
to one or three), one in English and one in Spanish. Appealing to the 
sonic properties of (utterances of) words here will clearly not help such 
a theorist, given variations in pronunciation.13 The point is familiar to 
phonologists, namely that there is no sui generis cluster of sonic prop-
erties that utterances of a word share in common. What ‘fotoGRAFer’ 
and ‘foTAHgrafer’ share in common is the manner in which they are 
represented by humans, which involves features of the system for cre-
ating phonological representations from environmental noise.14 There 
are then no word-objects that can be differentiated without appeal to 
structures of the human mind/brain—or no such objects that can be 
investigated by naturalistic means.

13 Appeals to orthography will not be any more helpful here given that illiterate 
individuals can communicate using spoken language quite well.

14 See Bromberger & Halle (1995) for discussion.
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These problems are particularly trenchant for theorists committed 
to a Realist position. For the Realist the naturalist perspective is not 
negotiable. If there is no mind-external, naturalistically respectable 
notion of ‘natural language expression’, and thus no worldly objects of 
that sort, then there can be no (semantic) relations between words and 
objects. Such a Realist cannot fall back on a kind of pluralism or fi ction-
alism about words, because their methodology prohibits such a retreat.

Thus a commitment to naturalism will preclude certain notions of 
language, specifi cally those that construe natural languages as mind-
independent abstract entities. However, this naturalistic commitment 
does not preclude a semantics for an I(L)-language from having an ex-
ternalist character. Even if language is properly construed as an aspect 
of the human mind, the expressions of that language, seen as mental 
representations, can still have contents that are cashed out in terms 
of mind-independent objects. Such an account of meaning is still im-
portantly externalist. This view pushes the externalist to adopt two 
positions: fi rst, an EM conception of linguistic meaning, and second 
an externalist account of mental content. In the remaining sections 
I discuss problems for both of these views. I turn next to the various 
arguments put forward for why (natural) I(L)-language meanings are 
hostile to externalist treatment.

4. Compo sitional Referential Semantics 
and Natural Language
A theory of meaning for a natural language should provide a means for 
pairing sentences of a natural language with their meanings. Various 
semantic theories accomplish this goal in varying ways, but externalist 
semantic theories insist that such a paring requires relating sentences 
to objects in a (worldly) domain. These various EM theories adopt the 
thesis in (ε ). But a theory of meaning must also explain the distribu-
tion of competent speaker judgments about natural language construc-
tions. This includes (but is not limited to) judgments about inferences 
speakers draw between expressions, and the meanings they are (not) 
apt to assign to expressions. A theory of meaning ought to offer a plau-
sible explanation for this data.

The primary strain of anti-externalist arguments I will press illus-
trate that an externalist semantics cannot obviously accommodate the 
relevant data, or that in accommodating the relevant linguistic data 
such a semantics must take on board independently implausible as-
sumptions. As a means of articulating the data points I contend EM 
theories fail to capture, I’ll begin this section by briefl y indicating what 
these criticism are not arguing.
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4.1. Ho w Not to Argue against Externalism
There is a line of criticisms attributable to Austin (1962), Strawson 
(1950), and Wittgenstein (1953, 1972) regarding externalist seman-
tics summarized by indicating that words do not refer/denote, users of 
words do.15 One way of explaining this point is to highlight the role of 
indexicals (and demonstratives) like ‘I’, ‘you’, ‘here’, ‘now’, and ‘that’ in 
determining the meanings of expressions that contain them. The mean-
ing of indexicals are intimately tied to the context of their use. Even 
if we accept that sentences like (1) have constituents with referential 
meanings,16 sentences like (2)–(4) do not, because they are importantly 
incomplete (nonsensical for Wittgenstein17) outside of their use:
 (1) Kiruna is foggy.
 (2) I think that should g o there.
 (3) I am here.
 (4) I am a philosop her .
Sentences with indexicals, l ike (2), (3) and (4), have different meanings 
when uttered by different agents (at different times, different places, 
and using different gestures). In such cases, context plays the role of 
determining the referent of the indexical constituent(s) of these expres-
sions. Call this the role played by semantic context. The meaning of 
these expressions determine their truth-conditions, in a context that 
supplies coordinates for the indexes proposed to be part of their inter-
pretations, and thereby maintains the externalist idea that meanings 
determine the truth-conditions of expressions (Kaplan, 1977 [1989]). 
Such cases do not undermine EM theories.18

15 To quote Strawson (1950): “Referring is not something an expression does; it is 
something that someone can use an expression to do.”

16 Though this is far from obvious, despite what traditional semantics textbooks 
might suggest. Even if the conditions that satisfy the predicate ‘is foggy’ are codifi ed, 
consider the ontological status of a city that moves from one location to another 
location two miles to the east (Rolander 2013). And even if those metaphysical 
diffi culties can be met, it is far from clear how such a view can account for sentences 
like “The tallest mountain in Sweden, Kebnekaise is situated 100 km or 62 miles 
from Kiruna. …Nowadays the town [of Kiruna] is not relying solely on the mine” 
(girontravel.se, 2013). While a city construed as a spatio-temporal object might well 
be situated some distance from some other object, and might even survive relocation, 
such an object is not of the sort that relies on anything, much less revenue. See 
Chomsky (2000) for examples of this sort regarding London.

17 See Wittgenstein (1972: §10).
18 Strawson and Wittgenstein would surely disagree. Broadly, the point pressed 

by many ordinary language philosophers is that the sort of distinction presented 
here between semantic and cognitive context, and indeed the semantics/pragmatics 
distinction generally, is misguided. My brief treatment of these concerns here is 
meant merely to clarify the arguments proffered in the remainder of this section. Even 
if the externalist can address the problems raised by Strawson and Wittgenstein, 
possibly in the manner indicated here, many trenchant problems remain. My thanks 
to an anonymous reviewer for raising this concern.
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There are other ways in which the context of an expression’s use 
can impact or “change” the meaning of the expression. Consider the 
following expression:
 (5) Barack Obama is human.
The “literal” meaning of this ex pression, on an externalist understand-
ing, indicates that some particular individual has a particular proper-
ty. I can use this expression to convey a thought, the meaning of which 
is that some individual is a homo sapiens, on those occasions where I 
intend to convey the linguistic meaning of the expression. The related 
Austin-inspired point regarding the (externalist) meanings of expres-
sions contends that because we use language in non-literal ways, and 
further that such non-literal usage is pervasive, the meanings of ex-
pressions are the conditions of their use. Thus what a sentence means 
follows from the contexts in which a speaker can felicitously use the 
sentence. For example, one could use (5) in various ways:
 (5) Barack Obama is human. Context: Obama has made some  

  mistake.
In uttering (5) in the context of Obama’s mistake in (5), I do not merely 
intend to communicate information about Obama’s place on the phylo-
genetic tree. My usage communicates (or intends to communicate) the 
linguistic meaning acontextually attributable to the expression in (6):
 (6) One should refrain from feelings of disapprobation toward 

  Obama in this instance in light of the fallibility of humans.
Call the role context plays in such cases cognitive context.19 This non-
literal usage of language is pervasive.20

However, this fea ture of language does little to undermine the ex-
ternalist program in semantics. That we can use sentences to convey 
thoughts that do not match the intuitive literal meanings of expres-

19 For a discussion of this differing role of context, and the distinction between 
semantic and cognitive context see Bach (1999, 2004).

20 This feature of natural language seems to be at the heart of Strawson (1950), 
which is often misunderstood as merely indicating the context sensitivity of 
indexical (and demonstrative) expressions. While one way of making “different use 
of the same sentence” is to use an indexical expression in different contexts, this is 
but an instance of a more general phenomenon (Strawson 1950). The general point 
for Strawson is that the proposition expressed by a speaker, and thus whether what 
is spoken is true, depends quite heavily on the context of utterance (and the use 
of the sentence)—a point Russell seems to miss. Strawson focuses on the context 
sensitivity of indexicals, largely embedded in defi nite descriptions, because he 
argues that Russell’s theory of descriptions, which sacrifi ces the connection between 
grammatical and logical form for the sake of sentential truth preservation, does 
so needlessly (Strawson 1950). The theory is not needed, according to Strawson, 
because sentences are not true or false, uses of sentences in utterances are. Russell’s 
reply seems to miss this substantive point: “As regards ‘the present King of France’, 
[Strawson] fastens upon the egocentric word ‘present’ and does not seem able to 
grasp that, if for the word ‘present’ I had substituted the words ‘in 1905’, the whole 
of his argument would have collapsed” (Russell 1957).
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sions requires that expressions have static linguistic meanings that are 
context-independent.21 And this literal meaning could be externalist, 
even if the communicative intention of a speaker using such a meaning 
heavily depends on cognitive context.

The gap between linguistic meaning and the thought inferred by an 
audience to a speech act (or utterance) does not present a problem for 
truth-conditional semantics. However, some utterances closer to the 
semantic-pragmatic boundary seem more troubling. Consider the fol-
lowing examples:
 (7) John is too smart [for this job].
 (8) John fi nished [writing/playing] the so nata.
 (9) John is ready [for class/to go home/…].
Each of these sentences, though acceptable to co mpetent speakers of 
English, seem (in some sense) incomplete, as indicated by the brack-
eted content. For the externalist, the linguistic meaning of expressions 
of the form in (9) [NP–COP–XP] predicate properties to the individual(s) 
denoted by the noun phrase. ‘John is awake’, for example, predicates of 
the individual denoted by ‘John’ that he is not asleep. But the meaning 
of (9) does not predicate some general property of readiness to John.22

Interestingly, these sentences and their completed counterparts 
stand in a relationship that exhibits features typically attributed to se-
mantic properties, yet seem to be driven by pragmatic inferences. The 

21 In uttering a sentence, I intend to communicate some thought or other. The 
task of my audience is to infer this thought from the sentence I used in my act of 
uttering. Given my overt intention to communicate a thought, my audience must 
identify the intended thought, in some way or other (Grice, 1957 [1989]). Contextual 
cues, shared biological sense modalities, a common presupposed set of knowledge, 
and other aspects of the uttering act all constitute the evidence available to my 
audience in making the correct inference about my intention. When communication 
is successful, they ascertain my actual intention. But paramount among the 
evidence considered in this inferential move is the choice of sentence used in the 
utterance. That I utter (5) and not (say) its negation in the context indicated in (5) 
seems to matter, and it matters precisely because the sentence has a static linguistic 
meaning. Were the sentence void of any literal meaning, it could play no role in my 
audience’s inference making. That I cannot communicate the thought in (6) by using 
any expression I choose illustrates this point. There are limits on what a speaker 
can reasonably expect his audience to infer about his communicative intention on an 
occasion of utterance, and largely this is because expressions have static linguistic 
meanings.

22 Though this seems to be the view of Cappelen & Lepore (2005). This view 
however, fails to explain what needs explanation in these cases. Namely, competent 
speakers of English treat (9a) and (9b) as having the same meaning. The disquotational 
account of meaning fails to capture this data in any non-stipulative way. In fact, for 
Cappelen & Lepore (2005) the proposition expressed by a sentence is the disquotated 
sentence once we “disambiguate every ambiguous/polysemous expression in [the 
sentence]” (p. 145). However, the presumption that cases of ambiguity and polysemy 
can be resolved, prior to giving a semantics for the expression either denies that 
the data need explanation or denies that there are any data there to explain. For 
(9a) and (9b), that speakers treat these sentence as having the same meaning is 
ill-captured by a theory that insists they express distinct (disquotated) propositions.



16 C. A. Vogel, Lexical Flexibility, Natural Language, and Ontology

relationship between (9a) and (9b) is different than the relationship 
between (5) and (6).
 (9) a. John is ready.
   b. John is ready for  it.
 (5) Barack Obama is human.
 ( 6) One should refrain from feelings of disapprobation toward

  Obama in this instance in light of the fallibility of humans.
Cases like (9a) and (9b) present a problem because the role that context 
plays seems to be more general (or cognitive), while exhibiting (seman-
tic) entailment patterns that pragmatic cases do not. To complete (9a) 
and arrive at (9b), my audience has to make use of knowledge not pro-
vided by the semantic context, specifi cally knowledge about readiness. 
Yet (9a) and (9b) exhibit a mutually entailing relationship that prag-
matically inferred thoughts rarely have. Regardless of how (semantic) 
context provides the expression ‘it’ with the relevant event that John is 
ready for in (9b), this determination will (for the externalist) determine 
the truth-conditions for the expression. But any context in which the 
provided event makes (9b) true, also makes (9a) true.

The worry then is this: (9a) and (9b) seem to have the same truth-
conditions, yet appear to have different meanings, insofar as (9a) is 
incomplete and (9b) is not. For the externalist, the truth-conditions of 
an expression are determined by its meaning. That they come apart in 
these cases is troubling for the externalist view.23

The anti-externalist arguments in the remainder of this section are 
not the (now) traditional worry associated with Strawson, Austin, and 
Wittgenstein that a single expression can be used in a variety of ways 
to express a variety of thoughts. Nor is the worry expressed by inter-
nalists that expressions with indexical constituents require context 
to determine their truth-conditions. Such points do not speak against 
an externalist semantics (though they indicate that (ε ) requires some 
clarifi cation regarding the determination relation). The point that 
internalist worries stress is that, while the meanings of indexical ex-
pressions might be well-captured by appeals to (something like) the 
content-character distinction, they are a special case of a much more 
general phenomenon that is misrepresented by such treatment, and 
exhibited by case like (7)–(9). Natural language expressions exhibit a 
kind of lexical fl exibility that is not isolated to a few problem cases to 
be addressed by intricate logics, but is a ubiquitous feature of natu-
ral languages—one that is importantly misrepresented by Kaplanian 
treatment. It is to this phenomenon that I now turn.

23 Stanley (2000), for example, notes this trouble and offers a solution to cases 
of this kind by introducing unarticulated syntactic constituents. My purpose here is 
not to evaluate the merits of every externalist reply to such cases. I introduce them 
here merely to suggest the sort of worries I will (not) focus on in the remainder of 
this section.



 C. A. Vogel, Lexical Flexibility, Natural Language, and Ontology 17

4.2. Lex ical Flexibility
An externalist semantics, or EM theory, must be capable of explaining 
or accommodating the distribution of meaning assignments competent 
speakers of a language give to expressions. In the previous section we 
reviewed proposed counterexamples to (ε). In response to these cases 
(ε ) could be maintained, by adding characters to the meanings of ex-
pressions, as is done for indexicals. In this section, we will consider 
phenomena that cannot be so easily accommodated, namely those re-
lated to lexical fl exibility.

Chomsky (1977) marks a distinction between various ways in which 
the meaning of an expression can be multifarious, distinguishing be-
tween expressions that exhibit fl exibility24 from those that exhibit am-
biguity. The English word ‘trunk’ is ambiguous, with meanings used 
to denote both luggage, and a part of an elephant (not to mention tree 
parts, and humans parts). This kind of multifarious meaning is im-
portantly different than the kind exhibited by expressions like ‘book’. 
Compare the following expressions:
 (10) John wrote a book.
 (11) This book weighs fi ve pounds.
The use of ‘book’ in (11) is used to deno te a particular, concrete (heavy) 
book. For (11) to be true there must be a contextually relevant physi-
cal thing with a particular heft. However, for (10) to be true there is no 
such requirement. As Chomsky notes, John could have the book com-
posed in his mind, having never deployed pen and paper. This might 
lead us to conclude that the multifarious meaning of ‘book’ is like the 
ambiguity of ‘trunk’: we have two distinct (homophonous) lexical items, 
‘booka’ corresponding to the abstract usage in (10) and ‘bookc’ corre-
sponding to the concrete usage in (11).

However, if this treatment of ‘book’ is apt, we should expect uses of 
‘book’ to behave like uses of ‘trunk’, since ‘trunk’ is ambiguous is the 
way ‘book’ is purported to be on this explanation. That ‘book’ is less 

24 Often this phenomenon is termed ‘polysemy’ in the literature. I avoid the term 
here for two reasons, one priggish, and one substantive. The priggish reason is that 
the term ‘polysemy’ indicates (by its roots) that a polysemous word has multiple 
meanings. This is true for such terms of course, but ambiguous words are also ones 
with multiple meanings. Thus the contrast in the literature between polysemous 
terms, which are troublesome for mainstream semanticists, and ambiguous terms, 
which are not troublesome, is misrepresented by this use of terminology. The 
substantive reason for my usage here is that lexical fl exibility is a property that 
applies rather broadly, and manifests with different semantic behavior in different 
contexts, two of which I discuss here. However, the explanation for the various 
manifestations of polysemy can be unifi ed by internalist proposals (Pietroski 2005: 
§3.2). See also Pietroski (forthcoming). Lastly, my usage does not ignore the role 
of pragmatics in understanding the import of the examples presented below, but 
rather insists that the phenomena to be explained are semantic (as suggested by the 
discussion in §4.1).
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well-behaved suggests that the semantic relationship between uses of 
‘book’ is of a different sort:
 (12) a. This book, which John wrote, is fi ve pounds.
   b. John wrote a book, this is it, and this book is fi v e pounds.
   c. John wrote a booka, this is it, and this bookc weighs fi ve 

      pounds.
 (13) a. This trunk, which  Jumbo grew, is full of clothes.
   b. Jumbo grew a trunk, this is it, and this trunk is full o f  

      clothes.
   c. Jumbo grew a trunke, this is it, and this trunkl is full of

      clothes.
The  expression in (12a) is  (roughly) synonymous with (12b), using ‘book’ 
in the two distinct ways discussed, as refl ected in (12c). But (13a) is not 
synonymous with (13b), at least not if we interpret (13b) as making use 
of both lexical expressions of ‘trunk’ as in (13c). They are synonymous 
if we imagine Jumbo’s nose full of textiles, but this interpretation is 
not available for (13c). Importantly, this difference is not attributable 
to the syntax of these various phrases, as (12a) and (13a) appear in the 
same syntactic frames.

That these two expressions (‘book’ and ‘trunk’) behave in semanti-
cally disparate ways in relative clause constructions counts against a 
semantics that treats them as formally similar. That is, this behavior 
suggests that we do not treat the relationship between uses of ‘book’ as 
ambiguity (i.e., homophony). As Chomsky concludes:

Thus [in cases like ‘book’] we have a single formal element with a fi xed 
range of meaning, and relativization is possible, despite the shift of sense. 
But in the case of …[‘trunk’] (idiosyncratic ambiguity) we have two formal 
elements …with the same phonetic form. (Chomsky 1977)

In cases like ‘book’, the lexical entry has a range of interpretations, 
exhibiting a fl exibility that permits a kind of mixed use as in (12a). In 
cases like ‘trunk’ there are two lexical entries that are homophonous, 
each with distinct and unrelated meanings, rendering mixed use inter-
pretations of expressions like (13a) unavailable. The trenchant point 
is that the fl exibility exhibited by ‘book’ is pervasive in natural lan-
guages, and poorly captured by theories that treat them as cases of 
homophony (as seemingly EM theories must).25

There are two kinds of fl exibility explored in the remainder of this 
section, one based on non-linguistic knowledge, and one based on on-
tological type. The truth-conditions for some natural language expres-
sions are not determined by the referents of their constituents, and 
the manner of their composition. To determine their truth-conditions, 
competent language users must deploy non-linguistic knowledge of 
a general sort—too general to be considered the semantic context of 
utterance. The second sort of fl exibility permits expressions that ap-

25 As a limiting case of this strategy, which treats color terms as massively 
homophonous at the granularity of use, see Rothschild & Segal (2009).
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ply multiple predicates of different types to a single noun phrase. The 
would-be externalist meanings of such expressions require objects of 
a(n) (impossibly) bizarre sort.

4.2.1. No n-linguistic Knowledge
Consider the following expressions:
 (14) Football games are played by jerks.
 (15) Residential houses are robbed by jerks.
Sentences like (14) and (15) highlight the fact that  we bring extra-lin-
guistic knowledge to bear on linguistic expressions in determining the 
truth-conditions for sentences. The information contained in the lin-
guistic properties of expressions like these (even when combined with 
their semantic contexts) do not determine the truth-conditions of those 
expressions. As such, meanings cannot be (or cannot determine) truth-
conditions, and thereby cannot be externalist.

On any EM theory the difference in the truth-conditions of any two 
sentences (modulo semantic context) must be a consequence of the 
difference in either their constituents or the manner in which those 
constituents are syntactically related. So, given that (14) and (15) 
appear in the same syntactic frames, and that they differ only with 
regard to the two constituents ‘football-games’/‘playing’ and ‘residen-
tial-houses’/‘robbed’ respectively, whatever (14) indicates is true of the 
relationship between football-games, playing, and jerks should, accord-
ing to (15), hold true for residential-houses, robbing, and jerks.26

However, the expression in (14) means that every27 football game is 
played by jerks, while the expression in (15) emphatically does not mean 
that every house is robbed by jerks. The information essential for deriv-
ing the truth-conditions for (14) involves the tight relationship between 
games and playing, namely that there can be no unplayed game—a 
relationship that does not hold between houses and robbing. But this 
information is not a linguistic property of the expression, and not part 
of the linguistic meaning of the expression. Thus in deriving the truth-
conditions for (14) a competent speaker of English relies on information 
not present in the expression (nor even the semantic context). If mean-
ings are (or determine) truth-conditions, then the truth-conditions of 
any meaningful sentence will be determined by the expression alone. 
But such a theory will fail to explain the differences in meaning be-
tween (14) and (15) not captured by the difference in their constituency.

26 See Chomsky (1975) for similar examples.
27 Admittedly, these expressions are generics, and speaker judgments in this 

domain are (seemingly) not concordant. However, even if the expression in (14) is 
not interpreted with a universal quantifi er, (14) indicates (at a minimum) that most 
football games are played by unsavory individuals. In contrast, (nearly) no one will 
interpret (15) as indicating that most residential homes are robbed, even if most of 
those robberies are perpetrated by jerks. Since this difference is not syntactic, the 
externalist is burdened to explain why the relationship between the VPs and the 
NPs in these two expressions is different.
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This general phenomenon is not limited to generic expressions. We 
bring non-linguistic knowledge to bear on linguistic expressions in oth-
er ways that do not seem to rise to the level of pragmatic inferences, 
but are also not a function of semantic context. The differing contri-
bution of expressions like ‘coffee’ as a predicate in ‘coffee drink’ and 
‘coffee grinder’ present a prima facie problem for the externalist. If the 
semantic contribution of an expression can be recovered by the seman-
tic contribution of its constituents (plus the means of their composi-
tion) the meaning of ‘coffee’ in these expressions should make the same 
contribution across uses. But a coffee drink is one that is composed of 
coffee, while a coffee grinder is not made up of coffee at all. While these 
are facts that any theory of meaning needs to explain, the externalist 
will have particular diffi culty dealing with this problem, insofar as the 
contribution of ‘coffee’ on such a theory is exhausted by its reference to 
a property—and in particular, a property instantiated by the indicated 
objects in the various expressions in which it functions as a predicate. 
But there seems to be no obvious single candidate for the needed prop-
erty in this coffee-case. The best candidate properties for the would-be 
denotations of ‘coffee’ in these two expressions seem profoundly differ-
ent: being-composed-of-coffee and used-in-the-production-of-coffee. The 
diffi cult task for the externalist is not only in pinpointing the relevant 
single property in such cases, but also in constructing an account of 
how speakers come to triangulate on such (non-obvious) properties in 
the many cases that exhibit these features (e.g. ‘metal shears’, ‘home 
loan[/inspection]’, ‘rain delay[/coat]’, ‘blue marker’, etc.). This phenom-
enon is pervasive in natural language, and not easily explained by the 
externalist.

4.2.2. On tology and Satisfaction
The lexical fl exibility exhibited by natural language expressions cannot 
be accounted for by an EM theory that demands that the meanings of 
expressions determine a unique referent, as a mind-independent ob-
ject. Consider the following two English expressions
 (16) The Hirshhorn-Museum is bankrupt.
 (17) The Hirshhorn-Museum is a cylinder.
A competent speaker of English could think that  these expressions are 
true. An EM theory accounts for this fact by indicating that such a 
speaker takes the following conditions to hold in the world: 1) there 
is an object, the one ‘Hirshhorn-Museum’ denotes, which satisfi es the 
conditions for ‘is bankrupt’; and 2) there is an object, the one ‘Hirsh-
horn-Museum’ denotes, which satisfi es the conditions for ‘is a cylinder’. 
This would require that there is some single object, denoted by ‘Hirsh-
horn-Museum’, that can be both bankrupt and a cylinder.

The predicate in (16) requires that this object be a fi nancial institu-
tion, understood through an array of socio-economic notions. Whatever 
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these notions demand about the nature of fi nancial institutions, be 
they collections of individuals or something more abstract, such ob-
jects do not seem to have a shape. Similarly, the kind of object that 
would satisfy the predicate in (17), in this case a building, is seemingly 
not the sort of thing that can have fi nancial troubles. Building projects 
can have fi scal crises, but buildings seemingly cannot. The EM theorist 
then either owes us an account of the kind of object that can satisfy the 
predicates in both (16) and (17), or they must explain why this problem 
does not generate in the fi rst place.

Taking the latter strategy, an EM theorist might appeal to the pres-
ence of ambiguity in natural languages, as in the following:
 (18) The geese are by the bank.
The expression in (18) is ambiguous. M uch like we saw with ‘trunk’ 
earlier, we can treat ‘bank’ as homphonous, indicating the distinct lexi-
cal items ‘bankf and ‘bankr’. The ambiguity of (18) is then explained 
by appeal to the homophony of these two distinct lexical items. The 
expression in (18) simply fails to determine which ‘bank’ is being used, 
and as such the expression can have different meanings based on which 
item is intended.

Likewise, one could argue that we really have two lexical entries 
for ‘Hirshhorn-Museum’, one that denotes the institution, and another 
that denotes a building. We can represent this difference between (16) 
and (17) as
 (16) The Hirshhorn-Museumf is bankrupt.
 (17) The Hirshhorn-Museumb is a cylinder.
Since ‘Hirshhorn-Museum’ identifi es two distinct (though homopho-
nous) lexical items, contextual information determines which item is 
used in (16) and (17) respectively, preserving the distinct meanings of 
the expressions, while assuaging the worry that an EM semantics re-
quires a single (metaphysically suspect) referent for the DPs in the two 
expressions. So, the externalist might insist, there need not be some 
single object that satisfi es ‘is bankrupt’ and ‘is a cylinder’, since ‘Hirsh-
horn-Museumf ’ and ‘Hirshhorn-Museumb’ denote different objects.

But this reply will not do. The same speaker that endorses (16) and 
(17) would also endorse the following:
 (19) The Hirshhorn-Museum is bankrupt and it is a cylinder.
Whatever the technical details are that govern anaphoric meanings, 
‘it’ in (19) must der ive its meaning and referent from ‘Hirshhorn-Mu-
seum’. Whichever lexical entry the context might supply (‘Hirshhorn-
Museumf ’ or ‘Hirshhorn-Museumb’) the meaning of the anaphoric ‘it’ is 
exhausted by the referent of whichever lexical item is demanded by the 
context. Thus, for the EM theorist to explain how competent speakers 
treat (16)–(19), there must be some single worldly object that is both 
a cylinder and bankrupt. So even if we grant the EM theorist his ho-
mophonous response, the ontological concern remains.
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Pietroski (2005) also notes that while a natural language speaker 
could endorse expressions like (16)–(19), the sentence in (20) is strange 
in a way (19) is not:
 (20) # The Hirshhorn-Museum is a bankrupt cylinder.
The oddity of (20) in conjunction with the acceptability of (19) (and the 
pletho ra of sentences like them) is unexplained by a semantics that 
treats meanings as determining truth-conditions. On any EM theory, 
the way the world would have to be in order for (19) to be true would 
also make (20) true: there is some object, the referent of ‘Hirshhorn-
Museum’ that is both bankrupt and is a cylinder.28 Insofar as satisfi ers 
of mutually binding predicates of different ontological types are absent 
from the domain of worldly objects, this speaks against EM theories of 
natural language meanings that require them.

But, the Realist might bite this bullet, as some semanticists do 
(see Ludlow, 2003, 2011). They might just stipulate that the domain 
contains objects that are at once both concrete and abstract. However, 
this bullet biting is both unmotivated by the externalist argument, and 
tastes far worse than the Realist might suspect. The externalist hy-
pothesis contends that, given the pedestrian objects of the world like 
chairs and rabbits—objects that we have good antecedent reasons to 
posit—a theory of meaning can be developed given only this domain 
of pre-theoretically plausible things. The externalist proposal is that 
natural language meanings can be rendered comprehensible without 
appeal to the mysterious existence of things like Sinne. Thus, the the-
ory garners intuitive support because we are not forced to accept into 
our domain a vast hierarchy of bizarre objects, like Sinne.

In this light, the Realist’s bullet biting is quite strange.29 As a means 
of avoiding the troubling consequences of viewing meanings as myste-

28 While concatenating predicates does not always yield an expression with the 
same meaning as conjoining them, this does not seem like such a case. Consider:

(1) This is a fake diamond.
(2) This is fake.
(3) This is a diamond.

While (1) implies (2), it does no t entail  (3)—in fact (3) must be false  if (1) is true. 
This and other examples are problematic for straightforward applications of 
concatenating predicates, but the diffi culty here is not an ontological one. The sort of 
objects that satisfy ‘is a diamond’ can also satisfy ‘is fake’—namely physical objects.

29 Famously, Lewis (1986) argues that our best semantics for modal expressions 
posits a vast plenitude of extant possible concrete particulars that stand in spatio-
temporal relations to form possible worlds. The argument on offer contends that 
these proliferate posits are necessary because the cost of failing to accept these 
concrete possibilia are outweighed by the theoretical benefi ts they confer. But, this 
strategy is often misconstrued. These possibilia are not objects we merely discover in 
the process of analyzing meanings. Our use of modal expressions in natural language 
reveals a commitment on behalf of the natural language speaker to the existence of 
possibilia (concrete or otherwise) only if one assumes an externalist semantics. As 
Ludlow rightly states,

…ontology is tied to the demands of our scientifi c theory of the semantics of 
natural language, and not the kinds of entities and objects that members of a 
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rious Sinne, the Realist accepts the existence of hybrid abstract-con-
creta (concrete-abstracta?), trading the mysterious for the bizarre. The 
further point is that in accepting the existence of ontologically bizarre 
hybrid objects, the Realist is not merely acknowledging the ontological 
entailments of natural language usage. Rather, she is making a predic-
tion about the kinds of things we should expect to fi nd in the domain, 
if the externalist hypothesis is correct. In the absence of any pre-the-
orectical evidence that there are such things, she bears the burden of 
providing a good reason for believing that such things exist, beyond the 
fact that their existence supports her hypothesis.

Notice too, that the nature of these bizarre objects is distinct from 
those typically associated with Chomskyan critiques of externalism. 
Unlike ‘fl aws’ (Chomsky 1981), or ‘the average man’ (Hornstein 1984) 
the objects needed to satisfy expressions like (19) are not simply ab-
stracta developed for the purposes of scientifi c theorizing (Ludlow 2011: 
135–136) intricately characterized by novel logics (Kennedy & Stanley 
2009). Whatever abstract-concreta are, they are far less familiar than 
mere abstractions, and should be less palatable to the externalist.
But maybe our dislike for the bizarre is unwarranted, based on some 
vestigial aspect of our human conceptual machinery. Maybe these ab-
stract-concreta exist, happily residing in the domain and validating the 
Realist’s predictions. Or maybe hybrid objects are more palpable than 
Sinne.30 The Realist’s perverse predictions, however, do not end there. 
The externalist hypothesis predicts the existence of other hybrids, in-
cluding hybrid properties, and relations given the lexical fl exibility of 
expressions like ‘bilingual’, ‘lost’, and ‘defeat’.

In a conversation about the ability to acquire a second natural lan-
guage, one might use the following English expressions:

particular culture might believe in (Ludlow 2011: 142).
To engage in the latter kind of investigation is to do psychology. But, the Realist is 
investigating the structure of the world, not the structure of our minds. As such, 
to indicate that the theory demands certain metaphysical posits is a burden the 
theory has to bear, not an analytic consequence of the fact that linguistic expressions 
have meanings. If (ε ) is true, then there are such things as concrete possibilia. 
In this vein, some argue that we need even more things: situations (Barwise & 
Perry 1983), perspectives (Schein 2002), modes of presentation (Ludlow 1995), 
and fi ctional objects (Thomasson 1999). But we only need these things if the best 
theory of meaning is externalist—a fortiori that the theory requires a domain with 
such things counts against the merits of the theory. Adding to this list of posits the 
abstract-concreta required to address lexical fl exibility, the class of entities required 
to support the externalist hypothesis looks less and less like the pedestrian objects 
of everyday experience. Concomitantly, the externalist hypothesis looks less like a 
plausible theory that makes use of the everyday objects we are familiar with, and 
more like a theory with implausible commitments.

30 Notice how this vein of reply assumes a false dichotomy, that one either accepts 
mysterious, reifi ed meanings as things, or accepts whatever things an externalist 
semantics requires. For other alternatives again see Hinzen (2007); Hinzen (2014); 
Pietroski (2005); Pietroski (2008); Pietroski (2010); Pietroski (forthcoming).
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 (21) The child is bilingual.
 (22) John is bilingual.
Likewise, one could (roughly) c onjoin the meanings of  these two expres-
sions into a single sentence using either of the following acceptable 
expressions:
 (23) The child is bilingual and so is John.
 (24) The child and John are bilingual.
Of course, an externalist semanti cs can accommodate the meanings of  
these expressions, whereby their truth-conditions are satisfi ed just in 
case there is a (salient) child, a John, and both of them instantiate the 
same particular property. To put the matter somewhat formally, (23) 
and (24) are true just in case:
 (24) ιx. ∃y. CHILD(x) & JOHN(y) & BILINGUAL(x) & BILINGUAL(y)
In the expressions (21)–(24), the expression ‘bilingual’ has a single, uni-
vocal meaning, as refl ected in the single truth-conditional predicate 
‘BILINGUAL’. For the externalist this identifi es some single property, say 
the property had by all things that acquire/speak/know two languages. 
As such the sentences in (21)–(24) are well captured by an externalist 
semantics.

But ‘bilingual’ is lexically fl exible. While walking the streets of Lon-
don, Ontario, Canada, I came across an empty box outside a franchise 
sandwich shop. Printed on the outside of this box was the expression 
‘bilingual napkins’ which presumably identifi ed the box’s contents as 
napkins on which information is printed in two different languages. 
Sitting in this franchise with a group of friends, and noticing the fea-
tures of one such napkin, a competent speaker could well say to their 
compatriots the following acceptable sentence:
 (25) The napkin is bilingual.
Supposing this group also knew our bilingual friend John, a compete nt 
speaker could say, and the group would no doubt accept as true, the 
following acceptable expression:
 (26) The napkin is bilingual and so is John.
However, the following truth-conditions, which for the externalist are 
determined  by the meaning of (26) are not satisfi ed in this situation:
 (26) ιx. ∃y. NAPKIN(x) & JOHN(y) & BILINGUAL(x) & BILINGUAL(y)
Since both bilingual predicates in (26) are derived from the single use of 
‘bilingual’ in (26), they must have the same truth-conditions. As such, for 
the externalist they must pick out the very same property. If that prop-
erty pertains to the acquisition of multiple languages, the napkin clearly 
fails to instantiate such a property. And if the property pertains to the 
kinds of orthography printed on a thing’s exterior, John does not count 
as having such features. For the externalist, (26) turns out to be false in 
the situation described—the same situation that makes both (22) and 
(25) true. Given that (26), on an externalist semantics, has the meaning 
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attained by conjoining (22) and (25) (as indicated by the relationship 
between (21)–(23)), externalism should predict that competent speakers 
accept that (26) is true. That it does not is a problem for EM theories.

As before, the externalist could claim that ‘bilingual’ is hompho-
nous, with two lexical entries ‘bilinguala’ and ‘bilingualo’ pertaining to 
the aforementioned acquisitional and orthographic properties (respec-
tively). But just as in the example with ‘the Hirshhorn Museum’, this 
reply will not do. Whichever lexical entry the context demands, the 
truth-conditional predicates in (26) will have the same satisfaction 
conditions as each other. The ‘bilinguala’ interpretation of these predi-
cates leaves the fi rst unsatisfi ed by the napkin, while the ‘bilingualo’ 
interpretation leaves the second unsatisfi ed by John. Either way, ex-
ternalism makes the wrong prediction that, relativized to the situation, 
(26) is (treated as) false (by competent speakers). The externalist’s re-
maining response is to accept that there is some single bizarre, hybrid 
(or multifarious) property that admits to having shifting satisfaction 
conditions within a single context.

As with the case involving the fl exibility of ‘the Hirshhorn-Muse-
um’, the Realist could bite this bullet. She can simply accept that the 
domain contains not only hybrid abstract-concreta, but also hybrid 
properties such that the very same property can be instantiated in dis-
tinct ways by disparate objects within the same context.31 But again, 
as with ‘the Hirshhorn-Museum’, even this (bizarre) concession fails 
to explain the distribution of competent speaker judgments. Consider
 (26) The napkin is bilingual and so is John.
 (27) # The napkin and John are bilingual.
The expression in (27) is strange in a way that (26) is not. This strange-
ness, w hatever it amounts to, seems to be a fact about the meanings of 
the constituent expressions of the sentence, since there is no general pro-
hibition against joint predication (as exemplifi ed in (24)). The syntactic 
frames of (23) and (24) are repeated in (26) and (27), yet the latter do not 
bear the same semantic relations to one another as the former, insofar as 
they are not synonymous (as should be clear by the oddity of (27)).

31 To be clear, this is not an injunction against multiple realizability. To take the 
paradigm case, mental properties like belief can be realized in Martian brains just as 
well as human ones. But what is instantiated in these distinct organisms is (say) an 
entity that plays a particular functional role in the mind of the organism, and indeed 
the same functional role. The worry here is not that the napkin and John embody 
different ways of instantiating the same property, but that they instantiate different 
properties. Contrast this difference with the manner in which distinct humans are 
bilingual. John Kerry and Nicolas Sarkozy are both bilingual (let’s suppose), yet the 
bilingual property is realized in their person in distinct ways. At the very least they 
differ regarding the languages in which they are fl uent: Kerry is fl uent in English 
and French, while Sarkozy is fl uent in French and German. The manner in which 
Kerry and Sarkozy differ is quite clearly not the manner in which John and the 
napkin differ regarding bilingualism.
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The externalist, and the Realist, in order to explain the distribution 
of competent speaker judgments for sentences containing nouns like 
‘the Hirshhorn Museum’ and predicates like ‘bilingual’ are compelled to 
accept some rather bizarre entities into the domain of worldly things: 
hybrid objects that exhibit a concrete-abstract duality, and properties 
that have varying conditions for instantiation across instances within a 
single context. Neither of these concessions seems pleasant. Worse yet, 
conceding in these ways still leave unexplained aspects of competent 
speakers’ judgments, as can be seen by the contrast between (26) and 
(27).

Finally, consider the following:
 (28) Henry lost his key, his lawsuit, and his job.
One can easily imagine a situation in which (28) is deemed both felici-
tous and true by co mpetent speakers, whereby Henry’s misplacing his 
car key made him late to the courthouse, which led to his termination. 
Yet, Henry stands in very different relations to these three objects, all 
of which are expressed by the single use of ‘lost’ in the sentence. Henry 
is no longer in possession of his key, while his lawsuit, as a complex 
activity he participated in, has met with a particular conclusion. And 
of course, Henry no longer has a job in that a contract he had with 
some unmentioned individual is no longer binding. On an externalist 
account the worldly relation that ‘lost’ denotes requires that all three 
objects, abstract and concrete alike, must (when paired with Henry) 
satisfy that relation, despite these differences. And as with our previ-
ous examples, an appeal to ambiguity is not available to the external-
ist.

Let’s not forget that examples of this sort are numerous:
 (29) The chef's kitchen ran better than an imported car.
 (30) Napoleon’s defeat was worse than Kasparov’s.
Given the acceptability of sentences like these, expressions like ‘lost’, 
‘run’ and ‘defeat’ seem to exhibit lexical fl exibility as well. If the Realist 
is forced to accept the existence of hybrid relations as a result of such 
fl exibility, the pedestrian nature of the objects needed to accomplish 
the externalist’s aims is substantively undermined—especially if this 
bizarre ontology remains insuffi ciently explanatory. The point worth 
underscoring here is that the examples explored in this section are not 
isolated aberrations in a language that is otherwise well-modeled by 
externalism. Lexical fl exibility is rampant in natural language expres-
sions. To account for the manner in which natural language speak-
ers treat these expressions, the externalist is compelled to accept into 
her ontology metaphysically bizarre objects, properties, and relations. 
Rather than viewing these ontological commitments as the price to be 
paid for an adequate theory of meaning, such requirements might be 
better seen, or so I contend, as a reductio against the externalist hy-
pothesis that requires them.
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4.3. An Externalist Reply
The externalist  might reply to these worries by leveraging the purport-
ed virtues of an externalist semantics. She might contend that even if 
the fl exibility cases rehearsed above require that she bear an ontological 
burden, such burden bearing is better than the alternative. As a part 
of an overall externalist theory, the virtues of the theory far outweigh 
these burdens. One principal virtue that supporters of externalism 
might trumpet is that understanding meanings in this way uniquely 
preserves semanticists’ main source of linguistic data, the truth-value 
judgments of competent speakers. To quote a prominent externalist:

In short, intuitions about the truth and falsity of what is said by utterances 
of sentences have formed the data by which theorists have tested their hy-
potheses about meaning. There is no other obvious source of native speaker 
intuitions that are related to meaning. So if we did not have robust intu-
itions about the truth-conditions of our utterances, it would not be clear how 
to test such hypotheses; there would be no fi rm basis on which to construct 
a theory of meaning. (Stanley 2007: 6)

Consider for example, the landmark insight of Davidson (1967b) in 
treating the logical form of action sentences as involving quantifi cation 
over events. The sentences in (31) display a particular pattern of infer-
ence, as indicated in Figure 1, wherein the arrows represent the direc-
tion of inferences that speakers of English are apt to make.

 (31) a. Brutus stabbed Caesar slowly and skillfully.
   b. Brutus stabbed Caesar slowly.
   c. Brutus stabbed Caesar skillfully.
   d. Brutus stabbed Caesar.
Davidson’s proposal aims to capture these patterns of inference. Pro-
posing that the logical forms in (31) are indicative of the truth-condi-
tions of the sentences in (31), this approach captures the inferential 
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judgments of English speakers, by modeling these inferences as logical 
entailment.
 (31) a. ∃e[STAB(e,Brutus,Caesar) & SLOW(e) & SK ILL(e)]
     b. ∃e[STAB(e,Brutus,Caesar) & SLOW(e)]
     c. ∃e[STAB(e,Brutus,Caesar) & SKILL(e)]
     d. ∃e[STAB(e,Brutus,Caesar)]
Because the proposed logical forms for the expressions in (31) quantify 
over events, the expression in (31a) entails the other expressions in 
(31) by way of conjunction reduction. As such, the “diamond-shaped” 
inference patterns of speakers are captured by an externalist theory 
that takes events as the worldly-satisfi ers of expressions.

This reasoning, contends the externalist, only makes sense if the 
explanada of the hypothesis are the inferential judgments of speakers, 
as judgments about the concomitant truth of collections of sentences. 
Thus the purported justifi cation for an externalist semantics is that it 
maintains the theoretical import of speaker judgments. To deny that 
sentences have externalist meanings is to deny the connection between 
meaning and truth that renders these judgments worthy of capture. In 
this manner the externalist might contend, if meanings have nothing 
to do with truth, then these truth-value judgments are not indicative of 
expression meanings and of no use for semantic investigation.

However, denying the externalist thesis (ε ) does not also require 
denying that the truth-value judgments of speakers are relevant data 
for the purposes of semantic theorizing. Externalists are committed 
to a particular relationship between truth and meaning—namely the 
one codifi ed in (ε ). In denying this, a semanticist need not deny that 
meaning is related to truth. She must simply deny that meanings de-
termine truth-conditions. One can hold that natural language speakers 
can use sentences to make utterances that are true, and still deny the 
externalist thesis. And this can be done without denying that there is 
some “systematic” manner in which meaning is related to truth (pace 
Stanley 2007: 8). Such a view merely holds that the systematic manner 
in which linguistic meaning relates to the external world involves the 
interaction of multiple non-linguistic cognitive and external systems 
that connect in complex ways. This complexity might be systematic, 
but because many of the systems involved are extra-linguistic (and not 
semantic) the meaning of an expression will not, in the absence of this 
complex interaction, determine its truth-conditions.

One can, as Stanley does, amalgamate this motley group of dispa-
rate non-linguistic systems32 under the term ‘context’. And if by ‘con-

32 The diversity of components that collectively make up the “context” of an 
utterance, so construed, is important to note. Shared human systems that recognize 
gaze following, emotional facial gestures, object detection, agency detection, and 
many others, not to mention the external physical systems that govern “normal” 
visual and auditory environments, all fall under the “context” that determinately 
links meanings to truth. But if one wants to know how meanings differentially 
interact with these various systems in order for a speaker to utter something true, 
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text’ one includes whatever is needed to derive truth-conditions from 
meanings, then trivially the meaning of an expression (plus the “con-
text” of its use) determines its truth-conditions. But, the gap between 
what a sentence means and what a speaker communicates in convey-
ing that meaning via a linguistic utterance admits to some marked 
complexity—as noted in §4.1. Respecting, and not merely masking, the 
complexity of this relationship between the meaning of a sentence and 
the truth of an utterance not only preserves the (nuanced) use of truth-
value judgments as linguistic data, but it opens up new sources of data 
(Pietroski et al. 2009; Lidz et al. 2011; Vogel et al. 2014). So, far from 
making the semanticist’s task impossible (or without basis) denying (ε ) 
expands the data-set for the theoretician, while preserving the utility 
(though augmenting the informativeness) of speaker judgments.

5. Mental Content
In the previous two sections we saw arguments that highlight the dif-
fi culty in accepting externalist accounts of language (EL views), and 
externalist theories of meaning (EM views). Arguments against an 
EL view push an externalist to adopt externalist views about mental 
content. If languages are not external objects, but rather aspects of 
the human mind/brain, then to rescue the EM view an externalist is 
committed to the view that the content of mental representations can 
be characterized externally, as relations between representations (or 
concepts) and worldly objects. As such, some arguments for internal-
ism address both externalist theories about mental content, and the 
relationship between mental content and linguistic meaning. In this 
section I present these concerns.

5.1. Naturalist Theories of Content
Both sentences and thoughts seem to be about the world, and thereby 
exhibit intentionality. The close proximity of these disciplines gives 
rise to a simple solution to the problem of intentionality for language. 
Namely, that the problem of intentionality is solved at the level of 
thought, not language. An enticing view about the relationship be-
tween thought and language is that the contents and structure of our 
thoughts are merely mirrored in language. If the structure of natural 
language mirrors the structure of thought, wherein an expression in 
a language is merely a way of making public some particular thought 
composed of conceptual content, then the intentionality (and meaning) 
of an expression simply tracks that of the concepts used to compose 
the expressed thought. On such a view, natural language expressions 
are merely labels for thoughts, and likewise, words are merely labels 

abstracting over these differences by indicating that the context somehow fi lls this 
gap is no answer at all. Worse yet, it commits one to a theory of meaning that is 
thereby incapable of addressing such questions.
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for concepts, as a way of making them articulable. Call this the label 
theory of linguistic meaning.33

So long as the language I speak syntactically composes in a way 
commensurate with the structure of my thoughts, linguistic meaning 
would perfectly mirror conceptual content. On this proposal, the mean-
ings of our expressions would hook up with the world via conceptual 
content, so long as conceptual content can be characterized externally. 
So, to the degree that our concepts align with the “fi ne structure” of the 
world, expressions of a natural language will likewise accord with the 
mind external objects of the world.

But why should one insist that linguistic meaning is mediated by 
our conceptual system? For one, this answers the problem of intention-
ality at the level of language. But more importantly for the Realist, 
the desire here relates to naturalistic explanation. As we saw, a sub-
stantive source of contention in thinking about linguistic meaning as 
externalist relates to the aims of the scientifi c enterprise of linguistics. 
Facts about the acquisition and productivity of language in humans de-
serve explanation, and a theory of meaning ought to add to (or at least 
make possible) an explanation of these facts. As we saw in §3.1 these 
considerations strongly suggest that the object of study for a natural-
istic investigation of language is in the mind. As such, to the degree 
one thinks that language and thought are independent, a naturalistic 
inquiry into these matters will address the way in which these distinct 
mental faculties interact.

There is no shortage of literature addressing the viability of natu-
ralistic accounts of content.34 Whether or not naturalistic accounts of 
intentionality are viable is beyond the scope of this work, but the point 
I want to emphasize here is that the force of the arguments presented 
so far against externalism compel the externalist to adopt two conten-
tious views: a labeling theory of linguistic meaning, and a naturalistic 
account of intentionality. I’ll not take the time to illustrate the conten-
tiousness of the latter,35 but the former position is worth analyzing, in 
part because so many philosophers seem to adopt this view without 
much defense.

33 Fodor (1975) seems to hold this view. Jackendoff (2002) explicitly adopts this 
position, though not by this name. Oddly enough he defends an internalist proposal 
for linguistic meaning on the basis that no naturalistic account of external mental 
content is plausible.

34 For a good survey see the introduction to Macdonald & Papineau (2006).
35 This has been done by many, and better than I could hope to do here. See 

Jackendoff (2002); Loewer (1997); Boghossian (1991); Godfrey-Smith (1989); and 
McGinn (1982).
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5.2. Labeling Theory of Meaning
The labeling  theory of meaning views the relationship between words 
and concepts as one of labeling, whereby words are like labels for con-
cepts. My use of ‘cat’ is just a way of tokening the CAT concept in my 
audience, whose content serves as the meaning of ‘cat’ in any expres-
sion that uses it, like ‘The cat is on the mat’. Linguistic meaning on this 
view is just conceptual content. Such a view (as indicated above) can 
still be meaningfully externalist, if the contents of our concepts are ex-
ternalist. This labeling view is pervasive amongst philosophers. In fact, 
the view is often adopted as obvious, without much need to articulate 
that indeed adopting the view embodies a collection of commitments 
about the relationship between the human language faculty and the 
conceptual system. Burge (1975) is a paradigmatic example. In discuss-
ing the expansiveness of his famous ‘arthritis’ case, Burge writes:

On the other hand, the [arthritis] thought experiment does appear to de-
pend on the possibility of someone’s having a propositional attitude despite 
an incomplete mastery of some notion in its content …Suppose a subject 
thinks falsely that all swans are white …that ‘swan’ means ‘white swan’ 
(Burge 1975: 83) (my emphasis)36

Burge treats the content of a concept, or notion, which plays an impor-
tant role in determining the content of the propositional attitude some-
one might hold, as no different than the meaning of a natural language 
word: hence the notion SWAN has the same meaning as ‘swan’. In his 
book-length critique of Burge’s account of wide-content Segal (2000) 
commits to this same theory about the relationship of words to concepts.

Zowie and Twin Zowie both say “My engagement ring is studded with dia-
monds.” Are the concepts expressed by their words “diamond” the same? 
(Segal, 2000, p. 6)
…
• Let w be the focal word
• Let c be the concept [the subject] expresses by w.
      (Segal 2000: 67)

In more contemporary literature, Weber (2005) writes
The meaning of the term “gene” has changed several times in the history 
of twentieth-century genetics. If we distinguish between a term’s sense and 
its reference, it is possible that the term’s sense has changed, but not it’s 
reference…I have examined both the reference potential and the reference 
connected with different historical versions of the gene concept. (my empha-
sis) (Weber 2005: 228)

As a fi nal example, consider this passage from Clark & Chalmers 
(1998), wherein they discuss an opponent’s (possible) response to their 
thought experiment involving Otto, and his purported belief about the 
location of a museum:

36 Here Burge uses ‘notion’ as a way of talking about the content of a concept: 
“Talk of notions is roughly similar to talk of concepts in an informal sense”(Burge 
1975: 83).
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An opponent might put her foot down and insist that as she uses the term 
‘belief ’, or perhaps even according to standard usage, Otto simply does not 
qualify as believing that the museum is on 53rd street. We do not intend to 
debate standard usage; our broader point is that the notion of belief…(my 
emphasis) (Clark & Chalmers 1998: 14)

Here the slide from the meanings of a linguistic expression ‘belief ’ (as 
evident in its “standard” usage) to the concept (or notion) of belief, is 
clear, blatant, and offered without explanation or defense.

Linguistic meaning, on this often assumed view, is simply concep-
tual meaning. But this view has the following consequences: fi rst, the 
extension of our words must have the same extension as their underly-
ing conceptual meanings, and second, the syntax of natural language 
must be mirrored in the composition of thought. Neither of these con-
sequences seem well supported by the way natural language speakers 
treat the meanings of expressions.

The fl exibility of natural language expressions speaks against the 
fi rst consequence.
 (19) The Hirshhorn-Museum is bankrupt and it is a cylinder.
If the extension of the concept HIRSHHORN-MUSEUM is to capture the 
meanings that natural language users apply to the term ‘Hirshhorn-
Museum’ then the extension of the concept better include both the con-
crete building that houses artworks, and the abstract institution that 
employs hundreds of people. As we’ve seen, many natural language ex-
pressions bear meanings that do not track the domain of objects in this 
way. Thus whatever thought corresponds to (19), and thereby stands as 
the meaning of (19), it must either treat ‘Hirshhorn-Museum’ as label-
ing two distinct concepts, or have a content such that some (abstract) 
object (or some building) is both cylindrical and bankrupt. The former 
avenue belies the manifest relationship between the uses of the Eng-
lish term, and fails to account for the felt relatedness of these uses. The 
latter option has much more bizarre metaphysical commitments, since 
we have no other reason (other than a commitment to particular views 
about semantics) to postulate such an entity.

Turning to the second consequence, if language mirrored the struc-
ture of thought, then thoughts should compose much the way expres-
sions do. More strictly, the meanings of linguistic expressions and their 
underlying logical forms should mirror the structure of the concepts 
those forms express. The deep structural syntactic frames that make 
up interpretable expressions in a natural language must mirror the 
structure of their underlying concepts. In this vein, consider the follow-
ing sentence:
 (32) Wilbur kicked Fred.
Paying attention to the syntax of this construction, and adopting the la-
beling theory commitment, we ought to conclude that the KICK concept 
is dyadic. The word ‘kicked’ in the complete expression in (32) takes a 
subject and an object, and likewise we would expect the related concept 
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to take two elements to form a complete thought. Thus the thought 
expressed must make use of a concept like:
 (33) KICK(__s,__o)

which when saturated with two elements, mak es the complete thought
 (34) KICK(Wilbur, Fred)
However, if this dyadic notion of KICK is supposed to underlie all mean-
ingful uses of ‘kick’, as implied by the labeling theory, the following 
expression is an apparent counterexample:
 (35) Wilbur kicked Fred with his foot.
Given the syntactic structure of the expression in (35), the underlying 
conceptu al meaning must have a triadic structure, to make room for 
the instrument used in the kicking:
 (36) KICK(__s,__o __i)

For any way of differentiating concepts, s urely addicity falls under the 
identity condition for a given concept. That is, concepts with differ-
ent addicities must be different concepts. So, (33) and (36) cannot be 
the same concept. As such, the meaning of ‘kicked’ in (32) and (35) is 
different on the labeling view, insofar as ‘kicked’ labels concepts that 
are (of) different (addicities). This entailment leaves unexplained why 
a competent speaker would fi nd that both (32) and (35) are felicitous 
descriptions of the same kicking.

A defender of the labeling view might hold that really we have only 
one KICK concept, with suffi cient addicity to accommodate all uses of 
‘kick’, and thereby holding their meaning constant across various uses. 
As such, the concept in (36) is the only KICK concept, made use of in ex-
pressions where the instrument of the kicking is unmentioned.

There are three problems with that response: fi rst, this requires 
that many expressions that make use of the transitive ‘kick’ have im-
plicit content of an unspoken instrument. And there seems to be no 
syntactic evidence that such expressions have any such implicit con-
tent. Second, such a triadic concept will not capture the meanings of 
expressions like
 (37) Wilbur kicked Fred the ball.
 (38) Wilbur kicked Fred the ball with his toe.
The underlying conceptual meaning for (38) must have a tetradic ad-
dicity, to make room f or the indirect and direct objects in the syntactic 
structure of the expression. Insisting here that the single conceptual 
meaning for ‘kick’ is a tetradic concept is implausible. While one might 
entertain the plausibility that transitive uses of ‘kick’ leave some un-
spoken implicit content about what instrument was used in a given 
kicking, surely such uses do not leave the existence of (nonexistent??) 
indirect objects implicit, as would be required if (39) was the underly-
ing conceptual meaning of (32).
 (39) KICK(WILBURS,FREDDO,NOTHINGIO,FOOTI)
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 (32) Wilbur kicked [nothing to] Fred [w ith his foot].
And plainly, (32) does not mean what (32) means.

The third problem for the super-addicity mo ve pushes in the oppo-
site direction. Sentences like (40) seem to require conceptual meanings 
that are monadic.
 (40) Wilbur kicked.
Insisting here that the expression in (40) really contains im plicit con-
tent that refl ects the underlying tetradic conceptual structure in (39) 
strains good explanation.

Of course, the label theorist could respond to this data by treating 
all this as evidence that there are really multiple words ‘kick’ with mul-
tiple KICK concepts as their meanings. There are, on this reply, multiple 
homophones ‘kick’ each paired with a different concept depending on 
whether they have direct objects, instruments, and/or indirect objects. 
However, such a response treats the difference between these uses of 
‘kick’ like the difference between ‘kick’ and ‘punch’—they are different 
words, with different conceptual meanings. This of course leaves un-
explained what is obvious, that the many uses of ‘kick’ describe quite 
similar actions, and are conceptually related. The events these various 
uses of ‘kick’ describe bear striking features in common—those features 
that make them plausible kickings in the fi rst place. A theory about the 
relationship between the meaning of words and the content of concepts 
that leaves such basic facts unexplained is troubled.

The point then is this: the relationship between linguistic meaning 
and conceptual content is not nearly as simple as the labeling theory 
would have it, as the case of (the addicity of) ‘kick’ and KICK shows. And 
addicity is but one feature of the relationship between lexical items 
and concepts that admits to some prima facie complexity.37 For the 
externalist, this should be troubling news, since this means that the 
path from the meaning of a term, through the content of the associated 
concept, to its worldly extension is rather complex. In short, the IL-EM 

37 Other aspects of the content of our concepts, apart from their structure, 
highlight the complex connection between words and the concepts that underwrite 
them. Consider the different ways in which the predicate ‘is blue’ applies to objects, 
and what this says about the complex application of the blue concept.

(1) The house is blue.
(2) The marker is blue.
(3) The iris is blue.
(4) The sky is blue.

Th e truth-conditions for the  color predicate in (1)  that would make it tr ue of some 
house, would not, when applied to some marker, make (2) true, despite the fact 
that they appear in the same syntactic frame. So if the meaning of expressions are 
a result of the satisfaction conditions of their underlying concepts, the satisfaction 
conditions for the thoughts BLUE(HOUSE) and BLUE(MARKER) are not merely going to 
be attributable to the differences in the extension of HOUSE and MARKER—mutatis 
mutandis for (3). And while many uses of (4) are considered true by competent 
speakers, what is far from clear is which object is picked out such that it satisfi es ‘is 
blue’ in any of the ways just mentioned here.
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theorist is committed to two views about language and content that are 
contentious, one of which (given our discussion here) seems implausi-
ble. Not only are such theorists saddled with giving a suffi ciently plau-
sible naturalistic account of mental content, they are also saddled with 
the troubles articulated here for the label theory of linguistic meaning.

6. Natural Language and Ontology
The arguments thus far have been multifaceted, but direct. What they 
have shown is that externalist proposals about the nature of languages 
as objects, and about linguistic meaning—in particular (ε )—are dif-
fi cult theses to defend. In this closing section I’ll indicate how this dif-
fi culty undermines the Realist’s metaphysical methodology. Primar-
ily, if (ε ) is dubious, then appealing to the truth-conditions of natural 
language expressions, or the satisfaction conditions of their purported 
conceptual meanings, as justifi cation for metaphysical conclusions is 
without foundation.38

The problems detailed thus far for (ε ) undermine the fruitfulness 
of the Realist’s default metaphysical methodology.39 Ontological inves-
tigation proceeds by analyzing natural language usage. Roughly, the 
Realist makes use of her competence with a given natural language, 
since such competence ensures that she understands the meanings of 
natural language expressions. Under the guise that such meanings are 
externalist, she derives from them the ontology one is committed to in 
accepting the truth of a given expression. Taken together, the ontologi-
cal commitments of all the true sentences determine what there is. In 
the opening sections of this paper I sketched the Realist’s methodology. 

38 This is especially true if the human ability to construct complex thoughts from 
different conceptual domains depends on the human language faculty (Carruthers 
2002; Spelke 2003; Jackendoff 1990, 1996; Bloom 2000). Even if we grant that our 
concepts have satisfaction conditions that accord with the structure of reality, once 
those concepts are put to work by the language faculty in building meanings to 
sentences, there’s no assurance that the content of the resulting construction will 
retain such a tight connection to the world (see Glanzberg 2011). And of course 
there is no guarantee that our concepts accord with reality’s structure. The work of 
Michotte (1946 [1963]) illustrates the diffi culty of such certainty with regard to our 
judgments of causation, where clearly non-causal scenes are judged by subjects as 
exhibiting causation. A fortiori these judgments persist even when objects interact 
in ways nearly identical to clearly non-causal events (Scholl & Nakayama 2002).

39 Such a position is Realist because it holds that there is an objective structure to 
the world. However, the view is also importantly Quinean, in the sense that it adopts 
a methodology of looking to language, and to quantifi cational structure in particular, 
to settle ontological disputes. While these two positions seem interrelated, there is 
reason to think neither entails the other (Hirsch 2002). The arguments outlined 
here do not undermine Realism tout court, even if they directly undermine the 
Quinean Realist position adopted by many philosophers and metaphysicians. For 
these reasons I’ve highlighted the distinction here, though throughout the paper, I 
use ‘Realist’ and its neighboring forms as short hand for the more cumbersome and 
possibly misleading ‘Quinean Realist’
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I’ll close here with a restatement of that widely-adopted strategy and 
articulate the reasons to reconsider its merits.

In §1 we saw that the Realist holds that there is a unique language 
(an interpretation of the existential quantifi er) whose quantifi cational 
structure mirrors the structure of reality.40 Put more explicitly, Realist

…inquiry will be guided by …[an] assumption [that] modern logic’s quanti-
fi cational apparatus mirrors the structure of reality: I assume an ontology 
of things. Moreover, I assume that there is a single, objective, correct ac-
count of what things there are. (Sider 2002: xvi)

This account is captured by the meanings of expressions in (what I’ll 
call) the Language of Ontology, or LO. With this privileged language in 
hand metaphyisicans can proceed to answer ontological questions by 
investigating the meanings of expressions in that privileged language, 
which can be given by way of Tarskian satisfaction by sequences of 
domain objects. Thus the Realist holds, the objects required to account 
for the meanings of the true expressions in LO are the objects of reality, 
since this privileged language mirrors reality’s (object-based) structure.

To highlight an example of this strategy in action, consider the fol-
lowing points made by Sider (2002) in arguing against certain concep-
tions of time:

The status of tense is a second issue in the philosophy of time. Tensed sen-
tences are those which presuppose a certain position or vantage point with-
in the whole of time, for example:
 It is now raining.
 It was the case that there existed dinosaurs.
 I will one day visit Utah. (Sider 2002: 12)

In arguing against a presentist theory of time, Sider contends that 
the presentist cannot clearly account for the truth of sentences that 
(seemingly) refer to the non-present. Insofar as the presentist denies 
that there are any ontologically real past or future times, any sentence 
that requires the existence of past/future times must thereby be either 
meaningless, or simply false. Such sentences have no truth-makers 
given the presentist’s ontology, and thus the presentist cannot account 
for the truth of tensed sentences.

The success of this argument clearly presumes that the meanings of 
these natural language expressions determine their truth-conditions, 
insofar as their meaningfulness depends on the existence of past/future 
times. The presentist denies that there are past/future times. If the 
sentences Sider presents are meaningful—which they surely are, given 
that competent speakers of English have no problem understanding 

40 Sider expresses the same Realist commitment with different, less perspicuous 
language elsewhere:

Clearly there are multiple (inferentially and materially adequate) interpretations 
of quantifi ers. As I see it, the real issue is whether any of these interpretations 
is metaphysically distinguished, whether any of them uniquely matches the 
structure of the world, whether any carves nature at the joints better than the 
others. (Sider 2009: 392)
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them—then ex(ternalist) hypothesi they have truth-conditions. Those 
conditions are only satisfi ed if there is some future time where Sider is 
in Utah, and some past time where dinosaurs are alive and well. The 
presentist, contends Sider, must admit then that all tensed sentences 
are false or meaningless, since they have no temporal satisfi ers. This 
consequence thereby seems bad for the presentist.

Of course, a key step in this line of argumentation asserts the truth of 
(ε ). As we have seen, this externalist hypothesis is troubled. If the mean-
ing of tensed terms do not determine whether or not they refer to times 
(pace externalism), then the move from linguistic meaning to ontological 
commitment is without warrant. And the supposition, if not false, is (at 
least) diffi cult to defend in light of the fl exibility of natural language.

However, the Realist has a ready (and plausible) response to this 
objection. After all, natural languages like English are awash with 
vexing semantic properties like vagueness, ambiguity, and (appar-
ently) lexical fl exibility. As such, there is little surprise that they are 
ill-suited for the purposes of ontological investigation. The language 
the Realist needs is one that conforms to the features of classical logic, 
and none of these semantic properties are tolerated by such logics. But 
some languages are not defi cient in these ways—namely the languages 
invented in the process of scientifi c inquiry. On this reply, the privi-
leged language LO needed for ontological investigation is the one prof-
fered by our best sciences. After all, scientifi c inquiry is guided by the 
expressed purpose of perspicuously describing the world. This process 
involves making decisions about what terms to use. The results of such 
inquiry are languages that embody the kind of precision that natural 
languages like English lack. This embodiment makes these scientifi c 
languages better suited for ontological investigation, and thereby bet-
ter candidates for LO.

Sider himself indicates as much:
I hold that the fundamental is determinate…First, no special-purpose vo-
cabulary that is distinctive of indeterminacy …carves [nature] at the joints. 
Second, fundamental languages obey classical logic. (Sider, 2011, p. 137)

The fundamental structure of reality does not admit to the fuzziness 
typical of natural language meanings. Likewise, fundamental languag-
es, those that cleave to the structure of the world, are free of such prop-
erties. Their constituents have determinate meanings/referents. The 
privileged LO, the language that mirrors the fundamental structure 
of reality, should not admit to the kind of indeterminacy we fi nd with 
natural languages.41 Instead, this privileged language should have the 

41 Technically, LO must typify a class of languages, not a single language. 
Suppose LO contains the terms of imperial measurement. Such a language can be 
translated into one that uses a metric system. Neither language would cleave to 
realities structure any better than the other. Mutadis mutundis for the many logical 
operators. Sider’s focus is on the interpretation of the quantifi ers, and in particular, 
the existential quantifi er. On this point, all the various languages in the LO class 
would agree, for the Realist.



38 C. A. Vogel, Lexical Flexibility, Natural Language, and Ontology

semantics of a Tarskian logic, whereby domain objects constitute the 
meanings of its expressions.

According to Sider, the process of scientifi c inquiry yields languages 
of this ontologically determining sort:

We should believe generally what good theories say; so if a good theory 
makes an ontological claim, we should believe it. The ontological claim took 
part in a theoretical success, and therefore inherits a borrowed luster…
[But] the conceptual decisions …also took part in a theoretical success, and 
also inherit a borrowed luster. (Sider 2011: 12)

Sider suggests that the languages used to express our best scientifi c 
theories are better suited for questions of ontology, and that certain 
sciences do this better than others (Sider 2011: 6). The substantive as-
sumption endorsed by this Realist is that scientifi c methodology is of 
suffi cient epistemic heft that the languages our best sciences construct 
are those that match the quantifi cational structure of the world. And 
because the languages used to state our best scientifi c theories are de-
signed to perspicaciously describe the world, the epistemic credentials 
of naturalistic inquiry assures us that such languages make use of ex-
ternalist meanings. The value of this move to such languages is mea-
sured by the degree to which scientifi c methods deliver languages that 
mirror the structure of reality. I’ve argued elsewhere that this move 
might be suspect, as terms in core sciences seem to exhibit lexical fl ex-
ibility in much the way natural languages do (Vogel, under review). 
Nonetheless, the Realist that embraces this reply must thereby aban-
don the use of natural languages for the purpose of ontological investi-
gation. The very insistence that there is a distinction between natural 
and scientifi c languages (in terms of their ontological credentials) calls 
into question the use of natural language speaker judgments to adjudi-
cate ontological matters.

It’s worth noting how impactful this Realist retreat to scientifi c lan-
guages is. Much of philosophical discourse in both metaphysics proper, 
and in other philosophical domains where ontological questions seem 
to matter, relies on the use of natural language expressions, and the 
purported ontological commitments of speakers that endorse those ex-
pressions as true. The example above with tensed sentences is com-
monplace. Stotz et al. (2004) summarizes the sort of strategy philoso-
phers deploy in pursuing their metaphysical projects:

[In analyzing concepts] [t]raditionally, philosophers have relied on their 
individual linguistic competence with the corresponding words. When ana-
lyzing a concept, the philosopher treats him or herself as a sociolinguistic 
’sample of one’ Stotz et al. (2004).

This kind of Conceptual Analysis tends to proceed by offering up a short 
natural language description of a situation, and then probes whether 
or not the situation that meets the truth-conditions of the description 
also serves as a satisfi er of the term under dispute. To take an example 
of this method, consider this case from Lewis (2000) in his discussion 
about the metaphysics of causation:
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[ROCKS]
Billy and Suzy throw rocks at bottles. Suzy throws fi rst, or maybe throws 
harder. Her rock arrives fi rst. The bottle shatters. When Billy’s rock gets to 
where the bottle used to be, there is nothing but fl ying shards of glass. […] 
So Suzy’s throw causes the shattering. Billy’s doesn’t. (Lewis 2000: 184)

The familiar method used here is to present a case which makes use of 
the metaphysical notion in question, and in light of the readers’ com-
prehension of the passage, leverage their intuitive judgments about the 
described case with regard to that notion. Here, the case is presented 
to show a fl aw in a simple counterfactual notion of causation, and lend 
support to an ancestral-counterfactual account. The judgments of natu-
ral language speakers, namely that the expression ‘Billy caused the 
bottle to break’ is false, plays an evidential role in Lewis’ argument. 
This judgment is offered as evidence that the counterfactual concep-
tion of causation42 is troubled. The supposition is that the same situ-
ation which makes the claims in ROCKS true, makes the causal claim 
about Billy and his rock false. As such, the causal structure of the situ-
ation is not captured by a theory that belies this speaker judgment—a 
judgment that can only serve as evidence about causation if words like 
‘cause’ refer to elements of causal structure. To assume that words so 
refer is just to accept the troubled externalist hypothesis (ε).

Importantly Conceptual Analysis is not of a kind with a natural-
istic approach to language. As Chomsky (1965) describes the related 
methodology for linguistic inquiry, subjects’ judgments of the accept-
ability of a sentence need to be captured by a theory of grammar, with 
the hypothesis being that the acceptability of those judgments is ex-
plained by violations of grammatical rules. This makes sense if the ex-
planandum is an aspect of the human mind/brain, since the judgments 
of natural language speakers are (hypothesized by the Chomskyan to 
be) the product of a mental faculty which includes algorithmic rules 
for constructing sentence—a grammar. Analogous inquiry in semantics 
tends to pertain to judgments about entailment, the felicity of a series 
of descriptions to a scene, or judgments about whether expression pairs 
have similar meanings. What linguists do not do is introspect into the 
meaning of words in a language, and certainly not with an eye toward 
answering ontological questions. Such a methodology plainly makes 
little sense if one’s goal is to describe anything other than the way 
a particular subject views the world. Only with the added externalist 

42 Importantly Lewis takes cases like this to illuminate the nature of causation, 
not the semantics for the English expression ‘cause’, as exhibited by the judgments of 
competent English-speakers (Lewis 1973). He addresses this question in a footnote, 
indicating that his proposal regards causal facts, not linguistic objects. Further, 
Collins et. al. echo this goal in their introductory contribution to a prominent volume 
on the metaphysics of causation. In fact, they indicate that the central misstep of a 
competing analysis defended by Davidson (1967a) is the focus on sentences instead 
of propositions (Collins et al. 2004: 17). They insist that the evidence brought to bear 
by dissecting cases, in the manner above, informs us about propositions and causal 
facts, not merely linguistic expressions that invoke the term ‘cause’.
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assumption that the meanings of expressions have real-world denota-
tional meanings could such a methodology sensibly be applied for doing 
metaphysics. But it is precisely that externalist assumption that I’ve 
argued is problematic.

Nonetheless, debates about mental content (Burge 1975, 1979), the 
ontology of minds (Clark & Chalmers 1998), persons (Parfi t 1984), cau-
sation (Lewis 1973; Collins et al. 2004), identity (Black 1952), modal-
ity (Plantinga 2003), rationality (Williams 1979), moral theory (Foot 
1967), and many others require that natural language intuitions play 
a profound evidential role in settling ontological questions. But if natu-
ral language meanings fail to determine the truth-conditions for the 
expressions they serve, then the ontological commitments of speak-
ers that endorse those expressions as true are (at best) indeterminate. 
Conceptual Analysis is grounded on the presumption that the truth-
value judgments of competent speakers of a natural language in which 
the proposed thought experiment is written have ontological commit-
ments. The Realist retreat to scientifi c languages acknowledges the de-
fi ciencies of natural languages for this purpose. Such a Realist, in the 
absence of an adequate response to the worries presented here regard-
ing (ε ), should abandon Conceptual Analysis as a method of ontological 
investigation.

The arguments presented do not rule out the Realist’s methodol-
ogy full stop. A Realist might well respond to these worries by aban-
doning their use of natural languages for languages more amenable to 
externalist treatment. In particular, they might adopt the suggestion 
made by Quine (1960: 221) and defended by Sider (2011), and look to 
the invented languages used to express scientifi c theories—languag-
es constructed to avoid the pitfalls of natural language.43 That is, the 
Realist might contend that while the meanings of natural language 
expressions do not determine their referents, terms in a scientifi c lan-
guage do, insofar as such languages do not suffer from the vagueness 
and fl exibility of natural language expressions.44 For this Realist, the 
privileged language of ontology (LO  ) is a formal language, developed to 
express our best scientifi c theories. However, given both the natural-
istic commitments of the Realist, and the fl exibility natural languages 
exhibit, the arguments presented here suggest that LO  cannot be a nat-
ural language, or some regimented variant of one. Consequently, the 
metaphysical methodologies that assume the externalist hypothesis for 
natural languages, like Conceptual Analysis, are without foundation, 
and should be abandoned as means of settling ontological disputes.

43 Hence the meaning at the heart of Quine’s proclamation “Language is conceived 
in sin and science is its redemption” (Quine 1973: 68)

44 Though this contention too might seem dubious when one considers the various 
uses of biological terms like ‘gene’ (Weber 2005; Beurton et al. 2000; Stotz & Griffi ths 
2004; Stotz et al. 2004; Wilson et al. 2007).
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In order to answer the questions “how does language work?” and “where 
does linguistic meaning come from?”, I agued for Social Constructivism 
of Language and Meaning (SCLM for short) in another paper. SCLM 
consists of six theses: (1) The primary function of language is commu-
nication rather than representation, so language is essentially a social 
phenomenon. (2) Linguistic meaning originates from the causal inter-
action of humans with the world, and from the social interaction of 
people with people. (3) Linguistic meaning consists in the correlation 
of language to the world established by collective intentions of a lan-
guage community. (4) Linguistic meaning is based on the conventions 
set up by a language community in their long process of communica-
tion. (5) Semantic knowledge is empirical and encyclopedic knowledge 
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condensed and distilled, and the uses of language accepted by a linguis-
tic community. (6) Language and meaning change rapidly or slowly as 
the communicative practice of a linguistic community does. The crucial 
point of SCLM is to focus on the triadic relation among language, hu-
mans (a linguistic community) and the world, rather than the dyadic 
relation between language and the world (cf. Chen Bo 2015: 87).

In this paper, by an appeal to SCLM, I will review the “war” be-
tween descriptivism and referentialism in contemporary philosophy of 
language (cf. Lowe 2007: 27), and argue for a hybrid but still alterna-
tive theory of names—I call it “Socio-historical Causal Descriptivism” 
(SHCD for short). SHCD aims to answer the question of how people use 
names, especially proper names, to refer to their referents in natural 
language, and it contains other six claims: (1) The referring relation 
between a name and an object originates from a generalized “initial 
baptism” of the object. (2) The causal chain of name N transmits in-
formative descriptions of N’s bearer. (3) The meaning1 of N is an open-
ended collection of informative descriptions of N’s bearer acknowledged 
by a linguistic community. (4) With respect to the practical needs of 
agents there is a weighted order in the collection of descriptions of N’s 
bearer. (5) The meaning or even partial meaning of N, together with 
the background of a discourse, the network of knowledge, speaker’s in-
tention, etc., determines the referent of N. (6) All names have their own 
referents, including physical individuals, and parasitic, fi ctional, or in-
tensional objects; there are few names absolutely without reference.

My position about theory of names is quite close to Frank Jackson’s 
as follows:

…What we do with them [viz. sentences containing proper names] makes 
it clear that we—we, the folk—know perfectly well that tokens of “N is F” 
stand at the information—delivering end of an information—preserving 
causal chain, sustained by the way our language community uses the token 
name “N” that fi gures in the sentence, a chain which starts with some kind 
of baptism of the object the information is about. The token name ties the 
sentence to the object the sentence gives information about via the causal 
chain. (Jackson 2010: 138)
Jackson once said: “there have always been defenders of the de-

scription theory, and many of the things I say have been said in one 
form or another, somewhere or other, by someone or other” (1998: 201). 
His saying is almost completely applicable to my situation. When de-
veloping my SHCD, I have got different kinds of inspiration from dif-
ferent scholars, whether they are descriptivists or referentialists, e.g., 
Frege (1892), Russell (1905), Strawson (1950), Searle (1958, 1983), 
Donnellan (1970), Kripke (1972/1980), Dummett (1973, 1981), Evans 

1 The word “meaning” has a wide sense and a narrow sense in modern philosophy 
of language. In its wide sense, “meaning” includes both the sense [Sinn] and 
reference [Bedeutung] of a linguistic expression; in its narrow sense, “meaning” only 
denotes the sense of an expression being understood and grasped by human minds. 
This paper uses the narrow sense of “meaning”.
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(1973), Putnam (1975), Plantinga (1978), Burge (1979), Devitt (1980), 
Lewis (1984), Kroon (1987, 2009), Stanley (1997), Jackson (1998, 2010), 
Devitt  Sterelny (1999), Soames (1998, 2002), Sosa (2001), Salmon 
(1986, 2005), Braun (2006), and so on. However, I want to emphasize 
addition that in my SHCD, I do not only choose something from what 
other scholars have said and combine them into an unitary theory, but 
I also make my own contribution. All of these will be clarifi ed in what 
follows.
A1. Names, including proper and general names, come from generalized 
“initial baptisms” of objects. We usually dub a physical object with a 
proper name by ostension, and dub a theoretical entity with a (general) 
name like “quark” by description.

In Naming and Necessity (1980:71), Kripke reformulates six theses 
of cluster version of descriptivism as the target of his attack, and then 
states thesis (C):

For a successful theory, the account must not be circular. The properties 
which are used in the vote must not themselves involve the notion of refer-
ence in such a way that it is ultimately impossible to eliminate.

He explains further, “(C) is not a thesis but a condition on the satisfac-
tion of the other theses” (1980: 71). Consider some examples clearly vio-
lating the noncircularity condition. Someone uses the name “Socrates”. 
How are we supposed to know to whom he refers? By using the descrip-
tion which gives the sense of it. According to Kneale (1962), the descrip-
tion is “the man called ‘Socrates’ ”. But this description tells us nothing 
at all. Taking it in this way it seems to be no theory of reference at all. 
We ask, “To whom does he refer by ‘Socrates’?” And then the answer is 
given, “Well, he refers to the man to whom he refers”. If this were all 
there was to the meaning of a proper name, then no reference would get 
off the ground at all (cf. Kripke 1980: 70).

Just as Kripke says, some descriptivists indeed make circular 
explanations in order to avoid the diffi culties of fi nding appropriate 
description(s) which uniquely determine the referent of a proper name. 
For instances, metalinguistic descriptivism claims that the name “N” 
can be characterized by such descriptions as “the object called ‘N’”, “the 
bearer of ‘N’”, “the thing which is the bearer of ‘N’”, or “the self-same 
thing which is the bearer of ‘N’” (cf. Bach 1981: 372; Katz 1990: 40, 46), 
etc. Some causal descriptivists think that the referent of N is deter-
mined by some descriptions like “the individual which has been named 
‘N’ in its initial baptism and whose name ‘N’ has been got handed down 
the causal chain” or “the object referred to by others in my linguistic 
community or by my interlocutors as ‘N’”. Clearly, these are the cases 
of reference-borrowing. Moreover, in order to determine the referent of 
“Aristotle”, descriptivists usually appeal to some description like “the 
teacher of Alexander”. The problem is how to determine the referent of 
the new name “Alexander” involved in the new description. If appeal-
ing to some description like “the most powerful one of Aristotle’s stu-
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dents”, we obviously commit the fallacy of circular account. If we assort 
to other descriptions which possibly involve other names, the question 
of “how to determine the referents of other names?” will still come out. 
The former is a obvious circle, and the latter is an infi nite regress.

Other descriptivists design descriptions such as “the entity that this 
body of information is about” (Forbes 1990: 538–539), “the subject of 
this mental dossier” (Nelson 2002: 415). They think that in order to 
determine the referent of N, at fi rst we have to identify a body of infor-
mation or a dossier (how to do this if we don’t know to which object N 
refers?), and then associate the body of information or the mental dos-
sier with an object, and fi nally identify the object satisfying the body 
of information or the dossier as the referent of N. I think, there are too 
many, in Russell’s term, “zigzags”. Let’s consider two possibilities: (i) 
at the beginning, we collect information about an object, and then dub 
the object with name N, fi nally appeal to the information to determine 
the referent of N; (ii) at the beginning, we dub an object with N, later on 
collect the information about the object, fi nally other people appeal to 
the information to identify the referent of N. I’d like to ask a question: 
which of the two alternations is nearly right? My answer: (ii) is more 
close to be correct than (i).

Strawson says: “…one reference may borrow its credentials, as a 
genuinely identifying reference, from another; and that from another. 
But this regress is not [should not be] infi nite” (1959: 182n). Searle 
also considers the parasitic use of names, that is, one speaker’s use of 
a name is parasitic on other speakers’ prior use of the name. He points 
out that the parasitic use of a name is not enough for determining the 
referents of the name, and that it must terminate in somewhere in 
order to determine which object the name designates (1983: 243–244). 
I agree, and I directly assert that reference-borrowing must terminate 
in the generalized initial baptisms of objects. Be a descriptivist or ref-
erentialist, all of us actually have the same starting-point: we dub an 
object with a name in the baptism of that object. After that, we differ 
in replying the following question: How do those people being absent 
from the dubbing event or the subsequent users of the name identify 
the referent of the name?

In the initial baptisms of objects, we dub a physical object in front 
of us with a name by ostension, or dub an unseen object with a name 
by description. As one example of the second way of naming, Le Verrier 
used descriptions to name an astronomical object, i.e. Neptune, which 
had not been found at that time. Without initial baptisms, descriptiv-
ists have no way to avoid circularity. It is Kripke’s thesis (C) that makes 
me, a fi rm (or stubborn?) descriptivist, be aware of this fact. Moreover, I 
want to emphasize that only after an initial baptism by which an object 
is named, does the object enter into our language and cognition. In most 
cases, we can’t talk about an object beyond our horizon without a name: 
what attributes does the object have? What similarity and difference 
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between one object and another are there? Thus, for people who did 
not participate in the baptism of an object, it is absolutely necessary 
for them to know something about the object to which a name refers. 
Since a very small amount of people participate in the dubbing event of 
a particular object– only for them dubbing determines reference, most 
people are not in position to identify the referent of a specifi c name by 
pointing; they have to appeal to descriptions to identify that object. So, 
it is of general interest and great signifi cance to investigate the question 
of how names refer to their referents by means of descriptions.

Here, my position is quite close to Evans’ in his (1982). In terms of 
the roles that participants in a name-using practice might play, Evans 
distinguishes what he calls “producers” from “consumers” in the prac-
tice of using name α to designate object o. A “producer’ in the practice 
of using α to refer to o is somebody who “know o as α”. S know o as α if 
and only if S has a specifi c kind of rapport with o, where the use of α 
forms part of this rapport, e.g. S has the capacity to identify o demon-
stratively and recognize o after breaks in observation. A “consumer” 
with respect to the practice of using α to refer to o is a participant in the 
practice who does not know o as α. “…it is reasonable to attribute to a 
speaker the intention to participate, by his use of a name, in the same 
practice as was being participated in by those speakers from whose use 
of the name the information he has associated with the name derives” 
(1982: 387).

Here, I have other two comments about descriptivism and naming.
First, if not considering the initial baptism of an object in which 

the object was dubbed with a name, in order to avoid the fallacy of 
circularity, descriptivists have to assert that a term has the referent 
it does just because it is associated with a set of descriptions in purely 
general, non-indexical or particular involving terms; these descriptions 
are uniquely satisfi ed by an entity, which then counts as the reference 
of that term. As Strawson argues, this is an impossible task for descrip-
tivists to accomplish: an identifying description “need not be framed in 
purely general terms. In general, indeed, it could not be so framed; it 
is impossible, in general, to free all identifi cation of particulars from 
all dependence upon demonstratively indicatable features of the situ-
ation of reference” (1959: 182n). If baptizing a object with a name was 
introduced into descriptivist picture, then, the participants of the bap-
tizing know the referent of the name. Other people can borrow refer-
ence from the participants, that is, their use of the name is parasitic to 
the use by those participants. Furthermore, when they describe other 
objects to other people, they can use those names which they already 
know what they refer to and how they refer to their referents, more 
straightforwardly, they can use descriptions containing other names. 
As Stanly presents, at least for some descriptivists, “the descriptions 
which fi x referents can, and indeed often must, contain non-descriptive 
elements” (1997: 564).
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Second, naming an object is a social event. Not everyone can give a 
name to an object; instead, denominators must have appropriate social 
status. For example, only parents or respectful persons invited by the 
parents can dub a newborn baby with a name. Naming is also a public 
event, a “game” in which the object to be named, the denominators, and 
the witnesses are involved. Moreover, the spread of a name is also a so-
cial process. It should also be socially evaluated whether or not a name 
is appropriate to an object. If a name is not considered to be proper, the 
relevant object may be re-named. A person can have his “nickname” or 
“penname”. Sometimes the nickname or penname becomes so popular 
that the original was forgotten or only known by a small amount of 
people. Consider the names “Mark Twin” and “Samuel Clemens”. So 
to speak, the naming relation of a name to an object is socially con-
ventionalized: it is not only semantic relations of names to objects, 
but also social relations among names, the corresponding objects, and 
our linguistic community. Generally speaking, there are three ways to 
guarantee that an object is successfully named: (i) People who have ap-
propriate social status name an object by pointing; (ii) People who have 
appropriate social status name an object by description; (iii) Experts in 
their professional fi elds name a theoretic entity like quark with which 
ordinary people are not familiar.
A2. In the causal-historical chain of communication, the descriptive in-
formation about what name N refers to is passed on from one person to 
another and from one generation to the next; thus, the causal-historical 
chain of N is a chain starting from the dubbing of an object with N and 
preserving information about that object as N’s bearer.

Kripke claims that after the initial baptism, “through various sorts 
of talk the name is spread from kink to link as if by a chain” (1980: 91). 
He argues, the chain fi rstly and mainly transmits the referent of name 
N, although it also could transmit information about N’s bearer so that 
it could be a chain for transmitting information. When hearing N from 
somewhere, even though speakers at the far end of the chain are non-
informed (ignorance), mis-informed (error), or poorly-informed (insuf-
fi ciency) about the referent of N, they still can use N to refer to that 
object. Kripke states the condition as follows for successful transmis-
sion of reference in the chain, and accept the possibility that something 
is mistakenly transferred in the chain:

…When the name is ‘passed from link to link’, the receiver of the name must, 
I think, intend when he learns it to use it with the same reference as the man 
from whom he heard it. If I heard the name ‘Napoleon’ and decide it would 
be a nice name for my pet aardvark, I do not satisfy this condition. (Kripke 
1980: 96; emphasis added)
…Obviously, the name is passed on from link to link. But of course not 
every sort of causal chain reaching from me to a certain man will do for me 
to make a reference. There may be a causal chain from our use of the term 
‘Santa Claus’ to a certain historical saint, but still the children, when they 
use this, by this time probably do not refer to that saint. (Kripke 1980: 93)
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I have three comments about the causal chain of N.
(1) The causal chain of N is a chain preserving information about 

N’s bearer; only by means of preserving information about N’s bearer, 
can the chain transmit the referent of N. Without the least informa-
tion such as “N is an X” (here X is a sortal), e.g. “Dan is my pet dog”, 
nobody can take any word s/he heard to be a name. Only based on such 
information can a hearer judge that the word s/he heard is a name of an 
object. The following citation from Kripke is puzzling to me:

…A mathematician’s wife overhears her husband muttering the name ‘Nan-
cy’. She wonders, whether Nancy, the thing to which her husband referred, 
is a woman or a Lie group. Why isn’t her use of ‘Nancy’ a case of naming? If 
it isn’t, the reason is not indefi niteness of her reference. (Kripke 1980: 116n)

That is the alleged case of ignorance against descriptivism: even if one 
person know nothing about what thing a name designates, s/he still can 
use the name to refer to what it designates. Back to Kripke’s example: 
although the mathematician’s wife has no idea of what thing Nancy 
is, or of whom Nancy is, she still can use “Nancy” as a name to refer 
something or somebody. But I have serious doubt with this claim: how 
does the wife know that “nancy” is a name rather than a noise from her 
husband, since he also mutters something like “haha” and “bala”? why 
is “nancy” a name but “haha” or “bala” not? In my understanding, she 
takes “Nancy” as a name but does not take “haha” and “bala” as names, 
just because as one competent English speaker she has common sense 
that in English “Nancy” is usually used as the name of a female, but in 
few time “haha’ and “bala” are used as the names of objects. However, 
“usually” does’nt mean “always”, and “few” doesn’t mean “never”. Con-
sider such a possibility: the mathematician pronounces “nancy” just for 
fun, exactly like he pronounces “haha” and “bala”. All these “noises” 
serve the same purpose: to amuse himself and make himself relax. It is 
reported that some African people have very long and strange names: 
some words, such as “pain”, “nuisance”, “Good by”, “Friday”, are used in 
the names of African people. I think, if an agent is completely ignorant 
of a language, he has no reason to identify any word of that language 
s/he heard as the name of some object; also, if he has no information 
about an object to which a name refers and also cannot identify the 
referent of the name demonstratively, he has no reason to regard any 
word s/he heard as the name of that object, unless he names the object 
to which he faces by himself.2

Perhaps we should consider the cases of “Cicero” and “Feynman” 
discussed by Kripke (1980: 81). About what the name “Cicero” desig-
nates, many people know only that he was “a famous orator of ancient 

2 Evans also investigates what conditions have to be satisfi ed by an expression 
x and an item y for x to be a name of y. In his view, “NN” is a name of x if (and only 
if): (i) There is a community in which people use “NN” to refer to x; (ii) It is common 
knowledge that “NN” is so used; (iii) The reference in (i) relies on the knowledge in 
(ii), and not on the knowledge that x satisfi es some predicate embedded in “NN” (cf. 
Evans 1973: 1, 18).
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Rome”, and about “Feynman” only that he was “a physicist or some-
thing”. Obviously that such description(s) is not suffi cient for fi xing 
the referent of the corresponding name uniquely, but people still use 
it as the name of a person. My reply: Yes, people still use “Cicero” and 
“Feynman” separately as a name for Cicero and Feynman, because they 
have known that Cicero is a famous Roman orator, and Feynman is a 
physicist. Based on such little information, they know that both “Ci-
cero” and “Feynman” are used by other people as the names of two hu-
man beings. Since the information is so poor and insuffi cient, they are 
not in position to pick out two men to which two names refer. However, 
as the members of their linguistic community, their uses of two names 
are parasitic to the uses by other members of the community. Although 
they don’t know exactly what individuals to which two names refer, 
but some other members know. They borrow reference from the other 
members of the community who know.

(2) In the causal chain of N, only information about N’s bearer can 
guarantee that the intention of present speakers is in accord with that 
of previous speakers.

In order to guarantee that the referent of a name is transferred suc-
cessfully down the chain, Kripke just mentions one condition that in 
using names which s/he heard from other speakers a hearer must keep 
the same intention with the speakers’. Kripke stops here and does not 
make further enquiry. But I want to ask a question: how do we make 
sure that the condition will be satisfi ed? In my view, if N’s bearer is 
absent in the place of utterance, then speakers cannot transmit the 
referent of N to hearers by pointing. They have to say something about 
N’s bearer in order to make hearers know that they are talking about 
the object to which name N refers. Just as my analysis of the case of 
“Nancy” shows, if without the least necessary information, there will be 
no successful reference-transmission, even no name transmitted. This 
is the fi rst point which I want to emphasize here.

Secondly, different information will result in different reference, 
even result in different names. For instance, two guys talk about a 
man named “John Lycan”, but one talks about a man born in a wealthy 
family, who himself is a distinguished professor of a well-known Ameri-
can university, publishes several good books, and often travels abroad 
to deliver lecture; another talks about a man born in an impoverished 
family, who himself is fortunately a gifted football player, makes a 
huge amount of money, and lives a quite decent life. Under such cir-
cumstance, two talkers will know soon that they are talking about dif-
ferent persons happened to have the literal “same” name(s).

Thirdly, mistaken or insuffi cient information will produce mistaken 
reference, called “reference-shift”. For instance, Evans mentions the 
case of “Madagascar”. Originally, it named a portion of the African 
mainland. But, misunderstood by Marco Polo, it became attached in-
stead to the great island off the coast of Africa (Evans 1973: 11). Despite 



 Chen Bo, Socio-historical Causal Descriptivism 53

the fact that there is a continuous “chain” of derived uses of the name 
‘Madagascar’ going back to the baptism of the mainland, the name as 
used now refers to an island. The reason why the reference-shift happen 
is that the information is wrongly transmitted by Marco Polo. Kripke 
himself also mentions that “Santa Claus” might originally designate a 
certain historical saint, but today children use it to refer to a fi ctional 
fi gure in religion (Kripke 1980: 93). This is a case of “reference-failure”: 
a name from “referring” to “empty”, viz. not referring. Why does this 
phenomenon happen? One reasonable explanation is that there is no 
suffi cient information transferred down to children today.

Fourthly, new information will result in new reference, even new 
names. I call such situation “reference-regeneration”. For instances, a 
certain name was originally taken to designate a mythological fi gure, 
but new archaeological evidence shows that the name refers to a real 
historical fi gure, so the name changes from “empty” to “referring”; Or 
a certain name originally designated a fi ctional fi gure, but later people 
used this term to refer to a real person, and this man was so famous 
in history that people forgot the fact that this name once denoted a 
fi ctional character. Certainly, in the cases of so-called “reference-regen-
eration”, actually there are two pairs of names which refer to two pairs 
of people, but we cannot ignore the fact that each pair of names is liter-
ally “same”, and there is some kind of continuous history in that pair.

I’d like to include reference-shift, reference-failure, reference-regen-
eration together under the title “reference-shift”. In my view, the fun-
damental reason why reference-shift happens is that when information 
about N’s bearer is transmitted down a causal chain of N, people com-
mit some mistakes about the information of N’s bearer consciously or 
unconsciously.

Here, I want to talk something more about the causal chain of N. 
Actually, whether be descriptivists, such as Evans and Searle, or be 
referentialists, such as Kripke and Donnellan, there are quite many 
similarities between their conceptions of names: they both (at least 
could) agree that there are causal, historical, chains of communication, 
in which names get handed down from one person to another, from one 
generation to the next; and they both require intentional components 
(the intention to refer). What distinguish descriptivists from referen-
tialists are their different answers to some key questions, e.g., what is 
it that is transmitting down the causal chain about a name? Clearly, it 
is not just the name; it is the name plus something else that is conven-
tionally associated with the name. For descriptivists, what is conven-
tionally associated with the name is a sense (or description, or cluster 
of descriptions, or way of picking something out); For Kripke, what 
is conventionally associated with the name is an object. Another key 
question is: how are names connected to their referents? Frege claims 
that there is an intermediary, i.e. a sense; Searle asserts that “objects 
are not given to us prior to our system of representation”, and so our 
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representations intervene between name and referent (Searle 1983: 
326). But Kripke maintains that the connection is unmediated: names 
are directly referential. It is these points which distinguish descriptiv-
ists and referentialists apart.
A3. Only informative descriptions of N’s bearer acknowledged by our 
linguistic community constitute the meaning or partial meaning of N. 
These descriptions describe the features of that object, and the collection 
is always open-ended and vague to some extent.
At fi rst, I want to make clear what is really the semantic reference of a 
linguistic expression. I agree with Strawson’s claim: “‘Mentioning’, ‘re-
ferring’ is not something an expression does; it is something that some-
one can use an expression to do” (1950: 326; emphasis added). Even 
Kripke himself thinks that the semantic reference of a designator in a 
given idiolect (which usually includes a large linguistic community) is 
the thing which is determined by the conventions or rules of the idiolect 
together with facts about the world (e.g. which satisfi es the descriptive 
property in question) on the occasion of use of the designator (cf. Kripke 
1977: 111). In my view, since the conventions or rules of a language 
are the business of a linguistic community, the semantic referent of a 
designator could be said to be the thing to which the linguistic commu-
nity takes the designator refer. Especially for a defi nite description, its 
semantic reference is not the factual satisfi er of that description, but the 
object which our linguistic community think satisfi es that description. I 
will make this idea clear further in what follows.

In my view, in the causal chain of name N, not all the informative 
descriptions of N’s bearer are preserved: some are thrown away or for-
gotten, because they are not accepted as true by our linguistic commu-
nity; some are revised, because they are partly true and partly false. 
Only those informative descriptions acknowledged by our linguistic 
community are preserved, getting handed down the causal chain. Fi-
nally, they become a part of public beliefs about that object, and enter 
into dictionaries or encyclopedias. In some sense, dictionaries or en-
cyclopedias are just the summarization or refi nement of our previous 
cognitive achievements, so they have experiential origins and contents, 
and can be enlarged, revised, or even replaced by our new epistemic 
achievements (cf. Chen Bo 2015: 103–104). It is important for agents 
to know the informative descriptions of N’s bearer accepted as true by 
our linguistic community, because only these descriptions determine 
the referent of N, constitute a linguistic or cultural tradition about the 
use of N, and even a part of the capacity of a competent language-user 
to properly use N.3

3 Evans admits that there are indeed causal relations or causal chains with 
respect to the use of names, but Kripke “has mislocated the causal relation; the 
important causal relation lies between that item’s states and doings and the 
speaker’s body of information—not between the item’s being dubbed with a name 
and the speaker’s contemporary use of it” (Evans 1973: 13).
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I will introduce symbols to characterize the meaning of name N: 
let lowercase letters, a, b, c, d, e, f, g, h, i, j, k,… separately stand for a 
description of N’s bearer. Some descriptions are not accepted as true by 
our linguistic community, so they will not enter into the collection of 
descriptions as the meaning of N; only those description acknowledged 
by our linguistic community enter into the collection about N’s bearer: 
a, b, c, d, e, f, … , in which “…” shows that there are some members 
outside of the listed, and we can change the members of the collection 
if necessary, that is, let some old member(s) get out, and some new 
member(s) come in, if we get new evidence; so the collection is always 
open-ended and is vague to some extent. Since the collection illustrates 
the consensus of our linguistic community about N’s bearer, and gen-
erally acknowledged by our linguistic community, so an operator  for 
consensus can be put in the front of the collection as a superscript: 
a, b, c, d, e, f, … . This kind of collection of descriptions determines 
the referent of N. Of course, we could have some other collections of 
descriptions of N’s bearer by means of our counterfactual imagination, 
e.g., -a, -b, -c, -d, -e, f, g, h, j, k, … , -a, b, -c, -d, e, -f, u, v, w, x, … , 
in which ‘-a’ shows that a is absent, and so forth. These collections do 
not constitute the meaning or partial meaning of N, because they have 
not been agreed by our linguistic community. We can’t use them to 
determine the referent of N, at least we can’t use them to identify the 
object to which we usually use N to refer.

From this perspective, the so-called “counterexamples”, such as 
Gödel/Schmidt case, Peano/Dedekind case, Johna-Moses-Aristotle cas-
es, of descriptivism given by Kripke in his semantic argument, could be 
explained away. Here, I will consider the fi rst two.

Kripke conceives a counterfactual situation. Gödel had a friend 
called “Schmidt”, who had actually proved the incompleteness of arith-
metic. But Gödel somehow got hold of the manuscript and published it 
in his own name. Then Gödel achieved fame as “the man who discov-
ered the incompleteness of arithmetic”. However, in fact, the real refer-
ent of that description is the man Schmidt. If “Gödel” is synonymous 
with the description “the man who discovered the incompleteness of 
arithmetic”, does “Gödel” change its referent into the man Schmidt? 
Kripke replies “No”, “Gödel” still designates the person called “Gödel” 
whereas the description “the man who discovered the incompleteness 
of arithmetic” refers to the man Schmidt, because Schmidt is actually 
the person satisfying that description, and we make a mistake when 
using the description to refer to Gödel.

I can reply to Kripke as follows. In your argument, I fi nd an implicit 
supposition: the question of “how does some description(s) refer to an 
object?” just concerns the relation between the description(s) and its 
satisfi er, between a language and the world, which are only the mat-
ters of fact, and has nothing to do with the intentions, conventions and 
customs of our linguistic community in using the description(s) and the 
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language. In other words, the semantic referent of some description(s) 
is just the object which in fact satisfi es the description(s), rather than 
the object to which our linguistic community takes the description(s) 
to refer. But I have argued that this supposition is wrong (cf. Chen Bo 
2013a: 423–433). Here, I just reply Kripke very shortly: your fabricat-
ed story is not acknowledged by our linguistic community; your fancy 
about Gödel is not in the causal chain of the name “Gödel”. Therefore, 
we can still believe that the description “the man who discovered the 
incompleteness of arithmetic” designates the man Gödel rather than 
the man Schmidt. However, if your imagined situation is supported 
by good evidence and agreed by our linguistic community, perhaps we 
will cut off the connection of the name “Gödel” with the description “the 
man who discovered the incompleteness of arithmetic”, and establish 
a new connection of the description with the name “Schmidt”. Perhaps 
we will also build up the connection of the name “Gödel” with the new 
description “the notorious man who stole Schmidt’s proof of the incom-
pleteness of arithmetic”. Just as Kripke himself says,

In general our reference depends not just on what we think ourselves, but 
on other people in the community, the history of how the name reached one, 
and things like that. It is by following such a history that one gets to the 
reference. (Kripke 1980: 95)
Kripke also talks about Peano-Dedekind case. It is commonly be-

lieved that Peano is the man who discovered certain axioms which 
characterize the sequence of natural numbers. But actually it is De-
dekind who discovered these axioms earlier; thus the description “the 
man who discovered certain axioms which characterize the sequence 
of natural numbers” denotes Dedekind. Many people mistake Einstein 
for both the discoverer of the theory of relativity and the inventor of 
the atomic bomb. But actually it was not a single person but a group of 
people who invented the atomic bomb. Similarly, many people regard 
Columbus as the fi rst man to know that the earth was round and the 
fi rst man to discover America. However, there might have been some-
one else who is the semantic referent of these descriptions, whereas 
“Columbus” still refers to the person originally called “Columbus”.

My reply is similar to the Gödel-Schmidt case. What is of great 
signifi cance is not what Peano, Einstein, and Columbus have actual-
ly done, but what is acknowledged by our linguistic community. Our 
community even makes a series of institutional arrangement about 
academic acknowledge, such as anonymous referee, open-access pub-
lication, objections and replies, discussion and debate, citation data as 
infl uential factor, public reward system, and so on. Only those descrip-
tions of a scientist agreed by our community can be regarded as the 
part of the “offi cial” history of the person and constitute the meaning or 
partial meaning of the relevant name. In contrast, those descriptions of 
the person rejected by our community will be forgotten, or just become 
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the topics of chat, gossip, or casual conversation at leisure time. We 
never consider those descriptions seriously.

In sum, my idea is this: the meaning of a name depends on consen-
sus of our community rather than somebody’s wild imagination, and a 
name or description designates what our language community agrees 
to use it to designate. In semantics, there is no pure matters of fact, the 
intentionality of a linguistic community must be considered.
A4. With respect to the practical needs of agents, there is a weighted 
order in the collection of informative descriptions of N’s bearer; that is, 
in the collection some descriptions are more important or central than 
others for determining the referent of N.

When restating the cluster version of descriptivism about names, 
Kripke mentions thesis (3): “if most, or a weighted most, of the φ’s are 
satisfi ed by one unique object y, then y is the referent of ‘X’” (Kripke 
1980: 71, emphasis added). That is to say, traditional descriptivists do 
not give equal weight to all the descriptions in the collection. When 
identifying what a name designates, some descriptions are more impor-
tant or central than others. Evans thinks, the denotation of a name is 
fi xed by the bodies of information; a particular object is the dominant 
source of the descriptions we associate with the name, and it is the 
dominant description that plays a crucial role in determining the refer-
ent of a name (Evans 1973: 15–17). Putnam notices that the stereotype 
of “tiger” includes such features as “being an animal”, “being big-cat-
like”, “having black stripes on a yellow ground”. He assumes that the 
feature “being an animal” is more central than others, because it is im-
possible to conceive that tigers might not have been animals (Putnam 
1975: 188–190). In my view, the members of the collection of descrip-
tions about N’s bearer have to be organized into some kind of structure.

I suspect that Kripke might implicitly hold a similar position. For 
him, most descriptions are non-rigid designator because they usually 
describe the superfi cial or accidental features of their objects; however, 
some descriptions are rigid designator, such as “the positive odd num-
ber less than 2”, “the element with the atomic number 79” and “H2O”, 
because they characterize the essence of the corresponding objects. Es-
sence is what an object or natural kind necessarily has, i.e. what it has 
in all possible worlds in which it exists. According to Kripke, the es-
sence of an individual such as “Aristotle” is its origin; the essence of an 
artefact such as “table” is its constituent material; and the essence of a 
natural kind like “tiger” is its internal structure. The descriptions about 
essence will refer to an object or a natural kind in all possible worlds in 
which the object or the kind exists, so they are rigid designators. Thus, 
essential descriptions of an object are more weighted than others.

I myself also think that not all the descriptions in the collection 
have equal weight. When determining the referent of a name, some 
descriptions are more important than others because they are essen-
tial descriptions. In a long interview by BBC, Quine says that so-called 
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“essence” is what is most important; the essence of a thing depends on 
how the thing is described. But he thinks that since we could not make 
it clear that what is the most important about an object, we could not 
explain clearly what essence is. So he rejects essentialism, taken it as 
a notorious form of Platonism. Putnam says that “importance is an 
interest-relative notion” (Putnam 1975: 157), that is, it depends on our 
interest to decide which properties more important than others. I ap-
plaud to this brand of essentialism. I think that the importance is rela-
tive to the agent’s interest. By introducing the parameter “with respect 
to humans’ interest”, I will relativize and thus diversify the essence of 
an object. For example, the essence of human beings for zoologists is 
different from that for sociologists. If we can generalize common need 
of humans’ cognition and practice, then we could fi nd out the general 
essence of an object. For instance, the general essence of human beings 
might be “the animals that are able to speak, to think, and to make 
tools”. This version of essentialism can be called “interest-relative es-
sentialism”, whose details and arguments have to be left to other pa-
pers.

In his paper (2011), Costa criticizes the traditional cluster theory 
of proper names because a cluster has no internal structure, being 
completely disordered: all descriptions belonging to the cluster seem 
to have the same value and play the same identifying role. He wants 
to put an order into this mess. He distinguishes all the descriptions of 
an object in the cluster into two groups. One consists of fundamental 
descriptions, including “(i) a localizing description, which gives the spa-
tio-temporal location and career of the object, and (ii) a characterizing 
description, which gives what are considered the most relevant proper-
ties of the object, those that give us the reason to use the name in refer-
ring to it” (Costa 2011: 260). Another consists of auxiliary descriptions 
which seem to connect a name with its bearer in a more or less acciden-
tal fashion. The second group includes metaphorical descriptions, ac-
cidental but well-known descriptions, accidental and usually unknown 
descriptions, adventitious descriptions (Costa 2011: 261–262). Then, 
Costa formulates a meta-descriptive rule MDR:

A proper name N is used to refer to the object x belonging to a cer-
tain class C of objects, iff it can be assumed that x properly originates 
our awareness that
(i–a) x satisfi es its localizing description for N, and/or
(i–b) x satisfi es its characterizing description for N, and
(ii) x satisfi es the description(s) suffi ciently, and
(iii) x satisfi es the description(s) better than any other object belonging 

to C.
 (Costa 2011: 270)
Obviously, Costa and I have a similar viewpoint that there is a struc-
ture in the descriptions-cluster of an object. But my position is quite 
different from his in other sides, e.g. I pay much more attention to the 
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role of a linguistic community for determining the meaning and refer-
ence of a name than he does. In my view, fi rst, the distinction of fun-
damental and auxiliary descriptions makes sense only with respect to 
the practical needs of agents. Take “Aristotle” for an example. We can 
characterize Aristotle as a famous scholar, a philosopher, a linguist, a 
biologist, an educator,  so the relevant characterizing and auxiliary 
descriptions about him will be radically different: fundamental descrip-
tions in one encyclopedia will become auxiliary ones in another, vice 
versa. Secondly, only those descriptions acknowledged by our linguistic 
community can become the meaning or partial meaning of the name 
which refers to the object. Thirdly, we cannot exactly determine how 
many descriptions an object has to satisfy in order to be the referent of 
a name, since in replying this issue, we consider not only the quantity 
of descriptions, but also the order of descriptions in the cluster, and 
even the practical needs of agents.
A5. The meaning or even partial meaning of N, together with the back-
ground of a discourse, the network of knowledge, speaker’s intention, 
etc., determines the referent of N.

Kripke puts forward his semantic argument against descriptivism 
as follows:

P1 If descriptivism is correct, then, the meaning of name N, 
which is given by one description or a cluster of descriptions, 
should provide a set of necessary and suffi cient conditions 
for determining what N designates.

P2 In fact, the corresponding description(s) cannot supply such 
a set of conditions for fi xing the referent of N.

C Descriptivism is wrong.4

I judge that P1 of the semantic argument of Kripke’s does not hold, 
because it relies on a problematic assumption, namely, descriptivists 
have to hold two claims: (i) If name N has its meaning and the meaning 
is given by some description(s), the description(s) should provide a set 
of necessary and suffi cient conditions for determining the referent of N; 
(ii) It is possible for us to fi nd out such a set of necessary and suffi cient 
conditions for determining N’s bearer. I have argued that the assump-
tion is wrong (cf. Chen Bo 2013a: 435–438).

In my view, when determining what a name designates, it is abso-
lutely necessary to fi x different domains of discourse in different con-
texts. These domains are usually smaller than the Universe containing 
all the actual individuals in the external world, and much smaller than 
the Super-Domain containing all the possible individuals in all pos-
sible worlds. When determining the referent of a name by means of its 
meaning, actually we choose the referent from the specifi c domain of 

4 Salmon regards the semantic arguments as “the strongest and most persuasive 
of the three kinds of arguments for the primary thesis of the direct reference theory” 
(Salmon 2005: 29).
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discourse rather than always from the Universe or the Super-Domain. 
Under such contexts of utterance, only a few ordinary descriptions are 
required to identify the referent of a name, since only a fi nite number 
of individuals are in that place.

For example, “the girl dressed in red clothes” is not enough to deter-
mine the referent of any name, since there are too many girls dressed 
in red clothes in the world, let alone the amount in all possible worlds. 
However, there are only a small number of people in a particular con-
text. When one asks “who is Lori?” someone else replies that “Lori is 
the girl dressed in red clothes”. If there is exactly one girl dressed in 
red clothes in that place, only by using the description about surface 
feature of a person, can we identify to whom the name “Lori” refers. 
If there happen to be many girls dressed in red clothes, we can keep 
talking to give more descriptive information in order to identify the 
referent of “Lori”.

I agree with Searle’s idea that speakers’ intention, Network and 
Background play a crucial role in determining what a name designates. 
Network includes personal convictions, scientifi c knowledge, and the 
existence of social practices and institutions, and it is in virtue of the 
network that humans succeed in having meaningful experiences or 
saying meaningful things. Background is the set of abilities, capacities, 
tendencies, and dispositions that humans have; it itself is non-repre-
sentational and non-intentional. For example, when someone invites 
me to attend his/her wedding, I know that I have to dress formally and 
bring him/her signifi cant gift(s); when someone invites me to join a 
country music, I know that I can dress casually and behave quite wild, 
even though the obvious request does not include this kind of details. 
Background beliefs give clues to my judgment and choice. Here, just 
consider one example as follows.

Donnellan (1970: 335–58) makes a bold envisagement. Suppose 
that all that a certain speaker knows or thinks he knows about Tha-
les is that he is the Greek philosopher who said that all is water. But 
suppose that there was no Greek philosopher who said such a thing, 
and Aristotle and Herodotus were referring to a well digger who said, 
“I wish all was water so I wouldn’t have to dig these damned wells”. 
Further, suppose that there was a hermit who had no contact with any-
one, who actually held that all was water. Furthermore, suppose that 
Herodotus had heard a frog at the bottom of a well making croaking 
noises that sounded like the Greek for “all is water”; this frog happened 
to be a family pet named “Thales”, and this incident is the origin of the 
view that somebody held that all is water. Then, we will meet a serious 
question: when using the name “Thales”, do we refer to the Greek phi-
losopher, the well digger, the hermit, or the frog? Searle argues that in 
order to answer this question, we have to rely on the relevant Network 
of Intentionality. When we say “Thales is the Greek philosopher who 
held that all is water”, we do not just mean anybody who held that all 
is water, we mean that person who was known to other Greek philoso-
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phers as arguing that all is water, who was called in his time or subse-
quently by people as “Thales”, whose works and ideas have come down 
to us posthumously through the writings of other authors, and so on.

…in all these cases there will be an external causal account of how we got 
that information, but what secures reference is not the external causal 
chain, but the sequence of the transfer of Intentional contents. The reason 
we are not tempted to allow the hermit to qualify as Thales is that he simply 
does not fi t into the Network and the Background. (Searle 1983: 252–253)

I think that in a specifi c context, sometimes we can determine what 
a name designates just by one description, while sometimes we can 
achieve this by a cluster of descriptions. Can we generally explain how 
many descriptions we need to determine the referent of a name? No, 
because we also have to consider the speaker’s intention, Network and 
Background when determining the referent of a name. Therefore, just 
like the question “how does a name designate an object?”, the question 
“how do we identify what a name refers to?” is also relative to many 
social factors; it depends on the interplay of these factors to determine 
the referent of a name.

I think, it is the right place to reply shortly Kripke’s epistemic argu-
ment against descriptivism. The argument runs like this:

P1 If descriptivism is correct, that is, name N is synonymous 
with its relevant description “the F”, then “N is the F” 
should be knowable a priori.

P2 In fact, “N is the F” is not knowable a priori.
C Descriptivism is wrong.

For example, consider two sentences:
(1) Aristotle is Aristotle.
(2) Aristotle is the teacher of Alexander the Great.

Kripke thinks, according to descriptivism, “Aristotle” is synonymous 
with the description “the teacher of Alexander the Great”; then, if sub-
stituting the second occurrence of “Aristotle” with “the teacher of Alex-
ander the Great” in (1), we get (2). Since (1) is knowable a priori, so is 
(2). Actually, (2) is essentially an empirical statement, we have to judge 
its truth value completely based on historical documents and other em-
pirical evidence. So, (2) is absolutely not knowable a priori. Therefore, 
descriptivism is wrong.

I have two comments about the epistemic argument:
First, I don’t think descriptivists have to hold such position that a 

name is synonymous with some relevant description(s). I take myself 
as a fi rm descriptivist, but don’t accept the synonymy thesis that “Aris-
totle” is synonymous with “the teacher of Alexander the Great”. In my 
view, the meaning of name N consists in the collection of informative 
descriptions of N’s bearer acknowledged by our linguistic community, 
and these descriptions describe the features of the object. Since the ob-
ject as the referent of N and our cognition about that object are always 
in the process of change, so the collection of informative descriptions of 
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N’s bearer is open-ended, and is vague to one degree or another. There-
fore, N cannot be strictly synonymous with any defi nite description, 
even with the collection of such descriptions.

Second, even if we temporarily accept the synonymy thesis, we still 
cannot get the conclusion that (2) is knowable a priori. As I argued in 
Chen Bo (2015: 106–108), semantic knowledge is empirical and encyclo-
pedic knowledge, including the uses of language accepted by a linguistic 
community; it is the condensation, refi nement, and summarization of 
our previous epistemic achievements, so it has empirical content and 
origin. Quine emphasizes: “The lexicographer is an empirical scientist, 
whose business is the recording of antecedent facts; and if he glosses 
‘bachelor’ as ‘unmarried man’ it is because of his belief that there is a 
relation of synonymy between these forms, implicit in general or pre-
ferred usage prior to his own work” (Quine 1953: 24). Why we can sub-
stitute “Aristotle” with the description “the teacher of Alexander the 
Great” in (1)? Because empirical evidence shows us that Aristotle is the 
teacher of Alexander the Great, we make use of this empirical message 
to do the substitution, then we get (2). So, (2) is also based on empirical 
evidence, and is just knowable a posteriori. For more details, see Bo 
(2013b).

Let a is a proper name, b is the corresponding description rele-
vant with a, I can generalize the form of Kripke’s epistemic argument 
against descriptivism as follows:

(1) It is knowable a priori that a is a;
(2) a = b;
So, (3) It is knowable a priori that a is b.

Kripke argues, since it is not knowable a priori that a is b, we should 
deny the descriptivist premise (2); Therefore, descriptivism about name 
is wrong. 

But in my judgement, this argument is not sound, because it 
makes use of the principle of substitution which is problematic: 
KF(a)(a=b)KF(b), here “K” means “know”. Rather, It should appeal 
to the valid principle of substitution: KF(a)K(a=b)KF(b). (3) can fol-
low not from (1) and (2), but from (1) and (2): It is knowable a priori 
that a is b. Since descriptivists don’t accept (2) as true, Kripke’s epis-
temic argument collapses.
A6. All names have their own referents, including physical individuals, 
and parasitic, fi ctional, or intensional objects. So there are few names 
absolutely without reference.

In my view, the referential relation between a name and an object 
is not an objective relation between the two; on the contrary, a com-
plete understanding of the referential relation of a name and an object 
involves three elements: speakers’ intention, the meaning of name N, 
and the object to which N refers. Which object N designates depends on 
what a speaker intends to use N to designate. Moreover, what names 
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designate can be classifi ed as follows: physical objects, parasitic ob-
jects, fi ctional objects, and intensional objects. The last three groups 
may be called “abstract objects”.

Obviously, in our language, many names refer to physical objects 
which exist in the actual world, i.e. in space and time, can be perceived 
by us, and have causal effect with each other. For example, there are 
names of people, such as “Socrates” and “Einstein”; names of natural 
objects, such as “Sun” and “Earth”; names of places, such as “Oxford” 
and “Tokyo”; names of countries, such as “China” and “United States”; 
names of organizations or political parties, such as “UNESCO”, “Ja-
pan’s Liberal Democratic Party”; names of books, such as “The Orga-
non” and “Origin of Species by Means of Natural Selection”; names 
of events, such as “American War of Independence” and “the Second 
World War”. And so on. Physical objects are very close to “primary sub-
stance” called by Aristotle: “Substance, in the truest and primary and 
most defi nite sense of the word, is that which is neither predicable of 
a subject nor pr esent in a subject; for instance, the individual man or 
horse” (Categories, 2a13–14). “Moreover, primary substances are most 
properly called s ubstances in virtue of the fact that they are the enti-
ties which underlie ev erything e lse, and that everything else is either 
predicated of them or present in them” (Categories, 2b14–17). Moreover, 
physical objects include theo retical entities in natural sciences, such as 
atoms, electrons, photons, and other particles, which cannot be directly 
perceived by humans, but can be discerned by means of instruments.

There are also names designating parasitic objects supervened 
on physical individuals. Individuals come fi rst, but they are not bare 
particulars without any property or quality. An individual itself has 
certain properties and also is related to other individuals. Individuals 
can be classifi ed into different kinds or classes, such as animal, human 
being, and plant. In biology, there is a classifi cation system consisting 
of species, genus, family, order, class, phylum, and kingdom. There are 
natural kind terms such as “cat”, “tiger”, and “lion”. Without natural 
kind terms, we have to meet serious diffi culties in our ordinary talk, 
and even our scientifi c system will collapse. Although kinds or classes 
are the results of abstract thinking, they still have some kinds of objec-
tive existence. An object has property, and there are some relations be-
tween or amongst objects; these constitute so-called “states of affairs” 
or “facts”. Although states of affairs or facts are different from individu-
als since they are very diffi cult to be individualized, they are still objec-
tive. What mass terms such as “gold”, “wood”, “water”, “fi re”, and “soil” 
designate cannot be individualized either, but they certainly exist in 
the actual world. Physical individuals always exist in space and time. 
Moreover, everything is in process of change, and their change follows 
regularities and laws. Since things are objective, so are the regularities 
and laws followed by them. In this way, we have a variety of entities 
supervened on or being parasitic to physical objects, such as qualities, 
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relations, classes or kinds, laws, etc. Certainly, these entities do not 
exist in space and time as substances, but it is reasonable to affi rm 
that there are such kinds of supervened or parasitic entities; otherwise, 
physical objects will become pure abstraction or nothingness. Besides, 
there are another kind of abstract objects, such as natural numbers, 
real numbers, and complex numbers.

There are names denoting fi ctional objects, which do not exist in the 
actual world, but are created by human intellects. For example, there 
are various characters in Greek mythology, such as Gaea, Zeus, Posei-
don, Apollo, Athena, Hermes, Dionysus; various characters in science 
fi ction such as Superman, Spiderman, Harry Potter, Batman; a variety 
of literary fi gures such as Hamlet and Sherlock Holmes. Names denot-
ing such kinds of objects are usually called “empty names”, because 
the objects to which they refer are not real, i.e., not exist in the actual 
world. The phrase “empty names” may come from Russell’s “robust 
feeling for reality”:

Logic, I should maintain, must no more admit a unicorn than zoology can; 
for logic is concerned with the real world just as truly as zoology, though 
with its more abstract and general features. (Russell 1919: 169)

I think that Russell’s position confl icts with our linguistic intuition and 
common sense. In natural languages, there are many names denoting 
fi ctional characters. We usually consider that these names are referring 
to something rather than nothing, because we can talk and exchange 
our opinions about them understandably. Besides, some mythological 
and literary fi gures have played very important roles in shaping the 
cultural identity of a nation.5 Why does logic, philosophy, and seman-
tics exclude these names? Is the talk about them beyond the limit of 
reason? I do not think so, I do not like the phrase “empty names”.

There are names denoting intensional objects, including concepts, 
propositions, beliefs, thoughts, theories, and doctrines, etc. For in-
stances, the concept “prime number,” the proposition that no bachelor 
is married, Archimedes Principle, Law of Universal Gravitation, Social 
Contract Theory, and Pragmatism. These objects depend on our lin-
guistic actions, and can be grasped by different human minds, so they 
are inter-subjective. There are fi erce debates about the existence of 
such kind of objects. We often meet two extremes: one is held by Frege 
and Popper, admitting objective thoughts or knowledge as entities; and 
the other is by Quine, rejecting any intentional entities like meaning 
and proposition.

I call physical and parasitic objects “actual existence” or “reality”. 
There are causal relations among actual objects and between actual ob-
jects and human beings. We can give the following criteria for “reality”: 
all actual objects have causal effects on perceivable material bodies, 
and we explain the changes of these material bodies by means of such 

5 In his paper “Nonexistence” (1998), Salmon acknowledges the existence of 
literary fi gures like Sherlock Holmes and mythical objects like Vulcan.
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effects. For example, force, macro-objects like Earth and human be-
ings, micro-objects including atoms and other basic particles, are relat-
ed together and have mutual effects; thus we admit the reality of force 
and atoms. So, in my opinion, “the actual” include both concrete objects 
like physical individuals, and at least some parasitic objects, such as 
properties, relations, classes, and laws. Moreover, I call fi ctional and 
intensional objects “ideal objects”, existing in humans’ epistemic sys-
tem articulated by language. Ideal objects can be shared by different 
people, and occur as the products of human intellect. In addition, there 
are delicate relations between ideal existence and actual existence. In 
some sense, ideal objects are the reconstruction of actual objects by cog-
nitive subjects in a variety of ways. Even for the queerest and strangest 
creations of human thinking, we can still discern the shadows of actual 
objects on them. As Popper emphasizes, once ideal objects are created 
by people, they usually transcend their producers and get their own 
independent lives.

* * *
I support Russell’s view that a logical and semantic theory may be 
tested by “its capacity for dealing with puzzles” (Russell 1905: 484). 
So, in order to test the effectiveness of my SHCD, we can examine how 
it reply to Kripke’s arguments against descriptivism, including the 
epistemic, the semantic and the modal, and other logical puzzles about 
names, e.g. the puzzle about belief presented by Kripke (1979), and 
what differences there are between my SHCD and other versions of 
descriptivism, and between SHCD and referentialism in dealing with 
these matters. However, all these tasks are far beyond the space-limit 
of this paper, and also some of them have been done in my other pub-
lished papers (Chen Bo 2011, 2012, 2013a, 2013b, 2015), at whom some 
reader, if interested, may have a look.
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In Lowe (1995), instead of endorsing a Stalnaker/Lewis-style account of 
counterfactuals, E. J. Lowe claims that a variation of C. I. Lewis’s strict 
implication alone captures the essence of everyday conditionals and 
avoids the paradoxes of strict implication. However, Lowe’s approach 
fails to account for the validity of simple and straightforward arguments 
such as ‘if 2=3 then 2+1=3+1’, and Heylen & Horsten (2006) even claims 
that no variation of strict implication can successfully describe the logi-
cal behavior of natural language conditionals. By incorporating the Ger-
man logician O. Becker’s modal intuition with the insight of Ramsey’s 
Test, we show that there does exist a unifi ed, strict-conditional based ac-
count of everyday conditionals, which withstands all attacks previously 
raised against truth-conditional accounts of conditionals. Furthermore, 
a subtle distinction between autistic and realistic readings of the indexi-
cal ‘I’ involved in a conditional helps us resolve a recent debate concern-
ing the Thomason conditionals.

Keywords: Becker’s Semantics, Ramsey’s Test, Hi-world Seman-
tics, Moore’s Principles, Thomason conditionals.

1. Introduction
In Lowe (1995: 57), E. J. Lowe reckons

Conditionals in general present an extremely perplexing set of linguistic 
phenomena which often seem to defy a simple, uniform treatment of them 
for logical purpose.

Nevertheless, what he actually did was to try the seemingly impossi-
ble, namely, to defend a relatively simple core theory for them. Heylen 
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& Horsten (2006) defi ed Lowe’s attempt and proved in general that no 
future attempts along the line of variation of strict implication would 
ever succeed. I think Lowe’s attempt was indeed problematic, but Hey-
len and Horsten’s analysis was problematic as well, because it was mis-
led by an unwarranted assumption concerning possible worlds, which 
we shall explain in more detail later.

In Lowe (1983), Lowe expresses his general uneasiness towards the 
possible-world based account of conditional that were developed in the 
works of Stalnaker and Lewis.1 As he wrote at that time,

At no time, however, shall I argue for my position by appeal to consider-
ations involving ‘possible worlds’, because I fi nd this notion so fraught with 
epistemological and ontological diffi culties that to explicate conditional in 
terms of possible worlds must in my view, be to explain the obscure by the 
still more obscure. (Lowe 1983: 358)

Stalnaker and Lewis do employ possible worlds in their accounts of con-
ditionals, but it is possible that what makes Lowe uneasy about possible 
worlds is not that the notion of possible worlds in itself is problematic, 
but rather that in order to cope with the phenomenon of conditionals, 
Stalnaker and Lewis have resorted to some additional structures im-
posed upon possible worlds, such as “worlds closest to ours”, and “con-
stantly varying spheres of possible worlds”, etc. This partly explains 
the fact that twelve years later, in Lowe (1995), Lowe himself adopts a 
possible-world interpretation for counterfactuals as well—apparently, 
what he fi nds unacceptable are some miscellaneous notions associated 
with possible worlds, rather than possible worlds themselves.

As is remarked in Copeland (2002), in the early days of possible 
worlds, a Beckerean notion of possible worlds—or case-classes (Becker 
1952)—is a strong contender along with the familiar notion of Krip-
kean possible worlds. In this paper, I shall adopt the hierarchical pos-
sible world semantics, i.e. the so-called ‘hi-world semantics’, developed 
in Tsai (2012) and try to provide a unifi ed treatment of the logic of 
conditionals which, to a greater extent, catches the essence of everyday 
conditionals, indicative and subjunctive alike. Such semantics of con-
ditionals not only is simpler than that of Stalnaker and Lewis but also 
sticks to Lowe’s insight of using strict conditional as the backbone of 
a conditional. This in effect shows that Heylen and Horsten’s negative 
result has not been conclusive. As a matter of fact, their analysis fails 
right at the beginning when they assume that

… it would scarcely be imaginable that the correct interpretation of condi-
tionals essentially involves nested modalities. The resulting readings would 
be just too complicated for humans to use in ordinary reasoning. (Heylen 
and Horsten 2006: 540)

As we shall see soon, the hierarchical structure of a hi-world, consist-
ing of different levels of case-classes, can play an essential role in our 
understanding of modality and conditionals.

1 See, for instance, Stalnaker (1968) and Lewis (1973).
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Two simple yet insightful ideas, due to O. Becker and F. P. Ramsey 
respectively, shall be the two pillars of our unifi ed semantics for a 
language that contains conditionals. With Becker’s insight, one can, 
through recognizing worlds of different levels, avoid the paradoxes of 
material implication, and with Ramsey’s Test, we would not fall easy 
prey of the paradoxes of strict implication.

In the next section, we shall sketch the basics of Becker’s semantics 
and the hi-world semantics, regarded as an alternative to the Kripkean 
semantics, and use it as the default semantics for our subsequent inter-
pretation of modal operators. This by no means suggests that Kripke’s 
semantics is in any way inferior to the Beckerian semantics. It is just 
that the account of conditionals that we will to proposing can be more 
straightforwardly discussed in Beckerian terms.

2. Becker’s Semantics and the Hi-world Semantics
In Becker (1952), a “statistical interpretation of modal logic” was for-
mulated in terms of cases and case-classes in such a way that a non-
modal sentence P was to be evaluated against a case, while a primitive 
modal sentence (such as □P and◇P ) and an iterated modal sentence 
(such as □□P and ◇□P ) were to be evaluated against a fi rst level 
case-class2 (i.e. a set of cases) and a second level case-class (i.e. a set 
of fi rst level case-classes) respectively to yield a truth value. And the 
semantics is set up in such a way that ◇□P is true with respect to a 
set U2 of case-classes provided that among case-classes of U2, there is 
at least one case-class U1 such that P is fulfi lled in all cases contained 
in it. Higher degree situations can be worked out in the same spirit 
through induction: degree n modal sentences, i.e. iterated modal sen-
tences with n modal operators, are to be evaluated against a level n 
case-class, where a level k case-class is a set of level k-1 case-classes, 
and a level 0 case-class is simply a case. A level 0 case can be seen, if 
one prefers, as a possible world, or, more properly, a plain world. A 
possible interpretation of the set U1 is that it consists of all possible 
worlds consistent with one’s present knowledge about the actual world. 
And, contrary to what some possible-world theorists would have said, 
this interpretation suggests that counterfactual possible worlds might 
not reside in U1, but rather reside in some subsets of U2. This in effect 
introduces a stratifi cation into the realm of possibility.

A sentence of the form ‘p or q’ can be concerned with two different 
kinds of entities. It may be saying something about a plain world w, 
claiming that the world is in the state prescribed by the sentence, or 
it may be saying something about a set U of possible worlds—claiming 
that each of those possible worlds is in the state prescribed in the ear-
lier sense. So, the disjunction ‘p or q’ can be translated either into pq 
or pq, which abbreviates □(pq), and be evaluated against w and U 

2 Copeland’s translation of Fallklasse is adopted here. See Copeland (2002).
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respectively. The fact that no one would think ‘I live on Earth or I shall 
be assassinated by a Martian’ is true, while everyone would accept that 
‘I live on Earth or I live on Mars’ is true does suggest that there is some 
subtle mechanism that drives us to take the U-reading for the former 
and the w-reading for the latter. So far as the semantics of a formal 
language is concerned, however, we do not need to know exactly how 
that mechanism works—we only need to acknowledge the existence of 
these two readings and know that they can be expressed in terms of 
connectives  and  respectively.

Let us illustrate this phenomenon further with the direct argument 
discussed in Stalnaker (1975: 269).

   (P) Either the butler or the gardener did it.

 ∴(C) If the butler didn’t do it, the gardener did.

Stalnaker elaborates on his pragmatic account and claims that the ar-
gument is indeed a reasonable inference but it is invalid nonetheless, 
so the validity of the following argument

(P1) The butler did it.

∴ (C)   If the butler didn’t do it, the gardener did.

would not follow from the apparent validity of ‘P1/∴P’. But, for us, it 
is only a matter of what reading—w-reading or U-reading—a speaker 
tends to have in mind for each of the sentences involved in the argu-
ment. The following are some of the possibilities, where pq here ab-
breviates □(pq).
1. [P1–w; P–w; C–w]
 B/∴BG valid, BG /∴BG valid, and B /∴BG valid;
2. [P1–w; P–w; C–U]
 B/∴BG valid, BG /∴BG invalid, and B /∴BG invalid;
3. [P1–w; P–U; C–U]
 B/∴BG invalid, BG /∴BG valid, and B /∴BG invalid;
4. [P1–w; P–w; P–U ; C–U]
 B/∴BG valid, BG /∴BG valid, and B /∴BG invalid;
Clearly, only Case 4 captures the intuition of Stalnaker’s reader—be-
fore the notion of “reasonable inference” were made available—but it 
involves a subtle shift in the interpretation of the disjunction ‘either 
the butler or the gardener did it’ from one argument to another.

This is a promising result for Becker’s semantics, but Becker’s se-
mantics actually faces a serious challenge that partly explains its poor 
reception in the early days of possible world semantics. This is the in-
consistency in the process of evaluating sentences: sometimes you call 
for a world w, and sometimes you call for a set U of possible worlds. 
On the face of it, this separates the set of sentences into two subsets, 
w-sentences and U-sentences. But, the problem lies deeper—Becker’s 
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semantics cannot cope with sentences such as □PP, which apparently 
is neither talking merely about w nor merely about U. Fortunately, 
this problem can be solved with the introduction of hi-worlds. As the 
hi-world semantics will play an essential role in this paper, we shall 
sketch it here for easy reference and the reader is referred to Tsai 
(2012) for more details.

Let the language L of propositional modal logic be defi ned by the 
following BNF:
  := pi |  | () | () | () | () | □ | ◇

where pi is any atomic formula. A model M for L consists of a non-empty 
domain set D, together with an interpretation function I which assigns 
a subset I(pi) of D to each atomic formula pi. Intuitively, one can think 
of an element w of D as a Kripkean possible world, but to avoid confu-
sion, we shall refer to it merely as a plain-world. Now, a hi-world s is of 
the form (U0, U1, U2, …), where U0 is a plain-world w, and Ui is a level i 
world, i.e. an element of (P *)i(D), where P is the power set operator and 
P *(A)=P (A)\{}. In short, a hi-world s is an element of )()( *

0 Di
i P
 . 

A hi-world t is a sub-hi-world of s provided that i(t) i+1(s) for all i  0, 
where i is the projection into the i-th component. The interpretation 
||||M of a formula  with respect to M is given by ||||M= i

i U
 1 , where 

U1=I() and Ui=(P     *)i(D) for i > 1.
The hi-world semantics can then be given by

i) If  is a formula, then

 ||||M = )()( *
0 Di

i P
 \ ||||M

 ||□||M ={s )()( *
0 Di

i P
 | t ||||M for all sub-hi-worlds t of s}

 ||◇||M ={s )()( *
0 Di

i P
 | there is a sub-hi-worlds t of s such

that t ||||M }

ii) If  and  are formulas, then
 ||||M = ||||M  ||||M
 ||||M = ||||M  ||||M
 ||  ||M = ||||M
 ||  ||M = ||  ||M  ||  ||M
Interestingly, we can introduce   □() and   □(  ) 
to force the usual U-readings of disjunctions and conditionals that we 
discussed earlier.

3. Ramsey’s Test—Imposing the Antecedent
In a footnote to his paper ‘General propositions and causality’, Ramsey 
famously says the following about conditionals,

If two people are arguing ‘If p will q?’ and are both in doubt as to p, they 
are adding p hypothetically to their stock of knowledge and arguing on that 
basis about q; so that in a sense ‘If p, q’ and ‘If p, q’ are contradictories.

 (Ramsey 1990: 155, footnote 1)
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This passage is usually referred to as ‘Ramsey’s Test’ in the literature. 
However, to my knowledge, Ramsey did not call it a test himself, and it 
is indeed not merely a test. It can provide us with a general truth condi-
tion for conditionals, and captures some central features of conditionals 
that have been ignored by many theorists and hence caused many un-
necessary conceptual diffi culties concerning conditionals.

In this passage, Ramsey imagines that two people are disputing 
about the truth of a conditional “If p then q” and then explains to us 
what these people actually do: they are adding p hypothetically to their 
stock of knowledge and arguing on that basis about q. In other words, 
Ramsey, in effect, outlines a truth condition for the conditional, and 
the truth condition roughly takes this form: a conditional ‘If p, q’ is true 
for S provided that S adds p hypothetically to her stock of knowledge 
and on that basis accepts q.3 Therefore, if we stick to the framework 
of a truth-conditional semantics—that the meaning of a sentence is 
exhausted by its truth condition—then Ramsey’s Test, in short RT, 
amounts to the core of a theory of conditionals.

Now, if we are indeed concerned with the truth of a conditional of 
the form ‘If p, q’, and are unsure about how the truth is to be deter-
mined—or we would not need RT in the fi rst place—then we should 
take every care to ensure that in the process of carrying out RT, no 
other conditionals are employed. For otherwise RT would become a cir-
cular process that leads us nowhere—it invites a conditional to explain 
the conditional, while the meaning of the conditional introduced re-
mains unexplained. Before spelling out what Ramsey really suggests, 
let us fi rst look at a recent debate concerning RT so as to know how 
easily RT can be misinterpreted.

In Chalmers and Hájek (2007), the authors claim that ‘Ramseyan 
and Moorean principles entail that rational subjects should accept that 
they have the epistemic powers of a god’, in short, Ramsey + Moore = 
God. Barnett (2008) on the other hand claims that Chalmers and Hájek 
have interpreted Ramsey’s Test incorrectly, and that, when suitably 
interpreted, Ramsey + Moore  God. I shall show that both accounts 
involve circular explanation of conditionals, so that their arguments in 
support of their respective results can simply be discarded.

The positions of Chalmers and Hájek (2007) and Barnett (2008) can 
be summed up as follows. According to Chalmers and Hájek, Ramsey’s 
Test amounts to the following.
(0) [C&H’s Ramsey] ‘if p then q’ is acceptable to a subject S iff, were S 

to accept p and consider q, S would accept q.
C&H’s Ramsey together with Moore’s rationality principles would yield 
that, for a rational subject,

3 Apparently, such a truth condition suggests that people could disagree upon 
the truth of a conditional. However, this is not a drawback of the account. Rather, it 
refl ects the true nature of real-life conditionals.



 Cheng-Chih Tsai, Becker, Ramsey, and Hi-world Semantics 75

 [Moore #1]  If p, then I believe p,
and

 [Moore #2]  If I believe p, then p,
are acceptable and thus we get
 Ramsey + Moore = God. — (※)
On the other hand, after introducing a notion of General Acceptabil-
ity to account for the difference between acceptance and acceptability, 
Barnett arrives at the conclusion that Ramsey’s Test should rather be 
interpreted as
(0) [Barnett’s Ramsey] ‘if p then q’ is acceptable to a subject S iff, were 

S to hypothetically accept p and, on that basis, consider q, S would, 
on that basis, accept q.

According to Barnett, with this interpretation of the Ramsey Test, 
Moore #1 and Moore #2 are no longer acceptable, and we need not be 
bothered by the absurd result (※).4

Now, the true spirit of RT is to pin down the evaluation process of 
a conditional in terms of no other conditionals, yet while (0) introduces 
‘were S to’ into its description of the process, (0) complicates the matter 
even further by coming up with the phrase ‘were S to hypothetically’. 
Note that, generally, ‘were S to’ in itself starts a counterfactual condi-
tional, which can be roughly paraphrased as ‘if S…’5 If RT is supposed 
to explain for us what ‘if … then …’ means, how can the very notion 
itself be employed to do the job? These authors have indeed gone along 
the opposite direction that Ramsey suggests us to go. They make RT 
entirely dispensable: if we can understand conditionals perfectly well, 
then what is the point of inviting RT into play in the fi rst place? The ab-
surdity of C&H program (Barnett’s is even more awkward) can be illus-
trated through the ironic equivalency of the following statements—it 
leads us to an infi nite regression without explaining what ‘if … then…’ 
actually means.

‘‘‘if p then q’ is acceptable to S1’ is acceptable to S2’ is acceptable to S3.
 ‘‘if S1 accepts p and considers q, then S1 would accept q’ is acceptable 

to S2’ is acceptable to S3.
 ‘if S2 accepts ‘S1 accepts p and considers q’ and considers ‘S1 accepts 

q’, then S2 would accepts ‘S1 accepts q’’ is acceptable to S3.
 If S3 accepts ‘S2 accepts ‘S1 accepts p and considers q’ and consid-

ers ‘S1 accepts q’’ and considers ‘S2 accepts ‘S1 accepts q’’, then S3 
would accepts ‘S2 accepts ‘S1 accepts q’’.

4 Barnett’s position is further stressed in Willer (2010: 292), where Willer tries to 
draw the reader’s attention to the fact that Ramsey “suggested that the antecedent 
is not accepted but only hypothetically added to what the agent believes to be true”.

5 Note that ‘were S to’ and ‘if S’ behave differently so far as grammar is concerned. 
But we ignore this issue.
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Alas, there is no way to get rid of the ‘if, then’. The reader, S4 say, of the 
last of these sentences still has to fi gure out whether the conditional 
‘If…then…’ is acceptable. Evidently, this is unlikely what Ramsey had 
in mind when he wrote down his famous footnote in question.

RT as a truth-condition for conditionals
One remarkable feature of RT is that Ramsey himself does not commit 
this fallacy of circularity. He uses the word ‘hypothetically’ so carefully 
that, on the one hand, one smells the fl avor of a conditional through the 
employment of the term, and on the other hand, the evaluation process 
outlined in RT remains a declarative statement of the form ‘they are … 
and …’, the grasping of which does not presuppose the grasping of ‘if … 
then ….’ Moreover, this allows us to have a truth-conditional semantics 
that can handle sentences with/without conditionals in a unifi ed way.

To decide whether someone, S say, would assert ‘if p then q’, Ramsey 
suggests that6

(R) S asserts ‘if p then q’ iff S hypothetically adds p into her stock of 
knowledge and considers q and, on that basis, asserts q.7

Note that there is nothing conditional on the right hand of ‘iff’, and 
Ramsey has succeeded in providing us with a criterion for S’s assertion 
of ‘if p then q’. The nasty problem of ‘whether if p then q?’ has now been 
turned into one concerning the mental reality of S, and the latter then 
provides us with a defi nite yes-no answer to the assertion of q given p.8 
This is the key point of Ramsey’s proposal—shifting one’s focus from 
an entailment relationship between world affairs to an entailment re-
lationship between beliefs of a person. Furthermore, we only need to 
know that there exists such a mental mechanism that would produce 
a yes-no answer to the conditional, not having to worry about what the 
detailed reasoning process of S actually is.

However, what do we mean by ‘hypothetically adding a belief p into 
one’s stock of knowledge’? Is it the same as ‘adding a belief p into one’s 
stock of knowledge’? Apparently not, because otherwise the term ‘hypo-
thetically’ would be redundant. Nevertheless, the difference is subtler 
than we expect, and it will take me some time to explain it here.

Recall that in elementary logic, to prove the argument r /p  (p  r), 
our friend S often use Conditional Proof as follows,

6 Note that on the left hand side of ‘iff’ we are using the word ‘accepts’, in contrast 
to the word ‘acceptable’ used on the left hand side of ‘iff’ in (0).

7 Some might object that in (R), I have used the term ‘iff’ which involves the 
notion of ‘if’ that I set out to explain, so I myself fall prey of the circularity problem. 
To this my reply is: i) ‘iff’ need not involve ‘if’ just as ‘=’ need not involves ‘’, ii) even 
if ‘iff’ involves ‘if’, so long as it is not used, as a meta-concept, in the defi nien—the 
Right Hand Side of ’iff’, that is—the defi nition is not guilty of circularity.

8 Some might object that asserting ‘if p then q’ and asserting q are different 
things, so (R) cannot be right. However, it will be shown later that the one that 
asserts q is not, strictly speaking, the one that asserts ‘if p then q’ in the fi rst place.
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1. r Premise
2. p Premise*
3. p  r 1, 2, Conjunction
4. p  (p  r) 2–3, Conditional Proof

Now S has a premise r in her stock of premises to begin with, which 
makes her stock of premises consisting of only one premise. Then at 
step 2, she hypothetically introduces another premise p into her stock 
of premises. A key question to ask here is ‘how many premises does S 
have now?’ If the answer is ‘one’, then S is not entitled to use the second 
premise p in step 3. If the answer is ‘two’, then it contradicts the fact 
that S has only one premise. Furthermore, S has no right to introduce 
a new premise into her stock as she wishes. What happens?

The fact is that when S gets past step 2, she is posing herself as 
some other agent Ŝ who has, in addition to all the beliefs that S has, in 
her stock of knowledge the belief p, and it is this Ŝ who does the rea-
soning at steps 2 and 3, instead of S.9 And only when we get to step 4 
does Ŝ get the sack and S goes on alone to deal with things to come. In 
sum, throughout the proof, S has only one premise (and Ŝ has two). It is 
just that at steps 2 and 3, we fi nd the recruiting of Ŝ helpful. One thing 
important to note here is that this individual Ŝ has the belief p intrin-
sically rather than hypothetically. To be more explicit, at step 2 and 3, 
there are two individuals S and Ŝ hanging around, and while the real 
S has the belief p hypothetically, the hypothetical Ŝ has p intrinsically.

Now, back to (R), with the help of this individual Ŝ, it is clear that 
the clause on the right hand side of ‘iff’ in (R) should be read as ‘Ŝ has 
p in her stock of knowledge and Ŝ considers q and Ŝ asserts q’.10 Indeed 
we have a textual support from Ramsey (1990: p155) to hypothesize 
such an individual Ŝ who has p in her stock of knowledge. The passage 
in question is this
 So that in a sense ‘If p, q’ and ‘If p, −q’ are contradictories.
Recall that S is by assumption in doubt as to p, so there is no reason 
why she would fi nd p  q and p  –q contradictory—they may well be 
both false because p is a contradiction in itself. On the other hand, for 
an Ŝ who has p in her stock of knowledge, p  q and p  –q are clearly 
contradictory. So the fact that Ramsey thinks ‘If p, q’ and ‘If p, −q’ are 
contradictories suggests that he reasons as if there is such an Ŝ who 
simply has p.

9 The introduction of Ŝ turns the notion of hypothetical thinking into a concrete 
one. One can readily imagine that such Ŝ’s can be designed with the help of Artifi cial 
Intelligence.

10 The original qualifi cation ‘on that basis’ in (R) serves to remind us that the 
assertion is made by the resulting Ŝ rather than the S.
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In the end, we can spell (R) out as follows
() S asserts ‘if p then q’ iff S poses herself as an Ŝ that is like S in 

every aspect except that Ŝ has p in her stock of knowledge, and Ŝ 
considers q, and Ŝ asserts q.

On the face of it, () is easy to understand and has great explanatory 
power, but the adding of p into one’s stock of knowledge alone will inev-
itably generate some nasty problem concerning one’s personal identity. 
We will defer the treatment of this complication until Section 5.

Alternatively, we can adopt the language of hi-world semantics and 
spell (R) out more explicitly as the following truth condition:
(*) The conditional ‘if p then q’ is true for a hi-world s iff there is a 

sub-hi-world s of s such that p holds, and for any such s, q holds 
as well.

The set šp of all such sub-hi-worlds of s can be associated with the Ŝ in 
() in the following sense. Let š denote the set of all sub-hi-worlds of s, 
then šp is simply š||p||M.11 For a non-modal p, this amounts to modify-
ing the U1 of s into its intersection with the interpretation I(p), that is 
U1I(p), and obtaining a new hi-world ŝ. Thus s and ŝ correspond to S 
and Ŝ of () perfectly. This correspondence, however, may not hold for 
an antecedent p that involves modality of different levels. When p is a 
sentence that mixes modality of different levels together, for instance, 
p=(A◇B), then there may not exist an ŝ such that šp corresponds to 
the set of all sub-hi-worlds of ŝ. In such cases, ||p||M is not necessarily a 
product set, thus its intersection with the product set š, is not necessar-
ily a product set. Therefore, the Ŝ in () can only be thought of as a hy-
pothetical individual who possesses the mindset šp, which is concretely 
specifi ed as a set of hi-worlds.

As a consequence, in terms of the language of propositional mod-
al logic, Ramsey’s conditional ‘if p then q’ can be translated as ◇p 
□(pq). I shall call this the default of a conditional. The ◇p part 
plays a key role in the understanding of Ramsey’s conditional and it 
corresponds to the phrase ‘adding p hypothetically to their stock of 
knowledge’ in the Ramsey Test. In effect, ◇p forces us to consider the 
possibility of p, while the □(pq) part requires us to restrict our atten-
tion to all those worlds such that p holds, and then we set our mind on 
q to see whether for all those worlds, q holds.

Recall that the paradoxes of strict implication take the following 
form. Were ‘if p then q’ interpreted as the strict conditional □(pq), then
 S1 not ◇p /  if p then q
 S2 □q / if p then q

11 The reader is referred to Section 2 for the meaning of a sub-hi-world and the 
defi nition of ||p||M.
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are both valid argument forms, yet the following typical instances of 
them are clearly invalid,
 Ex1  /  If 1=2 then I am happy.
 Ex2  /  If I am happy then 1<2.

Now let us see how our candidate ◇p□(pq) fares on these matters. 
One interesting fact to note fi rst is that this candidate was actually by-
passed by Lowe in Lowe (1995). It can avoid the fi rst paradox of strict 
implication right away, but its alleged failure to cope with the second 
paradox of strict implication has led Lowe to turn to another candidate. 
It is not diffi cult to see that with this interpretation, S2 is indeed valid 
provided that p is possible. However, for S2 to be a non-trivial argu-
ment, the conclusion ‘if p then q’ will have to be understood differently, 
namely in a subjunctive mode, and S2 then becomes invalid. As we 
need to resort to hi-worlds to have a better grasp of the subjunctive 
mode, we will postpone the detailed treatment to the next section.

However, for the moment, we can at least observe that Ex2 is not 
an instance of S2 at all. In other words, the utterer of Ex2 may not 
reckon 1<2 as a necessary truth. So the absurdity of Ex2 may not entail 
the invalidity of S2. Hitchcock (1998) suggests that ‘p entails q’ can be 
interpreted as □(p q) (◇p ◇~q) to avoid both PSI1 and PSI2, but 
it does not work for the cases exemplifi ed by Ex 1 and Ex 2. Another 
candidate □(pq) ◇p ◇~q would render both S1 and S2 invalid as 
desired, however, the adding of ◇~q is too strong a requirement, be-
cause it would make the truism ‘if 1=1 then 1=1’ false.

In addition to the PSI, Lowe is also worried about the fact that the 
interpretation◇p□(p q) would have deemed the following state-
ment invalid, while it is surely a mathematical truism.
(#) If n were the greatest natural number, then there would be a natu-

ral number greater than n.
This, in the end, leads Lowe to propose interpreting ‘if p then q’ as 
□(p q) (◇p □q).

Indeed, (#) belongs to a category of conditionals that deserve more 
of our attention12 but Lowe’s approach solves it at the price of accepting 
the second paradox of strict implication. The introduction of the condi-
tion □q for cases where p is not possible does avoid the problem of (#), 
but it runs against the direction suggested by the second paradox of 
strict implication. On the other hand, the fact that (#) should be deemed 
valid can indeed be dealt with naturally and beautifully by the hi-world 
semantics as will be discussed in the next section. More specifi cally, 
when ~◇p is true or □q holds, we need not concede right away that ‘if 
p then q’ is true, hence Ex1 and Ex2 can be invalid while (#) is valid. 
Ramsey’s idea and Tsai’s hierarchy together allows us to deal with these 
situations in a unifi ed way which is consistent with our intuition.

12 The reader is referred to Heylen & Horsten (2005) for a revised version of it.
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4. Conditionals and hi-worlds
If ◇p □( p  q) in itself would not account for the validity of (#), how 
are we to cope with this situation?

The central idea of the hi-world semantics is that a hi-world s con-
sists of worlds Ui of different levels. Now, the Default of a conditional 
◇p□( p  q) is clearly to be evaluated against a level–1 world U1. 
However, if we have ~◇p, then no plain world w in U1 is such that p 
holds, thus seemingly an essential step in Ramsey’s Test, namely that 
of ‘adding p’, cannot be carried out. In this case, do we simply say that 
the conditional ‘if p then q’ is false? Surely not! Re-examining Ramsey’s 
Test more closely, we would fi nd that Ramsey simply assumes that 
‘adding p’ is always a possible action. In other words, if we are to be 
true to Ramsey’s spirit, then we need to be prepared to give truth val-
ues to a conditional ‘if p then q’ even for cases where p is not possible.

So, we are challenged with a Mission Impossible, are we not? Cer-
tainly not. Recall that a hi-world s can be thought of as a string of 
worlds of all levels (U0, U1, U2, …). Now, ~◇p says that there is no 
level–0 world w in the level–1 world U1 such that p holds.13 However, 
that does not mean we have no way to conceive of a plain world w in 
the entire hierarchy of s such that p holds. As a matter of fact, beside 
the most natural place to look for such worlds, namely U1, the next 
candidate that comes to our mind is certainly U2. So, when we are given 
~◇p, and prompted by Ramsey’s command to “add p to our stock of 
knowledge”, what we need to do is simply imposing ◇◇p, which claims 
that there is a level–1 world U1 in the level–2 world U2 such that there 
exists a plain world w in U1 such that p holds.14

This insight leads us to the following unifi ed account: a conditional 
‘if p then q’ in a natural language can be translated into one of the fol-
lowing sentences in the language of propositional modal logic,
 Unifi ed (p  q) or [◇p □( p  q)] or {~◇p  [◇2p □2( p  q)]}
where ◇2 and □2 are the shorthand for ◇◇ and □□ respectively. 
Note that, as we have seen in Section 2, the w-reading p  q is seldom 
what we have in mind when we utter a conditional. Furthermore, recall 
that, in Tsai (2012), under the mild assumption that UiUi+1, for i  0, 
we have that □ entails , for any , and for most people this is a quite 
natural assumption—if something happens in all possible worlds then 
it certainly would happen in this world as well. It is not diffi cult to see 
that if we adopt this assumption and disregard the primitive w-reading 
p  q, then Unifi ed simply reduces to

13 Recall that U1 is determined by one’s stock of knowledge in such a way that if 
you know that , then your U1 can only consist of plain worlds such that .

14 Gauker (2005) has introduced similar concepts, such as plain contexts and 
multi-contexts, into his account of conditionals. But unlike Gauker’s account, our 
account here is more robust, not assuming any notion similar to Lewis’ sequence of 
centered spheres.
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 Core {◇p □( p  q)} or {◇2p □2( p  q)}
One might wonder what happens to the truth of a conditional ‘if p then 
q’ if its antecedent p is not only such that ~◇p holds but also ~◇2p 
holds. Should Core render the conditional false then? As a matter of 
fact this is not an option at all, because, as suggested by Ramsey, when 
we employ conditionals to convey our thoughts, the state of affair de-
scribed by the antecedent has to be conceivable for us. If an antecedent 
is not only impossible but also necessarily impossible,15 then in prac-
tice it amounts to inconceivability for any utterer of the conditional, 
and we should regard it as meaningless—the predicate ‘true’ is simply 
inapplicable to such a conditional—rather than regard it as false. For 
instance, if you can conceive of the existence of a round square in your 
U2 then the conditional ‘if there is a round square then geometry has 
to be rewritten’ is meaningful and can be either true or false; but if 
you cannot, then the conditional is simply meaningless for you. This 
issue can be further illustrated by how we answer a query raised by 
an anonymous reviewer for an earlier version of this paper. According 
to the reviewer, while ‘if □A~A then A~A’ is seemingly true, the 
present account rules it as false because we have ~◇◇(□A~A). The 
point that I would stress here is that, given the mild assumption that 
UiUi+1, for i0, we indeed have ~◇(□A~A). But, to make sense of 
the conditional in question, we have to impose ◇◇(□A~A) anyway. 
And while it seems, at least for the reviewer, that ~◇◇(□A~A) holds 
naturally, it is not necessarily the case. While ◇p concerns possibility, 
◇◇p concerns the possibility of possibility, and to impose ◇◇p we 
would naturally drop, if necessary, the possibility scheme at the lower, 
that is ◇p, level, and this is how the present scheme works.16

Now, Core offers two possible reading for a conditional. In a real 
life discourse, a glimpse at a conditional ‘if p then q’ usually suffi ces to 
make us opt for one of them,
 Default ◇p □( p  q) when p is deemed possible,
 Subjunctive ◇2p □2( p  q) with p is deemed impossible.
Interested readers can check for themselves that the famous pair of 
Oswald-Kennedy conditionals can be explained in terms of these two 
readings. In the indicative mood, due to the known fact that the assas-
sination has indeed happened, our U1 does not contain any plain world 
in which Kennedy has not been assassinated; while in the subjunctive 
mood, our U1 consists only of plain worlds in which Kennedy was assas-
sinated by Oswald, so in order to impose the antecedent we are forced 
to resort to some plain worlds in some U1 of U2 in which Oswald did 

15 Theoretically one might consider pushing the possibility to still higher levels, 
for instance, taking into account ◇3p. But in practice, reaching ◇2p suffi ces for our 
everyday purposes.

16 In this example, drop the condition that all sub-hi-worlds should satisfy the 
condition UiUi+1, for i  0 as well.
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not assassinate Kennedy and to see whether in those plain worlds Ken-
nedy would still be assassinated at all—by others, of course.

We have seen previously that the Default reading renders (#) false 
while our intuition deems it true. With the Subjunctive reading at 
hand, however, we can easily see that (#) can now be true if we could 
imagine the existence of a pseudo-mathematical system in which there 
is a greatest natural number n, and for such pseudo-mathematical sys-
tems we can always fi nd a natural number greater than n.17

With this, the truth of the following two conditionals would agree 
with a layman’s intuition that (a) is false while (b) is true
(a) If 38=2187 then 38=21873.
(b) If 38=2187 then 39=21873.
According to proponents of strict implication, the mathematical truth 
that 38=21873=6561 makes the antecedent 38=2187 necessarily false, 
so both (a) and (b) are true. But an evaluator of these conditionals may 
not be aware of 38=6561, so her U1 may indeed contain worlds in which 
38=2187 holds, so that the conditionals are not deemed true automati-
cally. Even if the evaluator happens to be an expert in numbers who 
knows that 38=2187 is necessarily false, according to Ramsey’s require-
ment of forcing the antecedent, he still has to force himself to accept 
◇2p, and the truth values of (a) and (b) are still to be decided pending 
on whether □2( p  q). As a result, we obtain the following interesting 
table.

Strict 
implication
□( p  q)

Lowe
□( p  q) 

(◇p □q )

Hitchcock
□( p  q)

(◇p ◇~q)

Default
□( p  q)
◇p

Core Intuition

a) T T T F F F
b) T F F F T T

Note that Core differs from the other candidates in that it allows us 
to resort to second order modalities. To further appreciate the power of 
Core, let us consider the following example of iterated strengthening 
of the antecedent
 1) If John wins the race then Jane will be happy.
 2) If John wins the race and dies of a heart attack  

 immediately afterward, then Jane will be happy.

17 It may contain results that are inconsistent with present day mathematics. 
The lesson one learns from (#) may be this: given that such pseudo mathematical 
systems are all inconsistent—the antecedent is inconsistent with present day 
mathematic—we conclude that it is impossible for the antecedent of (#) to be true, 
hence the Subjunctive reading is justifi ed.
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It takes the following form
 1) If A then D,
 2) If A and B then D.
According to the MI and SI accounts of conditionals, they should be 
translated as AD, (AB) D, and □(AD), □((AB) D), respectively. 
And for both accounts, the truth of 1) guarantees that of 2). But in 
practice, it is very likely that one would assert 1) and deny 2). So we 
need new interpretations of 1) and 2). According to the account out-
lined earlier, they can be translated as
 1)  ◇A □( A  D) w.r.t. s=(U0, U1, U2, …)
 2)  ◇2(AB) □2((AB)  D) w.r.t. s=(U0, U1, U2, …)
The fact that 2) is thought to be false comes in two steps. First, the 
Default reading of 2), namely ◇(AB) □((AB)  D), is inapplicable 
because in one’s mind, no world in U1 is such that AB—otherwise he 
or she would not assert 1) in the fi rst place—so the fi rst conjunct is 
false right away. Second, the Subjunctive reading ◇2(AB) □2((AB) 
 D) of 2) asks us to search in U2 for some U1 such that it contains a 
plain worlds w for which AB holds, and then see whether all such 
worlds w’s in all such U1’s are such that D. As it is usually not the case 
that Jane would be happy in those circumstances, we would regard the 
Subjunctive reading as false.

The merit of this account is that its prediction for the reverse Sobel 
sequence automatically conforms to our intuition. Evidently, when ‘if 
A and B then D’ and ‘if A then D’ is uttered in this order, no indicative-
subjunctive shift will be triggered: ◇(AB) itself entails ◇A, and if 
□((AB) D) is false then so is □(A D).

An interesting pragmatic feature to note here is that the hi-world 
associated with a speaker can actually be a dynamic entity, in the sense 
that it can evolve with discourse. For example, a new U1 may evolve from 
a previous U2 after a discourse involving the strengthening of the ante-
cedent. I believe that this can serve as the ground for a general account 
of Belief Revision. However, it will have to be dealt with elsewhere.

The other two invalid argument forms that are discussed in Lewis’ 
account of counterfactual, namely Contraposition and Transitivity, can 
be similarly analyzed.

The Lewis-style example of “Contraposition”
  If Peter drinks, he won’t get drunk.
  Had Peter gotten drunk, he didn’t drink.

can be translated into the following argument and it is invalid.
  ◇A □( A ~(AD))
 ◇2 (AD) □2((AD) ~A)
And the Lewisian example of “Transitivity”



84 Cheng-Chih Tsai, Becker, Ramsey, and Hi-world Semantics

If J. Edgar Hoover had been a communist, he would have been a traitor,
If he had been born a Russian, then he would have been a communist,
 If he had been born a Russian, he would have been a traitor.

can be translated into the following argument18 and it is invalid.

   ◇C □( C  T)
    ◇2R □2( R  C)
◇2R □2( R  T)

Finally, the belated resolution of the second paradox of strict implica-
tion is achieved by spelling S2 out as

S2 □q / ◇2p □2( p  q),
which is invalid again as expected.

5. A Further Complication 
Concerning the Thomason conditionals
Let us now come back to the charge of Chalmers & Hájek (2007) that 
Ramsey + Moore = God. For brevity and relevancy to the present paper, 
I shall consider issues associated with Moore #1 only, and leave Moore 
#2 untouched here—interested readers can work out the latter without 
much diffi culty. In other words, I shall only be concerned with whether 
Ramsey + Moore = Omniscience. According to (R), for S to accept ‘if p 
then I believe p’ is for S to hypothetically add p into her stock of knowl-
edge and considers ‘I believe p’ and accepts ‘I believe p’. In terms of (), 
Moore #1 should be stated as

[Moore #1 ()] For every rational being S who considers ‘if p then I believe 
p’, S poses herself as an Ŝ that is like S in every aspect except that Ŝ has 
p in her stock of knowledge, and Ŝ considers ‘I believe p’, and Ŝ accepts ‘I 
believe p’.19

On the face of it, this seems obviously true, but in that case, aren’t we 
on our way to the claim that Ramsey + Moore = Omniscience? I now 
draw the reader’s attention to a subtle point that distinguishes two 
readings of [Moore #1 ()]. As I have pointed out earlier in Section 3, it 

18 Despite that the fi rst premise takes the form of a subjunctive conditional, 
it reckons the possibility that future evidences reveal that Hoover was indeed a 
communist, so should be translated according to the Default interpretation.

19 Alternatively, in terms of (*), we can think of S as a hi-world s and Ŝ as 
capable of leading us to a set šp of hi-worlds such that for any s in šp, p holds. And our 
job is to decide whether ‘I believe p’ holds for sas well. Recall that for a non-modal 
p, my notion of S and Ŝ actually correspond to hi-worlds s and ŝ respectively. But, 
as the reader may not be familiar with the abstract notion of hi-world semantics, 
in the main text, I will continue using the metaphorical S and Ŝ to explain what is 
going on.
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is important to note that in the consideration of q—i.e. ‘I believe p’—it 
is Ŝ who does the reasoning, while Ŝ is a hypothetical individual who 
plays only a temporary role for the duration of the evaluation of the 
conditional. In that case, what is the referent of the ‘I’ that appears in 
q? There are two possibilities
 i) (Autistic-Ŝ reading) The ‘I’ denotes Ŝ. In this case, Moore #1 is 

 true. The term ‘autistic’ is adopted here because, during the rea-
 soning process, Ŝ thinks of the referent ‘I’ as sharing her mental 
 state concerning the belief p.20

 ii) (Realistic-Ŝ reading) The ‘I’ denotes S. In this case, Moore #1 is 
 false. Here Ŝ thinks of the referent ‘I’ as S, i.e. the person she 
 really was.

In sum, according to the autistic reading, when considering ‘if p then 
q’, the subject in q shares the knowledge state of the hypothetical indi-
vidual Ŝ, while in the realistic reading, the subject in q is unaffected by 
the knowledge state of Ŝ. And so long as we bear in mind the distinction 
between these two readings, we can easily see that while Moore #1 may 
hold for the autistic Ramsey, it does not hold for the realistic Ramsey. 
Given the absurdity of ‘Ramsey + Moore = Omniscience’, we conclude 
that when taken as a statement of rationality, ‘if p then I believe p’ 
suggests an autistic reading (which is obviously true); yet when taken 
as a statement of omniscience, ‘if p then I believe p’ suggests a realistic 
reading (which is unlikely to be true). And () itself does not tell us how 
Ŝ is to conceive of the “I”.

To illustrate this point further, consider the following pair of sen-
tences.
 A1 If there is a bomb in this room, I will leave the room in no time.
 R1 If there is a bomb in this room, I will be blown into pieces.
Both sentences sound acceptable. However, if Ramsey’s remark that ‘if 
p, q’ and ‘if p, –q’ are contradictories is correct, then A1 and R1 cannot 
be both true. But, how come we feel that both of them are true? It is 
because that in A1, Ŝ reads the ‘I’ as Ŝ, while in R1, Ŝ reads the ‘I’ as 
S. And while Ŝ knows that there is a bomb in this room, S does not. It 
is important to note that in considering a conditional, S seems to gain 
an additional pair of eyes, namely that of the hypothetical Ŝ, yet it is 
Ŝ who does the reasoning and Ŝ can decide whether she would like the 
self-refl exive ‘I’ to refer to Ŝ or S. Similar examples abound.

20 It is helpful to recall a famous setting concerning autism. Suppose an individual 
Ŝ was watching, through a semi-transparent glass window, what another individual 
S was doing in his room. Now, before S went out of the room to fetch some water, 
he put his fountain pen into #1 drawer of the desk and closed the drawer. While S 
was absent, someone sneaked into the room and took out the pen, put it into the #2 
drawer, closed the drawer and then left. Now, when we ask Ŝ ‘Which drawer would 
S open in order to retrieve his fountain pen after he comes back?’ an autistic Ŝ would 
allegedly say #2, while an Ŝ with second person perspective would have said #1.
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 A2 If there is a ton of gold buried under my house, I would 
  dig it up and become a rich man.

 R2 If there is a ton of gold buried under my house, I wouldn’t have 
  known it and would thus remain poor.

 A3 If tonight’s lottery winning numbers are 1~6, I will pick these 
  numbers on my ticket and win the lottery.

 R3 If tonight’s lottery winning numbers are 1~6, I will have no 
  chance of winning it.

Here, in the autistic A2 and A3, the ‘I’ refers to Ŝ, who has the anteced-
ent in her stock of knowledge, while in the realistic R2 and R3, the ‘I’ 
refers to S, who, under realistic conditions, does not have the anteced-
ent in her stock of knowledge.

Note that the Thomason Conditional as discussed in van Fraassen 
(1980) can be similarly analyzed.
 (3) If my business partner is cheating on me, I will never know it.
Apparently, the autistic reading of the ‘I’ as Ŝ in (3) renders it obviously 
false, and the realistic reading of the ‘I’ as S in (3) renders it likely true. 
However, the fact that the knowledge state of ‘I’ is the sole concern of 
the consequent suggests that the ‘I’ should be understood as S rather 
than Ŝ—given that the antecedent is by default in the stock of knowl-
edge of Ŝ, pragmatics would deem it inappropriate for someone to deny 
this very fact in the consequent—thus (3) is likely to be true even in 
the realm of RT.

Now consider two analogous examples from Lewis (1986) and Jack-
son (1987) respectively:21

 (4) If Reagan works for the KGB, I’ll never believe it.
 (5) If Reagan is bald, no one outside his immediate family knows it.
Note that Ramsey’s Test itself does not, as many might have supposed, 
render (4) false directly, because, once again, we have two possible 
readings of the ‘I’ in (4). For (4) to be informative, the truth of the conse-
quent should not be too obvious. Yet the autistic reading of (4), namely 
seeing the ‘I’ as Ŝ, will, together with the assumption that Ŝ is ratio-
nal, render the consequent evidently false. Therefore, the only possible 
reading left is the realistic one. Similarly, for (5) to be possibly true 
rather than trivially false, Ŝ can only adopt the realistic reading, not 
counting Ŝ as someone outside Reagan’s immediate family who knows 
of Reagan’s baldness.

In sum, in (3) ~ (5), the realistic reading renders them possibly true, 
while the autistic reading renders them false, and the Non-Triviality 
criterion of the consequent suggests that the realistic reading is pre-
ferred. Our analysis can be generalized even further to cases where 

21 According to Willer (2010), footnote 2, what is characteristic of such 
conditionals, is that “the consequent asserts the agent’s ignorance or disbelief of the 
fact described in the antecedent”.
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the consequent does not involve the fi rst person. Consider the following 
conditional,
 (6) If Reagan works for the KGB, Ramsey will know it.
When S is trying to determine the truth of (6), she would fi rst turn 
herself into an Ŝ, and then decide whether Ŝ’s Ramsey shares with Ŝ 
the knowledge of the antecedent of (6). If the answer is ‘yes’, then she is 
having the autistic reading of Ramsey, i.e. forcing her Ramsey to know 
out of the blue the thing she herself knows. The use of the term ‘autis-
tic’ is justifi ed by the fact that Ŝ imposes the knowledge of Reagan’s be-
ing a double agent—part of Ŝ’s mental state—onto Ramsey. If the an-
swer is ‘no’, then the ‘Ramsey’ is read realistically. And I believe most 
people would, taking into consideration the Non-Triviality criterion I 
mentioned earlier, read (6) the realistic way and render it likely false.

Variants of (6) can admit an autistic reading as well. Consider, for 
instance, the following conditional,
 (7) If Reagan works for the KGB, Ramsey will report it.
If the ‘Ramsey’ in (7) is read realistically, then there is no guarantee 
that he knows that Reagan works for the KGB, and then how on the 
earth can we expect him to report it? Nonetheless, many people would 
be happy to accept (7), taking into account the fearless character of 
Ramsey. That is to say, they tend to read the Ramsey in (7) as already 
possessing, as Ŝ does, the knowledge of Reagan’s being a double agent. 
I believe such an autistic reading is the default reading when one faces 
(7). In contrast to the Non-Triviality criterion that I have employed in 
the reading of (6) so as to make sure that (6) is informative rather than 
being a truism, here a Relevancy criterion ensures that the ‘Ramsey’ 
in (7) has the relevant background information for him to decide upon 
whether to report it or not.22

As is evident from the analysis of this Section, our account set up in 
the previous sections alone cannot successfully resolve Chalmers and 
Hájek’s challenge. However, with the discovery of this additional sub-
tle distinction between autistic and realistic readings, such problems 
are solved in the end.

22 Finally, it is interesting to observe that (7) can admit a realistic reading still, 
and it can be easily illustrated by the following dialogue.

Q: If Reagan works for the KGB, will Ramsey report it?
A: No way!
Q: How come?
A: Ramsey died before Reagan turned nineteen!
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6. Conclusion
Becker prompts us to distinguish between talks about cases and talks 
about case-classes, and Ramsey reminds us how conditionals are used 
in daily language, in particular, he stresses the key step of imposing 
the antecedent in the process of evaluating a conditional. Hi-world se-
mantics incorporates Becker’s insight into a single framework so that 
all sentences are evaluated against a hi-world s, which consists in a 
string of worlds of all levels (U0, U1, U2, …). Indicative conditional ‘if 
p, q’ and subjunctive conditional ‘were p, q’ can then, usually, be ex-
pressed as ◇p □( p  q) and ◇2p □2( p  q) respectively.

One further complication concerning conditionals was illustrated by 
a recent debate about whether Ramsey + Moore = God. Our account 
sheds light on this matter by revealing that an autistic reading and a 
realistic reading of the indexical ‘I’ in ‘If p then I believe p’ have been 
employed by Chalmers and others to affi rm the thesis of rationality 
and to assert the omniscience thesis at the same time. While rational-
ity thesis generally concerns about the reaction of an individual S after 
she is aware of the affair p, i.e. it concerns Ŝ rather than S, for S to 
be omniscient and know things in the future, she is expected to know 
them beforehand, and this amounts to reading the ‘I’ in ‘If p then I 
believe p’ as S rather than Ŝ. This subtle shift from reading ‘I’ as Ŝ to 
reading it as S, subsequently turning an acceptable rationality state-
ment to an unacceptable omniscience statement, then accounts for the 
confusion involved in Chalmers and Hájek (2007) and Barnett (2008).
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This paper clarifi es some of the contested ideas put forward by John 
Stuart Mill by analyzing the reasons and arguments Mill used to sup-
port them and demonstrating how these ideas and arguments support-
ing them are connected into a coherent system. Mill’s theory is placed 
in wider explanatory framework of democratic legitimacy developed by 
Thomas Christiano, and is portrayed as a typical example of democrat-
ic instrumentalism—a monistic position that focuses on the outcomes 
and results of a decision-making process. Following this move, the focus 
is shifted on the understanding of political equality in Mill’s political 
thought. I claim that, contrary to some contemporary interpretations, 
Mill’s theory is based on a few fundamentally inegalitarian ideas. Fi-
nally, Mill’s view on the role of experts in democratic decision-making is 
analyzed and compared with contemporary theories advocating demo-
cratic expertism—Mill’s view is again portrayed as inegalitarian, both 
to the extent of setting political aims and creating methods for achieving 
these aims.

Keywords: Political legitimacy, plural voting, expertism, Mill, 
Christiano. epistemic democracy, division of epistemic labor.

1. Introduction
Many books and papers have been published criticizing Mill’s plural 
voting proposal and analyzing its strengths and weaknesses, as well as 
trying to implement it (or criticize it) from the standpoint of contem-
porary western democracies (Baccarini 1993, Baccarini & Ivanković 
2015, Brilhante & Rocha 2013, Gaus 2003, Miller 2003, Thompson 
1976, Urbinati 2002). Unfortunately, it seems that Mill’s original work 
is somehow neglected in favor of some notable interpretations, and 
the emphasis is sometimes placed on implementation of Mill’s ideas in 
contemporary society without fi rst analyzing and understanding the 



92 I. Cerovac, Plural Voting and J. S. Mill’s Account

justifi catory process Mill carefully developed to support those ideas. 
This paper aims to clarify some of the contested ideas by analyzing 
the reasons and arguments Mill used to support them, as well as to 
emphasize how these ideas and arguments are connected into a coher-
ent system. Furthermore, this paper tries to determine what is the role 
of plural voting in Mill’s argument and how exactly does the plural 
voting proposal improve the epistemic quality of a democratic decision-
making process.

First part of this paper sets Mill’s account in the wider explanatory 
framework of democratic legitimacy developed by Thomas Christiano. 
Mill’s view is portrayed as a typical example of democratic instru-
mentalism—a monistic position that focuses on the results of a deci-
sion-making process when discussing the legitimacy of the decisions 
produced by this process. Mill’s understanding of political equality is 
discussed in the second part: by introducing Berlin’s distinction be-
tween positive and negative liberties, I claim that Mill argued only for 
the equality of negative liberties. Positive liberties, those inherent to a 
participatory democratic process, are not to be equally distributed. Val-
ues of deliberative democracy and diverse perspectives are discussed in 
the third part. By building on this ideas, I point out why Mill believed 
that everyone should have a say in a decision-making process, though 
not everyone should have an equal say. Plural voting proposal satisfi es 
perfectly the requirement Mill had in mind (unequal political power 
but participation of all in decision-making process) and is discussed 
in the fourth part of the paper. There I stress again Mill’s allegiance 
to democratic instrumentalism by comparing his view on experts with 
the views of Thomas Christiano and Philip Kitcher. While Christiano 
and Kitcher advocate for equality in the process of setting up political 
aims (and give greater power to the experts only when discussing the 
implementation of the already set aims), I claim that Mill rejects the 
idea of equality both in the process of setting up aims and in the pro-
cess of their implementation (though he has a different standard for 
identifying experts in these two domains). Some concluding remarks 
are presented in the fi nal part of the paper, emphasizing the important 
role of public justifi cation for Mill’s view.

2. Background
Whenever we try to justify or argue for certain form of government, 
we start by enlisting its virtues (Swift 2006). Contemporary political 
philosophy divides these virtues depending on whether they are the 
virtues of a decision-making process or of the fi nal outcome produced 
by this process (Christiano 2004). In order to give an account of demo-
cratic legitimacy presented by John Stuart Mill, as well as to compare 
his position with those of contemporary defenders of epistemic democ-
racy, one fi rst has to clarify the criteria listed above and set Mill’s view 
according to them.
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Pure proceduralism focuses only on purely procedural qualities of 
a decision-making procedure when determining its legitimacy-gener-
ating potential. These purely procedural (sometimes called intrinsic) 
qualities are defi ned regardless of procedure’s ability to produce cer-
tain goal or outcome—a decision-making procedure has legitimacy-
generating potential because it embodies some important moral (or 
epistemic) qualities. Procedural fairness (i.e. giving every citizen an 
equal chance to participate in the decision-making process) can be one 
such purely procedural quality. A collective decision is thus legitimate 
if (and only if) it was produced by a fair decision-making procedure. Po-
sitions developed by Hannah Arendt (1967), Thomas Christiano (2008), 
Gerald Gaus (1996), Fabienne Peter (2011), Iris Marion Young (2000) 
and Robert Dahl (1989) are some examples of pure proceduralism.

Instrumentalism, on the other hand, focuses only on the instru-
mental qualities of a decision-making procedure when determining 
its legitimacy-generating potential. These instrumental qualities are 
defi ned by procedure’s ability to reach a desired aim or outcome—a de-
cision-making procedure has legitimacy-generating potential because 
of its ability to generate decisions with some substantial, procedure-
independent quality. The ability to produce correct, true or just deci-
sions can be one such instrumental quality. A collective decision is thus 
legitimate if (and only if) it was produced by a decision-making proce-
dure that has tendency to produce correct or true decisions. Positions 
developed by Steven Wall (2007) and Richard Arneson (2003b), but also 
by Robert Talisse (2009) and Cheryl Misak (2000) are some examples of 
political instrumentalism.

We can try to justify democratic legitimacy by referring to one of 
these virtues, in which case we will be endorsing some monistic posi-
tion, or we can try to justify democratic legitimacy by referring to both 
virtues, in which case we will be endorsing some non-monistic posi-
tion.1 The standard account of epistemic democracy put forward by Da-
vid Estlund (2008) represents one such non-monistic position, focusing 
on both the fairness of the procedure and the qualities of the outcome.

1 The distinction between monistic and non-monistic positions was fi rst 
introduced by Christiano (2004).
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3. Mill’s criteria for legitimacy
Mill asserts that the best form of government is the one that best 
achieves the following two goals: (i) improving the virtue and intelli-
gence of the people under its jurisdiction, and (ii) organizing the exist-
ing virtues and good qualities of the people in a way that promotes the 
long-run common good.

One criterion of the goodness of a government [is] the degree in 
which it tends to increase the sum of good qualities in the governed, 
collectively and individually; since, besides that their well-being is the 
sole object of government, their good qualities supply the moving force 
which works the machinery. The other constituent element of the merit 
of a government [is] the quality of machinery itself; that is, the degree 
in which it is adapted to take advantage of the amount of good qualities 
which may at any time exist, and make them instrumental to the right 
purposes. (Mill 1977a: 390–391)

The same two criteria reappear, more or less reformulated, through-
out his entire work.

[Merit which any set of political institutions can possess] consists partly 
of a degree in which they promote the general mental advancement of the 
community, including [...] advancement in intellect, in virtue, and in practi-
cal activity and effi ciency; and partly of the degree of perfection with which 
they organize the moral, intellectual and active worth already existing, so 
as to operate with the greatest effect of public affairs. (Mill 1977a: 392)

However, it seems that the basic and unifying criterion behind these 
two are benefi cial consequences (Sandel 2009, Peter 2014). There-
fore, though Mill enlists two criteria of good governance, his position 
remains monistic since both criteria regard only the consequences of 
a procedure (i.e. whether the procedure produces good decisions and 
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whether the procedure improves the qualities of citizens). Following 
Mill’s utilitarian account characterized by the differentiation between 
higher-quality and lower-quality pleasures, the best form of govern-
ment is to be understood as the one that produces maximal aggregate 
long-run utility (excellence-weighted pleasure).

The ideally best form of government is [...] the one which [...] is attended 
with the greatest amount of benefi cial consequences, immediate and pro-
spective (Mill 1977a: 404)

It is rather clear that Mill uses a procedure-independent criterion for 
evaluating the quality of the outcomes. A political decision can be good 
or bad regardless of the procedure that has produced it. This is par-
ticularly clear when Mill uses an epistemic argument to argue against 
despotic monarchy; even if there would be a wise benevolent despot, 
he would be unable to detect and promote the common good, as well as 
particular interests of different individuals, as effi ciently as represen-
tative (democratic) government. A political decision is good or bad re-
gardless of the procedure that has produced it; its quality is evaluated 
in the light of its consequences.

Mill adopts the instrumentalist position: a form of government is 
only legitimate if it produces the greatest possible amount of benefi cial 
consequences. He avoids the common objections against utilitarianism 
by introducing the differentiation between higher-quality and lower-
quality pleasures, as well as by strongly arguing that only by preser-
vation of individual liberties we can maximize utility in a long-run.2 
However, his argumentation has an instrumental form; in order to be 
legitimate, a form of government has to improve intellectual and moral 
qualities of its citizens, as well as to organize them in such a way as to 
produce the best possible outcomes (Peter 2014).

What form of government will prove itself as the best depends on 
the people it is exercised upon. Tyranny will be the best form of govern-
ment for barbarian tribes, since it will best improve their intellectual 
and moral qualities (e.g. teach them to obey the laws), as well as or-
ganize them in a manner they, because of the lack of discipline, would 
otherwise be unable to do themselves. Democracy is preferred to tyr-
anny, but only when discussing developed societies where certain pre-
conditions have already been met. This emphasizes the instrumental 
approach used by Mill: what form of government is legitimate depends 
on the type of society we want to apply it upon. Different forms of gov-

2 Mill’s famous essay ‘On Liberty’ can be viewed as a unifi ed attempt to argue in 
favor of individual liberty from the consequentialist (utilitarian) standpoint. All four 
reasons that explain why we should uphold individual liberty have an instrumental 
form—we should not silent the dissents because such an action would produce ill 
consequences for our society: we might be deprived of true or partially true belief, 
our own belief might harden into dogma and prejudice, and forcing the members of 
a society to embrace custom and convention is likely to deprive them of the energy 
and vitality for social improvement. For detailed argumentation see Mill 1879 and 
Sandel 2009.
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ernment will yield different results when applied to different societ-
ies. Democracy is thus instrumentally justifi ed: if we want to promote 
intellectual and moral qualities of individuals in our society, and if we 
want to organize them to produce the best possible outcomes, we should 
embrace democracy as a proper form of collective decision-making.

4. Expertism and equality
Mill’s democratic instrumentalism can sometimes be mistaken for a 
weak kind of (epistemic) proceduralism: after all, Mill does not think 
that political decision is legitimate if and only if it has benefi cial conse-
quences. According to such view, whenever one has a reason to doubt 
the quality of consequences of a political decision, one could say that he 
does not recognize that particular decision as legitimate. This surely 
is not the result Mill had in mind. Furthermore, we could question the 
extent to which such view improves intellectual and moral qualities of 
the people involved. The decision-making procedure is very important 
for Mill—it has to be organized in such a way as to satisfy two criteria 
of good government, i.e. to improve the intellectual and moral qualities 
of people and to organize their potentials to maximize the quality of 
results. A decision is thus legitimate if it is a product of a good decision-
making procedure. Though this might seem as a form of democratic 
proceduralism, we must note that the justifi cation of the procedure is 
purely instrumental (Peter 2014). Mill does not fi nd democracy superior 
to despotic monarchy because the former respects the equality of all the 
people involved, and the latter does not. His arguments for democracy 
have instrumental form; we should prefer democracy because it pro-
duces better outcomes, i.e. it is better in improving our moral and intel-
lectual qualities, as well as in producing better decisions. Unlike Est-
lund and other philosophers who adopt non-monistic positions, putting 
emphasis on both the fairness of a procedure and the quality of results it 
produces, Mill’s view is monistic—only the results are important.

Some might argue otherwise by stressing the importance of equal-
ity in Mill’s political thought, especially in his famous essay On Liberty 
(Justman 1990). Though equality is indeed a very important idea for 
Mill, we must notice that in On Liberty Mill refers primarily on the idea 
of negative liberty, i.e. the area within which the subject—a person or 
group of persons—is or should be left to do or be what he is able to do or 
be, without interference by other persons (Berlin 1969). Mill’s thoughts 
on positive liberty, i.e. his answer to the question what, or who, is the 
source of control or interference that can determine someone to do, or 
be, this rather than that (Berlin 1969), are quite different. Mill explic-
itly distinguishes the power that one has over oneself alone and the 
power one has over others:3

3 I thank David Miller for pointing this idea and encouraging me to analyse Mill’s 
Thoughts on Parliamentary Reform in detail.
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They say that everyone has an equal interest in being well governed, and 
that every one, therefore, has an equal claim to control over his own govern-
ment. I might agree to this, if control over his own government were really 
a thing in question; but what I am asked to assent is, that every individual 
has an equal claim to control over the government of the other people. The 
power that suffrage gives is not over himself alone (i.e. negative liberty) it 
is power over others also (i.e. positive liberty): whatever control the voter 
is able to exercise over his own concerns, he exercises the same degree of 
it over those of every one else. Now, it can in no sort be admitted that all 
persons have an equal claim to power over others (Mill 1977b: 323)

It seems that equality does not play an important role in Mill’s thoughts 
on collective decision-making procedures, though it still plays an im-
portant role with regard to the development of individual capacities 
(Baccarini 2013, Macpherson 2012); it is very important to ensure the 
equal protection of everyone’s basic negative liberties (e.g. freedom of 
thought, speech, press and assembly), but equality should be rejected 
and opposed when discussing positive liberties. It should instead be 
replaced with competence and (non-equal) participation, because these 
are the key virtues needed to achieve better quality of political deci-
sions.4

This particular idea is nicely implemented in the plural voting prac-
tice suggested by Mill. He indicates two motives for this proposal: (i) 
to prevent one group of people from being able to control the political 
process without having to give reasons in order to have suffi cient sup-
port, and (ii) to avoid giving each person an equal chance to infl uence 
political decisions without regard to their merit, intelligence etc.

Yet in this stage of things, the great majority of voters [...] are manual labor-
ers; and a twofold danger, that of too low a standard of political intelligence, 
and that of class legislation, would still exist in a very perilous degree. (Mill 
1977a: 473)

4 To additionally stress this point, it might be useful to point out important 
differences between Mill’s approach and the approach of those who base democratic 
legitimacy on the idea of equality (e.g. Thomas Christiano). Christiano builds his 
theory on a basic claim that human beings are authorities in the realm of value 
because (i) they are capable of recognizing, appreciating and producing value, and 
because (ii) their exercise of this authority is itself intrinsically valuable. Christiano 
further claims that equal status of persons is based on the fact that human beings 
all have essential the same basic capacities to be authorities in the realm of value 
(Christiano 2008). Mill, on the other hand, believes that people are obviously 
differently capable of appreciating intrinsic values (his version of ‘higher pleasures’ 
utilitarianism), and that differences in capacity should produce differences in status. 
This does not imply that those who are better educated should direct the private 
lives of those who are not (Mill clearly stresses this point in ‘On Liberty’), nor should 
they have absolute power in political arena (this is pointed out in ‘Considerations 
on Representative Government’). The underlying reason for this is not equality, 
however, but the idea that intellectual and moral qualities of all human beings 
should be cherished and improved, and that would be impossible if other people 
would direct our every action. This does not imply, however, the idea that everyone 
should have an equal say in a collective decision-making process.
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Some scholars (often following the republican tradition) seem to be-
lieve that the main motive Mill had to suggest plural voting was to 
stop the tyranny of majority in a form of class legislation (Brilhante 
& Rocha 2013, Honohan 2002, Justman 1990, Miller 2000). After all, 
introducing plural voting and giving the educated (i.e. the minority of 
voters) more than one vote might look like an attempt to defend the re-
publican value of non-domination (Pettit 1999). For example, Brilhante 
and Rocha claim “Mill would not have favored inequalities that implied 
undue power over others because this would undermine the autonomy 
that was a central value in his political philosophy. He advocated the 
plural voting system on the assumption that it would increase general 
happiness by preventing the tyranny of the majority” (2013: 62). The 
danger of too low standard of political intelligence is often neglected, 
and the entire plural voting proposal is regarded as a temporary solu-
tion Mill used ‘ in [his] stage of things’, i.e. to answer the problem of 
British electorate in 19th century. However, there are good reasons to 
consider Mill’s plural voting account as a permanent solution. In fact, 
Mill’s own words oppose those who think that plural voting is only a 
temporary solution that should not be considered as an important part 
of his political thought.

I do not propose the plurality as a thing in itself undesirable, which, like the 
exclusion of a part of the community from the suffrage, may be temporarily 
tolerated while necessary to prevent greater evils. (Mill 1977a: 478)

It is clear, in fact, that Mill’s main reason for plural voting is not class 
legislation, the ‘greater evil’ from the previous quote. Even in a society 
where there is no fear of one class or group of people being able to con-
trol the political process without having to give reasons in order to have 
suffi cient support, Mill would still opt for plural voting and against the 
equality of votes.

I do not look upon equal voting as among the things which are good in them-
selves, provided they can be guarded against inconveniences. I look upon it 
as only relatively good [...], but in principle wrong, because of recognizing 
a wrong standard, and exercising a bad infl uence on the voter’s mind. It is 
not useful, but hurtful, that the constitution of a country should declare ig-
norance to be entitled to as much political power as knowledge. (Mill 1977a: 
478)

Mill was strongly infl uenced by the classical political philosophy, and 
his plural voting proposal can be seen as a combination of Plato’s epis-
tocracy and Aristotle’s democracy. Following Plato, Mill emphasized 
the value of greater wisdom of the few, while following Aristotle he em-
braced the value of diverse perspectives for political decision-making. 
(Estlund 2003: 57) Though Mill never embraced Plato’s epistocracy (be-
cause it denied the value of diverse perspectives for decision-making, 
as well as because it was not compatible with the account of moral and 
intellectual improvement of the people), he considered the idea that 
competence should have greater weight than incompetence very ap-
pealing.
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[... ] that governing is not a thing which can be done at odd times, or by the 
way, in conjunction with a hundred other pursuits, nor to which a person 
can be competent without a large and liberal general education, followed by 
special and professional study, laborious and of long duration, directed to 
acquiring, not mere practical dexterity, but a scientifi c mastery of the sub-
ject. This is the strong side of the Platonic theory. (Mill 1978: 436)
When two persons who have a joint interest in any business, differ in opin-
ion, does justice require that both opinions should be held of exactly equal 
value? If [...] one is superior to other in knowledge and intelligence, the 
judgment of a higher moral or intellectual being is worth more than that of 
an inferior: and if the institutions of the country virtually assert that they 
are of the same value, they assert a thing which is not. One of the two, as a 
wiser or better man, has a claim to a superior weight [...] (Mill 1977a: 473)

It seems clear that Mill argued for deliberative democracy on instru-
mental grounds; his plural voting proposal is an example of such argu-
mentative strategy.

5. Deliberative democracy
One has to notice, however, that the reason why plural voting is intro-
duced is not only to improve the quality of decisions produced by collec-
tive decision-making process. Mill emphasizes the educational role of 
democracy, and of the experts as well. Their infl uence will improve the 
quality of decisions, but it will also help common people further develop 
their intellectual and moral skills.

There are very good reasons not to believe that Mill adopted a form 
of elitism that could lead to epistocracy. We have indicated earlier that 
Mill recognizes the value of diverse perspectives, as well as the dan-
ger of class legislation. If we give overly exaggerated political power to 
certain group of people (even if they are experts), the danger of class 
legislation is reintroduced, and the value of diverse perspectives is lost. 
This value of diverse perspectives is best introduced through delibera-
tion; though one can argue that even a form of aggregative democracy 
could take advantage of diverse perspectives and produce high-quality 
outcomes (e.g. Marquis de Condorcet, Kenneth Arrow), this is only one 
of the two goals of the good government. The other one, development 
of our intellectual and moral qualities, can only be achieved through 
deliberation.

Those who are supreme over everything, whether they be One, Few or 
Many, have no longer need of the arms of reason; they can make their mere 
will prevail; and those who cannot be resisted are usually to well satisfi ed 
with their own opinions to be willing to change them, or listen without im-
patience to anyone who tells them that they are in the wrong. [...] the one 
which develops the best and highest qualities is the position of those who 
are strong enough to make reason prevail, but not strong enough to prevail 
against reason. (Mill 1977a: 478–479)

Following this argumentation, one could be led to believe that the only 
reason for plural voting is to attain the balance between groups or 
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classes that would force them to deliberate instead of simply asserting 
their will, and the only reason for adopting deliberative procedures is 
to improve the moral and intellectual qualities of people engaged in de-
liberation. There are good reasons not to embrace this interpretation: 
though Mill’s argumentation was aimed to maximize the individual 
liberty, this liberty can be limited when our actions have impact on 
lives of other individuals. As long as we make decisions that are within 
our private sphere, neither majority of the people nor (moral) experts 
should have an authority to limit our liberty. Things change, however, 
when our decisions infl uence other people beside us, just like all politi-
cal decisions do. Giving greater power to the voice of an expert in such 
situation can be legitimate.

There would be no pretence for applying this doctrine to any case which 
could with reason be considered as one of individual and private right. In an 
affair that concerns only one of two persons, that one is entitled to follow his 
own opinion, however much wiser the other might be than himself. But we 
are speaking of things that equally concern them both; where, if the more 
ignorant does not yield to the guidance of the wiser man, the wiser man 
must resign to more ignorant. [...] No one but a fool, and a fool of peculiar 
description, feels offended by the acknowledgement that there are others 
whose opinion, and even whose wish, is entitled to a greater amount of con-
sideration than his. (Mill 1977a: 473–474)

6. The role of plural voting
Mill is well aware of the defects any form of government might have. 
He points out that the worst defects a democratic government might 
face are its inability to produce good decisions and its tendency to be 
infl uenced by particular interests of dominant groups (Mill 1977: 436). 
Plural voting was introduced as a means to counter these defects: its 
main purpose was to ensure that the representative government pro-
duces high quality outcomes, and that no group has exclusive right to 
the benefi ts of social cooperation by the power of votes alone (and with-
out having to deliberate and convince others to support the decision in 
question).

It is unclear, however, how exactly was plural voting proposal 
supposed to counter the fi rst defect of democratic government, i.e. to 
ensure that the procedure produces good decisions. How was plural 
voting supposed to achieve its purpose? In their recent paper, Bacca-
rini and Ivanković (2015) claim that plural voting proposal seriously 
threatens the quality of outcomes. It is unclear at which stage of the 
decision-making process does the epistemic value of plural voting help 
us create better policies and decisions. They analyze the problem stage 
(where political values are expressed and some problems are detect-
ed), the proposal stage (where the educated commission drafts laws 
and policies), and the approval stage (where the Parliament chooses 
to pass or reject a certain law proposed by the commission), and claim 
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that plural voting proposal does not bring epistemic value in any of the 
stages mentioned above. Similar objections are raised by Gaus (2008) 
and Peter (2012), who claim that it is very diffi cult to determine who 
the experts regarding some political issue are, and add that the rel-
evant competences for making political decisions are often so widely 
dispersed that the (epistemic) distinction between citizens and experts 
is small and irrelevant, just like the (epistemic) distinction between 
procedures characterized by equal suffrage and those characterized by 
plural voting.

I do not want to argue that Mill’s plural voting proposal has an 
epistemic value—all I want is to show why did Mill think it had epis-
temic value, and in which stage of the decision-making process did this 
epistemic value manifest itself. In order to answer these questions, we 
must fi rst analyze the sophisticated structure of democratic govern-
ment and the key stages of democratic decision-making process, as well 
as different concepts of expertise.

Thomas Christiano (2008) introduces a useful differentiation be-
tween technical and moral knowledge. Technical knowledge regards 
crafts, skills and disciplines like engineering, medicine, carpentry, 
physics, law or computer sciences. Most people can see this knowledge 
as useful and some educational institutions can be publicly seen as 
reliable sources of this knowledge. However, there is another kind of 
knowledge, one that regards what is right and what is wrong. This 
moral knowledge is about values and it is not as public as technical 
knowledge is, since we have a widespread disagreement on both the 
moral issues and the experts in morality (Christiano 2008). Mill agrees 
that the technical knowledge is probably more public that the moral 
knowledge, but unlike Christiano he thinks that we can still deter-
mine those whose ‘opinions and even wishes’ should be given greater 
consideration. Mill does not set strict constrains on education (he does 
not insist that only philosophers, or only experts in political science or 
economics, have greater political power), nor does he name the exact 
profession one has to have in order to have a plural vote. His main idea 
is that people who have dedicated some time and effort to improving 
their intellectual and moral capacities are generally more capable of 
knowing what is more valuable in life (they are better acquainted with 
higher pleasures), and therefore are more capable of setting valuable 
aims for the society in general.

Mill fi rmly believed in the idea of epistemic division of labor and 
consequently, that laws and political decisions should be made by the 
most competent members of a society (i.e. experts). He saw division of 
labor as one of the central reasons for rejecting direct democracy, but 
nonetheless did not believe that parliament should make laws, public 
policies and political decisions. This task was appointed to small expert 
bodies (commissions), while it was the task of the Parliament to discuss 
and deliberate on proposed laws and decisions, as well as to accept or 
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refuse proposals made by such commissions (Mill 1977: 424). Unlike 
expert bodies, Mill did not think that the Parliament should be com-
posed primarily of experts:

[Members of parliament] are not a selection of the greatest political minds 
in the country, from whose opinions little could with certainty be inferred 
concerning those of the nation, but are, when properly constituted, a fair 
sample of every grade of intellect among the people which is at all entitled 
to a voice in public affairs. Their part is to indicate wants, to be an organ for 
popular demands, a place of adverse discussion for all opinions relating to 
public matters, both great and small [...] (Mill 1977a: 433)

Therefore, considering the division of labor and a purely deliberative 
function of the parliament, Mill did not have in mind that plural voting 
will directly ensure more competent law-makers and policy-makers. 
The competences of law-makers and policy-makers can be similar both 
under monarchical and democratic rule (Mill 1977a: 438–439). Plural 
voting is introduced to give additional strength to opinions and even 
wishes of those better educated, and to increase the number of people 
representing these opinions and wishes in the parliament. If small ex-
pert bodies (commissions) are those who devise practical means (laws, 
policies, decisions) to achieve a desired political end, it is parliament 
who sets these political ends, and in setting them, the parliament rep-
resents the general public, but plural voting enables it to put a greater 
emphasis on those ends that well-educated people consider valuable 
(because their opinions are better represented in the parliament). 
Plural voting thus improves the quality of political decisions not by 
improving the technical process of fi nding best practical solutions to 
designated problems, but by improving the quality of political aims we 
as a society want to achieve. In other words, the epistemic value of plu-
ral voting is introduced primarily in the problem stage of democratic 
decision-making process. What shall we defi ne as a problem in a society 
depends on the values and aims we want to pursue. For example, if we 
want to protect the traditional family with father as breadwinner and 
mother as caretaker (Kristol 1995), having a 40% unemployment rate 
will not be a serious political problem, as long as those unemployed 
are women. Similarly, if our political aim is full employment, even a 
5% unemployment rate can be considered a serious political problem. 
Mill believes that the plural voting proposal will affect the quality of 
aims and values set by the citizens and the Parliament, and this will 
improve the quality of laws and policies since they will now be designed 
to achieve more valuable aims.
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Mill’s view is radically different from the thoughts of many contempo-
rary political philosophers and epistemologists who discuss the role of 
experts in a democratic society. Philip Kitcher and Thomas Christiano, 
for example, agree that it is the role of a democratic process to set up 
important aims, and the role of experts to devise means for achieving 
these aims (Kitcher 2011, Christiano 2012). We should be democratic 
egalitarians when discussing political aims, and advocate expertism 
only when discussing practical means for achieving those aims. Mill 
disagrees and rejects democratic egalitarianism: there are those who 
are more competent in setting valuable aims and they should have 
greater political power in a democratic decision-making process. Of 
course, this does not imply that only those more competent should par-
ticipate in the process of defi ning valuable aims, since that would rein-
troduce the danger of class legislation, but also damage the epistemic 
value of diverse perspective.

7. Mill and public justifi cation
What makes plural voting procedure legitimate? As Estlund points out 
(Estlund 2003), Mill acknowledges the need for plural voting to be gen-
erally acceptable rather than simply correct. Authority does not follow 
from expertise, but from our acceptance that those wiser than us should 
have greater political power than us. This takes a form of hypothetical 
(or maybe normative) consent, and not a form of the actual consent.
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It is only necessary that this superior infl uence should be assigned on 
grounds which [all] can comprehend, and of which [all] are able to perceive 
justice. (Mill 1977a: 474)

This is why Mill has to fi nd a criterion for expertise that can be reason-
ably accepted by everyone. The problem is the fact that there is reason-
able disagreement on who counts as wise. However, the idea that good 
education imporves the ability to rule more wisely is uncontested.

[The distinctions in voting power] are not made arbitrary, but are such as 
can be understood and accepted by the general conscience and understand-
ing. [They are based on something that] would not necessarily be repugnant 
to any one’s sentiment of justice. (Mill 1977a: 476)

Finally, the reason why everyone should accept plural voting procedure 
is the quality of outcomes.

Which of these modes of getting over a diffi culty is most for the interest of 
both, and most conformable to the general fi tness of things? [...] that the 
better judgment should give way to the worse, or the worse to the better? 
(Mill 1977a: 473–474)

Since Mill believes that good education improves our ability to rule 
more wisely (i.e. to make better decisions), and since he believes that 
everyone shares (or should share) this belief, he emphasizes plural vot-
ing as a procedure that gives greater political power to those who can 
rule more wisely, and consequently favors it as a procedure that tends 
to create better outcomes.5

As we have seen, plural voting proposal has two goals: (i) to im-
prove the quality of the outcomes by giving the educated additional 
political power, and (ii) to improve the intellectual and moral qualities 
in individuals by making them deliberate and exchange reasons and 
arguments.

8. Conclusion
Mill was undoubtedly one of the greatest liberal philosophers and an in-
spiring source of ideas for many liberal thinkers and scholars. We must, 
however, resist an increasingly common trend of interpreting Mill’s ideas 
from the standpoint of contemporary liberal thought, especially when 
such interpretations contradict with the very statements Mill made him-
self. Plural voting proposal plays an important role in Mill’s philosophi-
cal thought—it puts together and connects various requirements and 
values Mill held as important into a coherent collective decision-making 
model. This model does not rest on the idea of political equality, but on 
the complex structure that incorporates both the epistemic value of di-
verse perspectives and the epistemic value of experts. Consequently, it 
stresses both the importance of political participation and the impor-

5 One can consistently argue against this idea and rise against it not only 
argument based on procedural fairness, but an epistemic argument as well (see 
Estlund 2003).
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tance of unequal political power citizens should have. We can discuss 
how Mill’s ideas could be implemented in a contemporary liberal phi-
losophy (e.g. is class legislation still an important issue, should everyone 
receive an equal chance of acquiring good education and thus greater 
political power, etc.), but we must not forget or misinterpret Mill’s basic 
ideas and the justifi catory process he made from them.
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The aim of this paper is to suggest a new interpretation to the Gettier 
problem by showing that the standard JTB defi nition of knowledge is 
not epistemologically incomplete, being at the same time formally incom-
plete. The Gettier problem is shown to emerge through the implicit self-
application of the JTB defi nition of knowledge to prove its own incom-
pleteness. A conclusion is drawn, which runs counter to the traditional 
view that the problem necessarily requires a conceptual amendment of 
the standard defi nition, in spite of the formal incompleteness of the lat-
ter. The Gettier problem is construed to be related to the ancient Meno 
problem within a contemporary justifi cational discourse.

Keywords: JTB defi nition of knowledge, Gettier problem, Meno 
problem, justifi cation, self-application.

1. Preliminary Remarks
The standard defi nition of knowledge was inspired by Plato’s dialogues 
Theaetetus, The Republic, and mostly by Meno. To Meno’s question 
“Why knowledge should be so much more prized than right opinion, 
and indeed how there is any difference between them” (Meno 97 d), 
Socrates explains his answer using a dialectical metaphor. It is based 
on the legendary masterhood of Daedalus to create statues in so perfect 
a manner that, if not tethered, they run away and escape:

Socrates: …And that, I may say, has a bearing on the matter of true opin-
ions. True opinions are a fi ne thing and do all sorts of good so long as they 
stay in their place, but they will not stay long. They run away from a man’s 
mind; so they are not worth much until you tether them by working out the 
reason. (Meno 97e–98a)

The last metaphor of “tethering”, or “working out the reason” of a true 
opinion (alēthēs dóxa), and thus turning it into knowledge (epistēmē), 
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was further elucidated by Socrates through his well known theory of 
recollection. Philosophers, who do not accept the literal message of Pla-
to’s epistemological view, have elaborated his approach, to reach the 
tacit agreement that knowledge is justifi ed true belief (JTB). And this 
standard JTB defi nition has seemed to be unproblematically indorsed 
(at least by analytic philosophers) until the beginning of the 60ies of 
the twentieth century.

Then in 1963 on the epistemological scene appeared Edmund Get-
tier. In a short, three pages article, he managed to destroy the plausi-
bility of the accepted standard defi nition (Gettier 1963). He succeeded 
in so doing, by adducing two clear cases, showing that one could have 
some true belief that is also justifi ed, and yet not have knowledge. So 
the claim has been raised that JTB is probably necessary, but not a suf-
fi cient condition for having knowledge, and that a better defi nition of 
knowledge must be discovered. Thus the notorious Gettier problem was 
born, and since then has not obtained a commonly accepted solution; 
or, as Robert Shope puts it:

In spite of the vast literature that Gettier’s brief paper elicited, there is 
still no widespread agreement as to whether the Gettier problem has been 
solved, nor as to what constitutes the most promising line of research. 
(Shope 1998: 54)
A decade, or so, after this remark by R. Shope, “the literature on 

Gettier’s brief paper” has rapidly enhanced. The standard strategy of 
searching for a defi nition of knowledge stronger than JTB, so that it 
could stay outside the pincers of the Gettier problem, has not resulted, 
however, in forging such a defi nition of knowledge to be generally ac-
cepted, or at least as tacitly accepted as JTB has been till 1963.

The aim of this paper is to suggest a new interpretation to the Get-
tier problem, by showing that its genesis lies in the implicit application 
of the JTB defi nition to gain its own incompleteness.

The Gettier problem, however, still persists in the renovated con-
ceptual garments of the Meno problem about “tethering” mere true 
beliefs to be turned into knowledge. These garments bear the label of 
justifi cation. So, it is the idea of justifi cation that needs to be placed in 
the centre of a broader and deeper analysed.

2. A New Look at the Gettier Problem
After the publication of Gettier’s paper, a good deal of Gettier-like 
counter-examples to the standard (JTB) defi nition of knowledge was 
suggested. Since they all have a common anti-luck-and-luck scenario, 
I’ll prefer to turn back to the fi rst original case, presented by Gettier 
himself.

Suppose that Smith and Jones have applied for a certain job. And suppose 
that Smith has strong evidence for the following conjunctive proposition:
d. Jones is the man who will get the job, and Jones has ten coins in his 
pocket.
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Smith’s evidence for (d) might be that the president of the company as-
sured him that Jones would in the end be selected, and that he, Smith, had 
counted the coins in Jones’s pocket ten minutes ago. Proposition (d) entails:
e. The man who will get the job has ten coins in his pocket.
Let us suppose that Smith sees the entailment from (d) to (e), and accepts 
(e) on the grounds of (d), for which he has strong evidence. In this case, 
Smith is clearly justifi ed in believing that (e) is true.
But imagine, further, that unknown to Smith, he himself, not Jones, will get 
the job. And, also, unknown to Smith, he himself has ten coins in his pocket. 
Proposition (e) is then true, though proposition (d), from which Smith in-
ferred (e), is false. In our example, then, all of the following are true: (i) (e) 
is true, (ii) Smith believes that (e) is true, and (iii) Smith is justifi ed in be-
lieving that (e) is true. But it is equally clear that Smith does not know that 
(e) is true; for (e) is true in virtue of the number of coins in Smith’s pocket, 
while Smith does not know how many coins are in Smith’s pocket, and bases 
his belief in (e) on a count of the coins in Jones’s pocket, whom he falsely 
believes to be the man who will get the job (Gettier 1963: 121–2).

The key claim from the cited case above certainly is
 (K) “Smith does not know that (e) is true”.
Now let us pose the question: “Who is the knower of (K)?” The direct 
answer is that the knower is the teller of the story; let us accept that 
this is E. Gettier himself. But how he came to know that (K)?

This is a crucial question, because, if this claim were not true, then 
Gettier would not fulfi l his task to show that JTB account of knowledge 
fails.

Of course, as a counterexample to a claimed theory of knowledge, it 
doesn’t actually seem to matter whether anyone knows that the coun-
terexample exists, or not. So, one could contend that Gettier is not sup-
posed to prove that he knows that K. It is Smith who doesn’t know that 
he himself will get the job, and that he has ten coins in his pocket, but 
nevertheless believes that (e) is true. Thus it seems that the knowledge 
of (K) is not related to the demonstration of the incompleteness of the 
JTB defi nition of knowledge.

However, it is the very defi nition of knowledge that is at stake here. 
To this effect Gettier (the teller of the story) must be certain of what 
he would like to convince us. It is no doubt that an instrument for ana-
lysing knowledge (all the more its defi nition) has to be of a cognitive 
nature; that is to say, it must not be less than knowledge, for instance a 
mere opinion, or a fabricated story, staying outside of some real cogni-
tive context. Hence Gettier simply has to know that (K). But in order 
for him to be a knowing agent – in this case a meta-knowing agent – he 
himself must be involved in a real cognitive situation, and not to be an 
inventive contriver of the adduced story.

So, how Gettier may really have knowledge that (K)?
The answer to this question would mean elucidating the fact that he 

has a meta-knowledge in comparison to Smith, who does not know that 
(e) is true. To this effect Gettier must be involved in a genuine situation 
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of knowledge acquisition.
Suppose that Gettier may “have strong evidence” that Jones has ten 

coins in his pocket, since he was a secret eye-witness when Smith was 
counting them “ten minutes ago”. He then is certain that Smith knows 
that Jones has ten coins in his pocket. Let us further suppose that he 
managed to count the coins in Smith’s pocket as well (when Smith was 
buying a cup of coffee at the near counter, for instance), and found that 
Smith had also ten coins in his pocket, and that he had also heard the 
words of the president of the company, when the latter was assuring 
Smith “that Jones would in the end be selected” for the job to which 
both men had applied. Then as the story goes, he correctly reaches the 
conclusion that (K).

But what does it mean that Gettier has knowledge that (K) in his 
situation of a meta-knowing agent? Let us pay attention to the fact that 
“all of the following are true”, to use Gettier’s own mode of argumenta-
tion: (iv) (K) is true, (v) Gettier believes that (K) is true, and (vi) Gettier 
is justifi ed in believing that (K) is true.

Thus, as a meta-knowing agent, Gettier comes to know that (K) in 
the way required by the JTB defi nition. But it is namely the claim (K) 
that bears the burden of proving the insuffi ciency of this same defi ni-
tion of knowledge. So, what comes out is that the defi nition is being 
implicitly self-applied. We are facing a situation when a defi nition is 
appropriately used – an act presupposing its adequacy – to show its 
own inadequacy (its own incompleteness).

My new interpretation to the Gettier problem presented so far, does 
not show that the JTB defi nition of knowledge is a complete defi nition. 
It is, regretfully, formally incomplete. What I have, however shown, is 
that from an epistemological point of view this standard defi nition is 
not in need of an amendment, provided the conceptual requirements of 
its three partite structure are properly fulfi lled.

3. Conclusions
The Gettier cases – as well as the fi rst original case suggested by Getti-
er himself, and analyzed here – presuppose a concealed teller of a story 
suggesting a contrived situation, based on the JTB defi nition of knowl-
edge, in which a knowing agent could be deceived that she knows some-
thing, while she does not. However, the very defi nition of knowledge 
that is here under attack lays the requirement that each fabricated sto-
ry be considered within a real cognitive context. To this effect Gettier 
(the teller of the story) must be placed in a position of a meta-knowing 
agent. This is so, because an instrument for analysing knowledge (all 
the more its defi nition), a story no matter how fabricated, has to be of 
a cognitive nature. It was shown that at a meta-knowing level the JTB 
defi nition was kept intact. Thus a specifi c negative answer to the title 
question was reached: the standard (JTB) defi nition of knowledge is not 
epistemologically incomplete, being at the same time formally incom-
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plete. The standard defi nition of knowledge does really work, provided 
the justifi cation at hand is sound and trustworthy. If not, it is not the 
JTB defi nition to be blamed, but the cognitive potential of the knowing 
agent, and the contingent limitations of her interpretative context, so 
that a bad luck could not be evaded.

Having probably an intuition for a similar conclusion, Alvin Plat-
inga once wrote:

After 1963 the justifi ed true belief account of knowledge was seen to be 
defective and lost its exalted status; but even those convinced by Gettier 
that justifi cation (along with truth) isn’t suffi cient for knowledge still mostly 
think it necessary and nearly suffi cient for knowledge: the basic shape or 
contours of the concept of knowledge is given by justifi ed true belief, even 
if a quasi-technical fi llip or addendum (“the fourth condition”) is needed to 
appease Gettier. (Plantinga 1990: 45, his italics)

The here reached conclusion removes the necessity of “quasi-technical 
fi llips” allegedly amending the JTB defi nition, enlarging it with “ad-
denda”. This “defi nitional” line of research, being otherwise stubbornly 
followed, may well be deserted. The Gettier problem is inspired by the 
ancient Meno problem within a contemporary justifi cational discourse. 
Instead of Plato’s ancient metaphorical instruction of “tethering”, or 
“working out the reason” of a merely true belief, the believer should 
care about its adequate justifi cation.

By “adequate justifi cation” I have in mind not the invention of some 
new theory of justifi cation (that is certainly a theoretical ideal, but no 
less certainly a doubtful and problematic aim). I have in mind the spec-
ifi cation of paradigmatic justifi cational contexts (e.g. mundane, juridi-
cal, scientifi c, etc.). For every cognitive situation in each of the para-
digmatic contexts the explication of a relevant set of necessary criteria 
for justifi cation is principally possible, so that the validity of stated 
propositions of interest to be warranted, and not merely guessed.
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Are consumers in high-income countries complicit in labor exploitation 
when they buy good produced in sweatshops? To focus attention we con-
sider cases of labor exploitation such as those of exposing workers to 
very high risks of irreversible diseases, for instance, by failing to provide 
adequate safety equipment. If I purchase a product made under such 
conditions, what is my part in this exploitation? Is my contribution one 
of complicity that is blameworthy? If so, what ought I to do about such 
participation? I address these questions at fi rst by applying a compre-
hensive account recently offered by Chiara Lepora and Robert Goodin, 
and analyzing the results in light of some important empirical issues.
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1. Introduction
Many consumers in affl uent developed countries are acutely aware of 
the horrendous levels of exploitation widespread in developing coun-
tries. Our iPhones are produced by exposing workers to toxic substanc-
es known to cause increased rates of leukemia. Our clothes are sewn 
by women working long hours, 7 days a week, in shoddily constructed 
buildings vulnerable to collapse. Children, who are forced by parents 
lacking income to work instead of attend school, weave the rugs and 
pillows that make our homes comfortable and aesthetically pleasing.

As a consumer in an affl uent developed country, I and like-minded 
friends are often drawn to ask three questions about our prospective 
and actual purchases:



114 G. Brock, Consumer Complicity and Labor Exploitation

1) Are we complicit in the labor injustices that are infl icted on work-
ers when we purchase such products?

2) If we are complicit, is this complicity morally culpable?
3) If so, what ought we to do to avoid or make amends for morally 

culpable complicity?
Chiara Lepora and Robert Goodin’s recent book, On Complicity and 
Compromise, is an immensely helpful resource in addressing such 
questions (Lepora and Goodin: 2013). This work offers a comprehensive 
analysis of complicity and related concepts that signifi cantly breaks 
new ground. This fi ne account is destined to shape conversations about 
complicity for some time and is well worth reading for anyone concerned 
about complicity in the many areas in which it seems to be playing an 
important normative role. In order to appreciate just some of the rich 
resources it offers I discuss some of its core ideas that have a bearing on 
the three featured questions outlined concerning consumer complicity 
with exploitation. Their book offers a wealth of other useful analysis 
especially concerning health care workers’ complicity with genocide or 
torture, along with some excellent insights about choosing the least 
evil option when all the options one faces are bad. Here I focus only on 
applying their analysis to consumer complicity with exploitation.

2. Exploitation and Wrongdoing
For the concept of complicity to be in play, there must be some wrong-
doing and actors must have played a part in bringing this about, suf-
fi ciently aware of these connections. Here I take the core wrongdoing 
to be that associated with exploitation in sweatshop labor conditions. 
Matt Zwolinski defi nes a sweatshop as “a place of employment in which 
worker compensation or safety is compromised, child labor is employed, 
and/or local labor regulations are routinely disregarded in a way that 
is prima facie morally objectionable”.1 While sweatshops exist all over 
the world, the focus of concern has been on sweatshops in developing 
countries. Three common kinds of problems with these sweatshops 
are often noted: (1) The wages are thought to be “objectionably low” 
(Zwolinski 2012: 162); (2) worker safety is seriously compromised by 
exposing employees to high risks of injuries or dangerous chemicals, 
without being provided with adequate safety training; (3) employers 
often suppress workers’ rights to bargain collectively or unionize, or 
otherwise make severely unreasonable requests such as requiring em-
ployees to work long periods of overtime. The exploitation that occurs 
in sweatshop labor is a product of other, often prior, injustice. The kind 
of exploitation that concerns me involves taking advantage of people by 

1 As Matt Zwolinski continues, “This defi nition captures the role that the 
term ‘sweatshop’ plays as a signal of moral disapprobation, while leaving open 
as a conceptual matter the possibility that sweatshop practices might, on closer 
examination, be morally justifi able” (Zwolinski 2012: 154–179, 162).
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taking advantage of their bargaining weaknesses. It is because people 
are in poor circumstances with few options for meeting basic needs that 
they typically fi nd working in sweatshops attractive, compared with 
their alternatives.

Why does exploitative sweatshop labor count as wrongdoing? Ac-
counts vary. Some argue that exploitation in sweatshops involves ben-
efi ting from others through unfairly taking advantage of them or their 
situation, benefi ting from their misfortune or benefi ting “dispropor-
tionately to their contribution” (Meyers 2004: 324). Or the emphasis 
could be on how the exploitative interactions can be degrading to those 
exploited, an affront to their dignity. According to an interesting re-
cent analysis, Jeremy Snyder argues that when exploitative offers do 
not allow those exploited to make suffi cient progress toward a decent 
minimum of human functioning, these offers can create “demeaning 
choices” (Snyder 2013: 346). The exploitee’s participation and apparent 
endorsement of the treatment, contributes to its being demeaning.

Generally, exploitation involves taking advantage of others in a way 
that is unfair or degrading and so appears to be squarely in the ter-
ritory of wrongdoing. Some argue however that far from exploitative 
labor practices counting as wrongdoing they constitute right doing in 
that we are offering destitute people a way out of their situation. In 
fact, some argue that there can be forms of mutually voluntary and 
benefi cial exploitation, where the exploitative transaction is benefi cial 
to both parties, even when it is more benefi cial to one than the other. 
Sweatshop labor is sometimes presented as exactly such a case (see e.g. 
Zwolinski 2012). In response, we might note that actions can be vol-
untary, benefi cial and exploitative. The voluntariness of the exchange 
and benefi ts received do not necessarily cancel out or disguise aspects 
of a transaction that constitute wrongdoing, as wrongdoing may well 
remain. The very fact that these interactions are voluntary and mutu-
ally benefi cial may serve to attempt to disguise that the moral wrong 
of exploitation has taken place. As I discuss in Section 4, a transaction 
can still be exploitative but all things considered, constitute the best 
course of action given undesirable alternatives.

However, we should also note that just how bad the wrongdoing is 
will vary depending on the nature and severity of the exploitation at is-
sue. To focus our attention in this essay we might specify that the prin-
cipal wrongdoings we are concerned with include cases of: (i) exposing 
workers to very high risks of irreversible diseases, for instance, by fail-
ing to provide adequate safety equipment; (ii) offering wages and/or 
terms of employment that thwart very basic needs (such as the need 
for rest or to take bathroom breaks); (iii) employing children in non-
benefi cial forms of labor that badly thwart their education or develop-
ment. Here I am going to assume that there are at least some kinds of 
exploitation in sweatshop conditions that the reader would count as 
wrongdoing. If she is unconvinced by the examples provided she should 
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feel free to substitute her preferred examples for the three that I con-
sider clear instances of objectionable wrongdoing.2

At any rate, I aim to address those readers who share my concerns 
about the kinds of examples described in my opening paragraph. I be-
lieve that there are enough consumers who view sweatshop labor ex-
ploitation as wrongdoing to make the analysis of interest. We want 
considered answers to core questions such as: What is my part in this 
wrongdoing? Is my contribution blameworthy? What ought I to do 
about my participation in wrongdoing? It is also important to note that 
the “we” I have in mind is composed of those consumers in high-income 
countries who have much disposable income with many consumption 
choices. They also have reasonable capacity to absorb costs because of 
their greater than average incomes within high-income countries.

3. Complicity and its cousins
There are many concepts that are nearby relatives of complicity. Some 
are much more straightforwardly problematic and easily implicate us 
in the wrongdoing, including full joint wrongdoing, conspiracy, and col-
lusion. In such cases the culpability for the wrongdoing is easily locat-
able as there is a plan shared among the principal actors to commit the 
wrongdoing, to adopt the plan, or to orient behavior around a shared 
plan. In the cases that concern us, the consumers do not adopt a plan 
to exploit as such. Rather, their contribution to the wrongdoing is more 
nuanced and therefore more diffi cult to locate. But locate it we can.

3.1. Complicity simpliciter
Consider this passage from Lepora and Goodin:

As suggested by the loosely related legal concept of an ‘accessory’, those who 
are complicit simpliciter often perform contributory acts that ‘give access’ to 
the principal wrongdoing, facilitating it or perhaps even making it possible. 
Their contributions, although only ever causal (at most), may be more or 
less essential to the implementation of the principal wrongdoing. Or they 
might induce or incentivize the wrongdoing (a thief would not have stolen 
the painting if there had not been anyone prepared to serve as the ‘fence’ in 
selling it) or encourage it (a demagogic politician ranting against the ex-
cesses of banks encourages people to rob them) or make it easier to perform 
(selling robbers a precision drill, knowing the use they intend for it, halves 
the time it takes them to crack the safe). Temporally, acts of complicity sim-
pliciter can come before, during, or after the principal wrongdoing.

Agents who are complicit simpliciter may act with more or less (but usu-
ally a minimal degree of) awareness of the details of the principal’s plan of 
wrongdoing. They might actually approve of the plan, or even participate 
in making it; they might adopt it as their own, and adjust their actions in 
response to it. But although full involvement in planning the wrongdoing is 
2 Perhaps these cases involve very coercive conditions; parents forcing their 

children into slavery-like conditions or prostitution might be of this kind. Sadly, this 
captures a staggeringly large number of cases in developing countries.
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not excluded, neither is that a necessary feature of an agent who is complicit 
simpliciter. In order to qualify as complicit simpliciter, all that is necessary 
is that the complicit agent ‘knows, or should have known, that by [so acting] 
he or she will advance whatever intentions the principal has’. (Lepora and 
Goodin 2013: 42, emphasis mine)

On reading this passage a few comments might immediately strike us 
as worth mentioning. First, typical sweatshop labor consumption acts 
seem relevantly analogous with the stolen painting case. If no one is 
willing to purchase the products made with sweatshop labor it would 
not be worth the manufacturer’s efforts to engage in these production 
processes. But manufacturers can be reasonably sure there will be will-
ing consumers because, for many consumers, the price is right. Second, 
we might want to know more about what is entailed by the phrase 
“knows or should have known”. What do reasonable consumers know 
or what should such consumers know? There is considerable varia-
tion about cases. For instance, when a product is marked “Made in the 
USA” although every component part is made elsewhere under sweat-
shop conditions, should the consumer suspect deception? How much 
due diligence should she show in trying to check marketer’s claims 
about their products? What does the reasonable consumer know and 
what can we reasonably expect of her in investigating the labor condi-
tions under which all her prospective purchases are made? While these 
questions constitute an important area ripe for extended analysis, here 
I simplify by making some assumptions. I assume reasonable consum-
ers are generally informed about the world they inhabit and that they 
can be expected to have general knowledge of working conditions in 
a globalized world. So they can be expected to know that many of the 
products they purchase from stores like Walmart are the product of 
sweatshop labor.

3.2. Complicity by collaboration
When we buy goods made in sweatshops are we collaborating with pro-
ducers? Collaborators are not co-principals of the wrongdoing. In fact, 
they need not even adopt plans to commit wrongdoing.

The relationship between the collaborator and the principal is purely that of 
follower to leader, in regard to the plan. The collaborator takes instructions 
from the plan and adjusts his own actions to it. Collaboration involves the 
active and practical engagement of a contributory agent with a plan that in 
some way he accepts and acts upon. But while accepting the plan as a basis 
for his actions, he need not actually adopt the plan as his own. The collabora-
tor’s stance toward the plan might be far more equivocal than that. (Lepora 
and Goodin 2013: 43)

This passage contains an important tension. On the one hand, you 
might think complicity by collaboration is not relevant as there is no 
real acceptance of the plan to commit wrongdoing when consumers 
typically purchase sweatshop labor products. On the other hand, since 
Lepora and Goodin stipulate that the co-principal need not adopt the 
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plan as his own, maybe this is not so clear. At any rate, in eschewing 
the exploitation part of the plan, perhaps thoughtful consumers are not 
guilty of complicity by collaboration, when they purchase certain kinds 
of products that result from exploitative labor practices. As the other 
forms of complicity to be discussed provide much clearer cases of impli-
cation in wrongdoing, we need not dwell on complicity by collaboration, 
which might at most be an atypical case.

3.3. Complicit acts that (can misleadingly) appear not to involve 
contributors
According to Lepora and Goodin, complicity “necessarily involves act-
ing in a way that could contribute causally to the principal wrongdoing 
of another” (Lepora and Goodin 2013: 44). While at fi rst it might seem 
that this cannot apply to what they refer to as “the conceptual cous-
ins” that will be our focus here, namely, conniving, condoning, consort-
ing, or contiguity, this appearance is misleading. In general there can 
be ways in which actions in response to wrongdoing promote future 
wrongdoing, so consumers’ actions can have a causal role in wrongdo-
ing after all. I discuss some of the ways in which “complicity’s cousins” 
can implicate many consumption acts.3

3.3.1. Condoning
While condoning isolated wrongs could be wrong, it cannot be so in a 
causal way, since the wrongdoing has already taken place. However, 
an act of condoning can qualify as a relevantly causal contribution un-
der certain conditions. Such special cases are called “complicity by con-
doning”. They say: “While you cannot literally ‘condone’ a wrong ahead 
of it occurring, you can announce ahead of time that you will condone 
it were it to occur; and that announcement (while itself not literally 
an act of condoning) can certainly contribute causally to the act-to-be 
condoned occurring” (Lepora and Goodin 2013: 48). Perhaps consum-
ers’ purchasing patterns could count as signaling ahead of time that 
they will condone exploitative production acts, at least in the sense 
that they could be construed as announcing that they will purchase 
the products of sweatshop labor anyhow despite the wrongdoing. Heav-
ily repeated patterns of consumption or strong consumer demand can 
count as a kind of condoning as consumers thereby seem to be signaling 
that they accept an ongoing practice of wrongdoing which can contrib-
ute in a causal way to subsequent exploitation.

3.3.2. Consorting
Complicity by consorting can make a causal contribution to the princi-
pal wrongdoing, when “consorting with the wrongdoers, signals one’s 

3 These are discussed in likely descending order of normative importance.
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agreement with and approval of their actions; and that encourages 
them in their wrongdoings” (Lepora and Goodin 2013: 49). As with 
complicity by condoning, ongoing patterns of consumption could cer-
tainly serve this signaling function. By patronizing and continuing to 
purchase from suppliers known to perpetrate exploitation, we could 
reasonably be accused of complicity by consorting.

3.3.3. Contiguity
Complicity by contiguity seems quite relevant as well. When principal 
wrongdoers interpret “the secondary agent’s contiguity as implicit ap-
proval of a wrong, she might be encouraged in her wrongdoing” (Le-
pora and Goodin 2013: 51). If the secondary agents know (or could and 
should have known) that their contiguity would be interpreted in such 
a manner or could have such effects, then their “continuing voluntary 
contiguity to wrongdoing might constitute complicity with the wrong-
doing” (Lepora and Goodin 2013: 51). So consumers who repeatedly 
purchase from the same sweatshop supplier would seem to be complicit 
by contiguity. Repeatedly purchasing products or showing brand loy-
alty probably are suffi cient to count as complicity by contiguity because 
reasonable consumers should know that this could be taken as signal-
ing suffi cient approval.

3.3.4. Connivance
Connivers’s participation can range from ignoring another’s wrongdo-
ing to being in secret sympathy or even encouraging the wrongdoing. 
While connivers do not participate in making the plan, nor adopting it, 
they “stand aside to allow others to act on it” (Lepora and Goodin 2013: 
44). Cases of allowing repeated patterns of wrongdoing can count as 
connivance when similar situations involving the same agents recur 
regularly, since “acts of connivance with a wrong committed today may 
contribute causally to the wrongdoer’s repeating the wrong on the next 
occasion. It does so by making the wrongdoer confi dent, on the basis 
of previous experience, that again in the future onlookers will connive 
rather than intervening to stop the wrong when they see it occurring” 
(Lepora and Goodin 2013: 46). Perhaps consumers can then be com-
plicit by connivance when they allow exploitative labor to continue and 
fail to take relevant actions in response to labor injustices. In so far 
as they “stand aside” in these ways and fail to take actions to end the 
wrongdoing, they are guilty of complicity by connivance.

3.4. Examples
Lepora and Goodin discuss a few salient examples which illustrate how 
a variety of forms of complicity may occur together, such as that of 
Oskar Schindler who despite early complicity with the Nazi regime in 
manufacturing armaments, famously also employed more than 1200 



120 G. Brock, Consumer Complicity and Labor Exploitation

Jewish workers in his factory who were otherwise to be deported to 
concentration camps and face almost certain death. The other example 
involves bank robbers enlisting the help of a taxi driver to make a get-
away, even though the driver was not involved in the bank robbery it-
self. Both the post-robbery taxi driver and the Schindler case are quite 
relevant as you might think the central problems with exploitation are 
characterizable as either ones of essentially stealing (not compensat-
ing workers fairly for their labor) or of saving them from a worse fate 
(death or further deprivation).

According to Lepora and Goodin in “willingly and knowingly driving 
away robbers with money that he knows they have stolen in exchange 
for a share of it” (Lepora and Goodin 2013: 56) the taxi driver enlisted 
after the robbery can rightly be accused of collaborating with the rob-
bers. Arguably, consumers in developed countries, seem to be collabo-
rating with the manufacturers to some extent because they willingly 
and knowingly purchase the goods mindful that they are a result of ex-
ploitative labor practices. We might reasonably argue (as the authors 
do) that what Schindler did was right and what the taxi driver does is 
wrong. At any rate, even when we are complicit it is a further question 
how to evaluate our act of complicity, which brings us to our core nor-
mative idea for analysis.

4. Just how bad is it to be complicit in exploitation?
There are several different ways of engaging with the wrongdoing and 
some make more of a contribution to it. Some are much worse than 
others. What makes something more of a contribution to wrongdoing? 
There are two different dimensions: One involves the agent’s role in do-
ing or contributing to the wrongdoing. The second relates to the agent’s 
mental stance towards the main wrongdoing and towards the plan of 
action related to it.

For morality to be action guiding, it should “assess the situation in 
terms of what can be known by the actor at the time she acts” (Lepora 
and Goodin 2013: 61). So when we conduct moral assessments of ac-
tions we should do so on the basis of what consequences might reason-
ably have been expected at the time of the decisions concerning action, 
not on the basis of what actually happened. Consumers might have 
various beliefs about the consequences that can reasonably be expected 
from their purchases and these beliefs can be relevant to moral assess-
ment of their actions. In particular, consumers might have relevant 
beliefs about the longer-term consequences of the exploitation, even 
if they believe that the current exploitation constitutes wrongdoing. 
Consider two such beliefs:
1) Exploitation leads to the long-term promotion of better conditions 

for workers.
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2) Accepting an offer to work in exploitative labor conditions is better 
than having no source of income at all (and no other way to meet 
one’s basic needs).

What would believing (1) or (2) (or both) mean for a moral assessment 
of our purchase? In order to address such issues we need to discuss 
briefl y the plausibility of such views (which we do in Sections 4.1 and 
4.2). Then in Section 4.3 I argue that even if the two views are plau-
sible, we might still be culpable for our part in current wrongdoing, 
even when participating in current wrongdoing is the best course of 
action available to us.

4.1. Does exploitation lead to the long-term promotion 
of better conditions for workers?
Economists often observe that exploitative labor practices in sweat-
shops exist not because there are greedy employers who cut corners for 
extra profi ts, but rather for more fundamental reasons. Consider how 
in Asia, the country wage rate mean is about 44c per hour of labor and 
in Latin America $1.34. Why would those in Asia work for much less 
than those in Latin America? On a standard economic account:

…wages fall within a range limited by the marginal productivity of 
labor at the high end and the wages offered by the next best alternative 
available to workers at the low end. Employers will not pay workers 
more than what the last worker hired contributes to the fi rm’s revenue, 
and employees will not accept wages lower than they could secure in 
alternative employment. The actual wage rate paid within that range 
depends upon the relative bargaining strength of the two sides.

The employment alternatives available to workers are in large part 
determined by their country’s level of economic development. … Unlike 
economically developed countries where the percentage of the labor 
force employed in agriculture typically is around 5 percent, in [develop-
ing] countries that percentage is much higher. For the Asian countries, 
the labor force in agriculture ranges from China’s 72 percent to Sri 
Lanka’s 35 percent.

So, the clothing industry (to take an example often implicated in 
sweatshop labor) has to offer only a slightly higher wage than the one 
paid in agriculture to attract workers. Garment makers work for much 
less in Asia mainly because there is an absence of high-paying alterna-
tives that would come from more economic development. The lack of 
union strength in Asia is also an important factor in why wages there 
are so low.

One important point that is relevant from this brief excursion into 
economic theory is that the level of development in the country makes 
an important contribution to increasing options and reducing exploit-
ative ones. To the extent that sweatshops bring capital, technology, 
opportunities for knowledge transfer, and so forth to developing coun-
tries, they can thereby raise, over time, worker productivity, income, 
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and growth (and can create other positive externalities), and all of this 
can contribute to benefi cial development over the longer run. If that is 
correct – and the history of developed countries suggests it well might 
be – sweatshops might be a necessary evil along the way to the very 
kinds of better jobs we hope to secure for the world’s most disadvan-
taged. So, those who engage in sweatshop labor create a better future 
(in due course) for others. Those who take up such work provide valu-
able contributions to securing a better economic future for fellow citi-
zens. Perhaps their heroic self-sacrifi cing actions should be supported.

4.2. Accepting an offer to work in exploitative labor conditions is 
better than having no source of income at all (and no other way to 
meet one’s basic needs).

A consumer might have the view that, all things considered, labor-
ers should accept exploitative work when it is better than more dire al-
ternatives, so we should buy goods produced in sweatshops. This casts 
doubts on whether the exploitation aspect of production is really bad. I 
am not convinced by such arguments. Consider an analogy closer to our 
academic experiences, which I call Teaching Assistant Contract. Many 
Teaching Assistants are not adequately remunerated for the number 
of hours they actually spend on grading and writing comments on stu-
dents’ essays. As one example, consider contracts that assume graders 
take no more than 20 minutes to grade each essay when standardly 
the work involves at least 40 minutes. I can recognize that this com-
ponent of their contract is exploitative (in the sense that they are not 
adequately remunerated for their labor) even if, on balance, I think it is 
better for graduate students to accept these exploitative contracts than 
not. It still may be better for them to accept contracts at a marginally 
higher rate of pay doing work that makes better use of their skills and 
talents than to accept work in (say) a fast food restaurant. So I think 
we can, do and should make these distinctions about how exploitation 
is descriptively accurate even when, all things considered, an exploit-
ative contract ought to be accepted.

So, even if we believe the kinds of reasons offered under 4.1 and 
4.2—that accepting exploitative work may lead to good consequences 
or is best given other options—we are still contributing to exploitative 
acts here and now. These two kinds of relevant beliefs are insuffi cient 
to cancel out complicity with exploitation. The real question is about 
how bad such complicity is.

4.3. Assessing Acts of Complicity: A General Framework
Lepora and Goodin offer a useful formula which enables moral assess-
ment of how blameworthy complicit acts are. The moral assessment

is a function of four things; the moral badness of the principal wrongdoing; 
whether (and, insofar as it is scalar, by how much) the secondary agent 
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crosses the threshold of moral responsibility for having contributed to it; 
how much of a contribution his act made (or might make) to the principal 
wrongdoing; and the extent to which the secondary agent shares the pur-
poses of the principal wrongdoer. Phrased as a formula:

Pro tanto blameworthiness for an act of complicity = function of (badness 
of principal wrongdoing, responsibility for contributory act, extent of con-
tribution, extent of shared purpose with principal wrongdoer). (Lepora and 
Goodin 2013: 98)

A complete assessment of blameworthiness of a particular contribu-
tory act also requires assessment of the alternative courses of action. 
Only such a comprehensive analysis will allow an overall assessment 
of agent’s choices.

Let us then apply this formula to our core case of concern. First, the 
badness factor. How bad is exploitation? While this can vary a whole 
lot, in the cases that we are taking as central, it is rather bad. Compare 
Teaching Assistant Contract with working in unsafe conditions that 
subject one to irreversible debilitating disease. We can make reason-
able judgments that exploitation in the latter case is worse than that 
in the former, since it affects more signifi cant interests and, in eventu-
ally affecting quality of life and shortening it, we can judge this as a 
worse wrongdoing than the wrongdoing involved in Teaching Assistant 
Contract.

Responsibility is determined by a combination of voluntariness, 
knowledge of contribution, and knowledge of wrongness of principal 
wrongdoing. For the cases I am taking as typical here, consumers per-
form contributory acts voluntarily. For an enormous range of cases, 
such consumers have many consumption options, though interestingly, 
this may not apply to the purchase of certain electronic goods like cell-
phones and laptops, which require the use of hazardous chemicals in 
the production process. (Of course, even if it is the case that these goods 
cannot be produced without exposure to hazardous chemicals such as 
benzene, the safety training and protective equipment offered could 
be vastly improved over current prevalent levels.) I have suggested 
that a reasonable consumer should be in possession of general facts 
about supply chain employment conditions in a globalized world so she 
should know how she is contributing. And one should be aware that 
exploitation is wrong, even if all things considered it is permissible in 
certain cases.

Evaluating contribution to wrongdoing is a bit more diffi cult. It ap-
proximates to “the percentage of badness of that principal wrong that 
might be causally attributable to the contributory agent, by virtue of 
her contributory act” (Lepora and Goodin 2013: 106). Contribution is 
a factor combining a number of variables such as centrality of contri-
bution, reversibility of contribution, temporality, planning role, and 
responsiveness of contributors to principals. Any particular consum-
er’s consumption choice is not essential or central to the wrongdoing. 
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Whether or not the contribution is irreversible varies depending on 
the kind of exploitation. With exposure to toxic chemicals or denying 
a child proper education, the effects are frequently irreversible. The 
wrongdoing might be part of an ongoing pattern of similar wrongdoing. 
So the wrongs may be repeated more-or-less frequently. Consumers are 
not typically involved in planning the exploitation and do not share the 
sweatshop owners’ purposes. They would prefer to avoid entanglement 
with exploitation if they easily and costlessly can.4

So where does that leave us? It seems clear that our purchases fre-
quently involve morally culpable complicity, especially when workers 
are exposed to high risks of irreversible damage. What should we do in 
the face of morally culpable complicity?

5. Morally culpable complicity: now what?
Using the comprehensive analysis offered, I have argued that devel-
oped world consumers are often culpably complicit in exploitative labor 
conditions in developing countries. What follows from this verdict? It is 
not part of the Lepora and Goodin analysis to treat such questions, but 
let us anyhow consider some possible ways in which we might want to 
use their account to discuss these issues.

In the case of consumers purchasing products made involving ex-
ploitative labor practices there is no straightforward recommendation 
of what such consumers ought to do to mitigate future culpable com-
plicity or remedy past complicity. We would need to rely on detailed 
accounts about what courses of action would be effective in reducing ex-
ploitation and what remedial actions might be appropriate. Elsewhere 
I argue that because exploitation in the cases that concern us involve 
taking advantage of others by taking advantage of their bargaining 
weaknesses, our aim should be to remedy that background situation 
that allows these bargaining weaknesses to continue (Brock 2014). 
There I have suggested we can and should do this in multiple ways, 
such as by strengthening collective organizational capacity, promoting 
effective and legitimate states along with active citizenship. There is 
plenty we can and should do as citizens implicated in the poor bargain-
ing positions of those who feel compelled to accept exploitative offers.

But does that mean we have nothing to say specifi cally about con-
sumer responsibilities here and now for limiting culpable complicity? 
There are things consumers ought to do in their role specifi cally as 

4 As they move from considering pro tanto to on-balance judgments they discuss 
a number of useful cases such as the Nazi postman, someone who simply delivers 
mail for the Nazis. His contribution to wrongdoing is low and the probability that his 
contribution is essential to wrongdoing is tiny. However, “contribution factor has to be 
multiplied by the badness factor in assessing the overall pro tanto blameworthiness of 
the postman’s contributory acts. And since the badness of the principal wrongdoing, 
the Holocaust, is so very large, the overall pro tanto blameworthiness of the postman 
for his contribution to the wrongdoing might be quite high, his low contribution 
factor notwithstanding” (Lepora and Goodin 2013: 119).
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consumers (rather than citizens) and these include supporting certain 
kinds of efforts that are being made to empower and promote the con-
dition of vulnerable workers, including supporting ethical or fair trad-
ing initiatives (importantly, those that ensure the gains and risks of 
trade are fairly distributed, along with respecting people’s basic human 
entitlements) (see Brock 2014). These responsibilities are particularly 
salient for those I identify as the target consumers of concern. They 
satisfy a number of salient conditions that mean they have enhanced 
responsibilities (including having high capacity to assist, being rela-
tively privileged, have benefi ted greatly from the exploitative practices, 
and so on).

However, as I have been discussing, there are not always ethical 
or fair trade options available, especially in the purchase of certain 
electronic equipment (such as cell phones and iPods). Here drawing our 
attention to our culpable complicity is nevertheless helpful in building 
an awareness of the many ways in which living in affl uent countries 
culpably implicates us in practices that perpetuate harm. Here per-
haps we are all a bit like Oskar Schindler in that we must choose the 
lesser evil, though in this case the lesser evil might entail purchasing 
products that provide the destitute with jobs even while they infl ict 
high risk of irreversible disease. Of course, we have more options than 
Schindler did concerning how to affect change so the background condi-
tions of severe deprivation do not continue and also so that protections 
against irreversible effects can be improved.5 Mindful of our culpable 
complicity we should be energized to learn more about how we can 
and should assist in reducing our complicity in harmful exploitation 
through our consumption.
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